Abstract

Knowledge distillation (KD) is a highly promising method for mitigating the computational problems of pre-trained language models (PLMs). Among various KD approaches, Intermediate Layer Distillation (ILD) has been a de facto standard KD method with its performance efficacy in the NLP field. In this paper, we find that existing ILD methods are prone to overfitting to training datasets, although these methods transfer more information than the original KD. Next, we present the simple observations to mitigate the overfitting of ILD: distilling only the last Transformer layer and conducting ILD on supplementary tasks. Based on our two findings, we propose a simple yet effective consistency-regularized ILD (CR-ILD), which prevents the student model from overfitting the training dataset. Substantial experiments on distilling BERT on the GLUE benchmark and several synthetic datasets demonstrate that our proposed ILD method outperforms other KD techniques. Our code is available at https://github.com/jongwooko/CR-ILD.

1 Introduction

Recent advances in NLP have shown that using PLMs such as BERT (Devlin et al., 2019) and RoBERTa (Liu et al., 2019) on downstream tasks is effective. Although these models achieve state-of-the-art performances in various domains, the promising results of PLMs require numerous computations and memory costs. Deploying such large models on resource-constrained devices such as mobile and wearable devices is impractical. It is thus crucial to train computationally efficient small-sized networks with similar performance to that of large models.

KD is promising model compression technique where knowledge is transferred from a large and high-performing model (teacher) to a smaller model (student). KD has been shown to be reliable in reducing the number of parameters and computations while achieving competitive results on downstream tasks. Recently, KD has attracted more attention in the NLP field, especially due to large PLMs. However, it is clear that the original KD (Hinton et al., 2015) is not performing well in terms of maintaining the performance of compressed PLMs and that it needs to have additional auxiliary training objectives (Sun et al., 2019; Jiao et al., 2020).

ILD methods (Jiao et al., 2020; Wang et al., 2020), which encourage the student model to extract knowledge from the Transformer layers of the teacher network, have demonstrated efficacy in improving student model performance and have become a de facto standard in KD. Despite of success of ILD methods, many research have been proposed to design layer mapping functions (Li et al., 2020; Wu et al., 2020) or new training objective (Park et al., 2021) to transfer the teacher’s knowledge better. These ILD methods transfer more knowledge to the student model from the intermediate Transformer layers of the teacher model. However, we find that the use of ILD in fine-tuning may induce performance degradation in some cases. As shown in Figure 1, while existing ILD methods such as TinyBERT (Jiao et al., 2020) and BERT-EMD (Li et al., 2020) work well on standard GLUE benchmark (Wang et al., 2019), we observe that these methods have performance degradation compared to original KD on ill-conditioned datasets such as those with few-samples and label noise. Because few-sample (Zhang et al., 2021) or heterogeneous datasets (Jin et al., 2021; Liu et al., 2022) can be easily found in real-world datasets, the existing ILD methods, which show performance reduction in Figure 1, are hard to use in real-world applications.

To mitigate such performance degradation, we identify the main problem as that intermediate Transformer knowledge can incur overfitting on the training dataset of the student model. We further
discover that distilling only the last Transformer layer knowledge and using supplementary tasks can alleviate the overfitting. Through our observations, we finally propose a simple yet effective method, consistency-regularized ILD (CR-ILD) with several analyses. Our main contributions are:

- We design and conduct comprehensive experiments to identify that overfitting is one of the main problems for performance degradation of ILD in fine-tuning. To the best of our knowledge, this is the first study to find that existing ILD methods have overfitting issues.

- Based on our findings, we propose the consistency regularized ILD (CR-ILD) that a student self-regularized itself from risk of overfitting from ILD. We further provide empirical (and theoretical) analyses for our proposed method.

- We experimentally demonstrate that our proposed method achieves state-of-the-art performance on both standard GLUE and ill-conditioned GLUE (few samples and label noise), despite its simplicity.

2 Related Works

Model Compression of LMs. Transformer encodes contextual information for input tokens (Vaswani et al., 2017). In recent years, from the success of Transformer, Transformer-based models such as GPT (Radford et al., 2018), BERT (Devlin et al., 2019), and T5 (Raffel et al., 2020) have become a new state of the arts, driving out recurrent or convolutional networks on various language tasks. However, the promising results of these models are accompanied by numerous parameters, which necessitate a high computation and memory cost for inference. Existing compression techniques can be categorized as low-rank matrix factorization (Mao et al., 2020), quantization (Bai et al., 2021), and KD (Sun et al., 2019).

Knowledge Distillation for LMs. KD is one of the most well-known neural model compression techniques. The goal of KD is to enable the student model with fewer parameters to achieve similar performance to that of the teacher model with a large number of parameters. In the recent few years, a wide range of different methods have been developed that apply data augmentation (Jiao et al., 2020; Liang et al., 2021), adversarial training (Rashid et al., 2021), and loss terms re-weighting (Jafari et al., 2021) to reduce the performance gap between the teacher and the student. In another line in the NLP field, ILD-based methods have exhibited higher effectiveness over original KD (Hinton et al., 2015) methods for compression PLMs. Sun et al. (2019) proposed the BERT-PKD to transfer representations of the [CLS] token of the teacher model. Jiao et al. (2020) proposed TinyBERT, which performed Transformer distillation in both pre-training and fine-tuning. Wang et al. (2020) distilled the self-attention module of the last Transformer layer of the teacher. Li et al. (2020) leveraged earth mover’s distance (EMD) to determine the optimal layer mapping between the teacher and student networks. Park et al. (2021) presented new KD objectives that transfer contextual knowledge via two types of relationships.

3 Observations: Two Things Everyone Should Know to Mitigate Overfitting

In this section, we identify that overfitting is the main problem for performance degradation while conducting ILD in fine-tuning. This overfitting problem can occur even in the standard GLUE benchmark. Moreover, the ill-conditioned dataset, where overfitting problems can occur more easily, induces a larger performance reduction. Furthermore, we investigate that this overfitting problem is able to be reduced by (1) distilling the last Transformer layer and (2) conducting ILD on suplement-
Among the various ILD objectives, we focus on the two most commonly used distillation objectives: multi-head attention (MHA) and intermediate representations (IR). Formally, for the student’s layer $l^S \in [1, M]$, the loss function of MHA and IR are as follows:

$$L^S_{MHA} = \frac{1}{A_h} \sum_{a=1}^{A_h} \text{KLD}(A^T_{m(l^S),a} || A^S_{l^S,a})$$

(1)

$$L^S_{IR} = \text{MSE}(H^T_{m(l^S); m(l^S)}, W^H H^S_{l^S}),$$

(2)

where $m(\cdot)$ is layer mapping function that returns teacher layer $m(l^S) \in [1, L]$. Note that KLD and MSE are Kullback-Leibler divergence and mean squared error, respectively. We denote $A$ and $H$ as MHA and IR. $T$ and $S$ are superscripts for the teacher and student model, and $a$ and $A_h$ indicate the index and the total number of multi-attention heads, respectively. Note that $W^H$ is a learnable weight matrix for matching the dimension between representations of the teacher and student.

Consistent with previous studies (Sun et al., 2020; Jiao et al., 2020), we observe that sequential training of ILD and original KD (Hinton et al., 2015) shows better than joint training of ILD and original KD. We conduct an experimental study on sequential training of ILD and original KD from our preliminary experiments. All the detailed descriptions of the scope of our empirical study are in Appendix C.1.

3.1 Layer Mapping: Distill Only the Last Transformer Layer

One of the biggest challenges of ILD methods is establishing a proper layer mapping function that determines layers of the teacher and student models to transfer knowledge. In this section, we observe that transferring layer-to-layer information leads student models to overfit training samples and is the primary reason for the degradation of student performance. Based on our findings, we suggest that the last layer distillation (Wang et al., 2020, 2021) is promising layer mapping method. Our empirical analyses can explain the suggested technique’s success in terms of mitigating overfitting.

Main Observations. We compare three distillation strategies: last Transformer layer distillation (L-ILD), layer-to-layer distillation using uniform layer mapping (U-ILD), and optimal many-to-
In this section, we investigate the performance of ILD in terms of training datasets for transferring knowledge from teacher to student model. We observe that conducting ILD even on the last Transformer layer has the risk of overfitting to the training dataset of target task (TT). The previously suggested augmentation module in Jiao et al. (2020) generates 20 times the original data as augmented samples, requiring massive computational overhead for generating. From our observation, we find that conducting ILD via supplementary tasks (L-ILD, U-ILD, EMD-ILD) and then evaluate their cross-entropy loss on the training set. More generalizable models are robust to the noisy embeddings, hence they have a lower training loss although the magnitude of noise becomes larger.

As shown in Figure 4, transferring knowledge of the intermediate Transformer layers leads the student model to the flat minima that are robust of noise and more generalizable (Hochreiter and Schmidhuber, 1997; Keskar et al., 2016). We further conduct the loss surface (Zhang et al., 2021) and linear probing (Aghajanyan et al., 2021a) analyses for evaluating the generalizable representations of PLMs during fine-tuning and report the results in Appendix E.1.

3.2 Training Data: Use Supplementary Tasks

In this section, we investigate the performance of ILD in terms of training datasets for transferring knowledge from teacher to student model. We observe that conducting ILD even on the last Transformer layer has the risk of overfitting to the training dataset of target task (TT). The previously suggested augmentation module in Jiao et al. (2020) generates 20 times the original data as augmented samples, requiring massive computational overhead for generating. From our observation, we find that conducting ILD via supplementary tasks (ST, Phang et al., 2018) is a simple and efficient method for overfitting problem. Based on our observation, we study to find the condition for appropriate ST, which robustly improves the performance of ILD.
Figure 7: The conditions for appropriate supplementary tasks. The student models trained on supplementary tasks that have large datasets, longer effective sequence length, and high similarity with the target task tend to have higher performances. Size, Len., and Sim. denote the size of the dataset, effective sequence length, and similarity.

**Main Observations.** As shown in Figure 5, in most downstream tasks, except for STS-B, the performance of combining ILD with other STs is superior to that when using the original dataset. Among the tasks with small dataset (CoLA, MRPC, RTE, STS-B), although STS-B exhibits superiority as an ST for ILD, all student models with ILD on CoLA exhibit the worst performance for all TTs. For large tasks (MNLI, QNLI, QQP, SST-2) as STs, student models trained on MNLI and SST-2 exhibit the best and worst performance for all TTs.

**Analysis.** To understand performance gain from using STs, we compare the loss dynamics for fine-tuning of RTE task using the cross-entropy loss after conducting ILD on the TT (RTE) and STs (MRPC, STS-B, QNLI). Notably, the student model with ILD on RTE shows a faster decrease and increase in the training and validation loss, respectively, than the student model with ILD on the STs, as shown in Figure 6. From the results, we verify that conducting ILD over TT incurs memorization of the student model to training data of TT while performing ILD over ST prevents this memorization yet effectively transfers knowledge of the teacher model.

**3.2.1 Ablation Study**

Although the combination of ST with ILD generally improves the performances of student models, decreased performances are observed in some cases. These results emphasize the need to select appropriate ST. In this section, we present exploratory experiments on synthetic datasets extracted from the English Wikipedia corpus to provide further intuition for the conditions of convincing STs.

**Dataset Size.** According to the results in Figure 5, student models trained on STs with large datasets, such as MNLI and QQP, perform better. We conducted experiments on synthetic datasets extracted from the Wikipedia corpus with different dataset sizes to validate our observations. The results in Figure 7a and 7b indicate that as the size of the synthetic datasets grows larger, the performance of the student models improves.

**Effective Sequence Length.** A surprising result of Figure 5 is that ILD on single sentence tasks such as SST-2 or CoLA exhibits lower performances than those of the smaller sentence pair tasks. This phenomenon is much more evident in U-ILD. Motivated by these results, we conducted experiments on synthetic datasets with the same dataset size of 30k and different effective sequence lengths (measured without considering [PAD] tokens). Figures 7c and 7d show that as the effective sequence length of the datasets increases, so do the performances of the student models.

**Task Similarity.** Finally, we investigate the effect of task similarity between TTs and STs. We only use datasets in the GLUE benchmark for computing the similarity and do not use synthetic Wikipedia datasets. To measure the task similarity, we use the probing performance of the TT after performing ILD for each ST, following Pruksachatkun et al. (2020). We conduct ILD on different STs and then conduct probing and fine-tuning on the TT. Figure 7e and 7f summarize the correlation between the probing and fine-tuning performances for CoLA and STS-B as the TT. The fine-tuning performances get better as the probing performances get better, and it is proven that ILD is better when done on an ST that has a high correlation with the TT.

**4 Method: Consistency Regularized ILD**

In this section, we propose a simple yet effective ILD method for improving the robustness of the student models called consistency regularized ILD (CR-ILD) that applies interpolation-based regularization (Sohn et al., 2020; Zheng et al., 2021) on
MHA and IR of the student models. Our method efficiently enhances the generalization by leading the student model to the flat minima (Section 3.1) and introducing appropriate ST (Section 3.2). We first introduce the proposed method and then provide analyses of CR-ILD.

4.1 Proposed Method: CR-ILD

To implement the CR, we apply MixUp (Zhang et al., 2018), which is an interpolation-based regularizer to improve the robustness in NLP (Chen et al., 2020). The direct application of MixUp to NLP is not as straightforward as images, because the input sentences consist of discrete word tokens. Instead, we perform MixUp on the word embeddings at each token by following Chen et al. (2020); Liang et al. (2021). Thus, MixUp samples with embeddings \( h_i, h_j \) from sentences \( x_i, x_j \) and \( \lambda \in [0, 1] \) are generated as:

\[
\text{Mix}_\lambda(h_i, h_j) = \lambda \cdot h_i + (1 - \lambda) \cdot h_j,
\]

Note that \( \lambda \sim \text{Beta}(\alpha, \alpha) \) is a randomly sampled value from Beta distribution with hyperparameter \( \alpha \in (0, \infty) \) for every batch.

Then, we introduce our CR-ILD, as follows:

\[
R_{f_\theta} = d(f_\theta(\text{Mix}_\lambda(h_i, h_j)), \text{Mix}_\lambda(f_\theta(h_i), f_\theta(h_j))),
\]

where \( f_\theta \) denotes the Transformer layer outputs (e.g., MHA and IR) of the model with parameter \( \theta \) and embedded input \( h_i, h_j \). Note that \( \text{Mix}_\lambda(f_\theta(h_i), f_\theta(h_j)) = \lambda \cdot f_\theta(h_i) + (1 - \lambda) \cdot f_\theta(h_j) \) is interpolation of outputs from \( h_i, h_j \), \( d(\cdot, \cdot) \) is a distance metric for regularization, with KLD for MHA and MSE for IR. For example, we have:

\[
R_{\text{MHA}} = \text{KLD}(\text{MHA}(\text{Mix}_\lambda(h_i, h_j))) || \text{Mix}_\lambda(\text{MHA}(h_i), \text{MHA}(h_j)),
\]

\[
R_{\text{IR}} = \text{MSE}(\text{IR}(\text{Mix}_\lambda(h_i, h_j))), \text{Mix}_\lambda(\text{IR}(h_i), \text{IR}(h_j))
\]

for CR terms of MHA and IR. Hence, the overall loss function of CR-ILD is as follows:

\[
\mathcal{L} = \mathcal{L}_\text{MHA}^{CR} + \mathcal{L}_\text{IR}^{CR} + \mathcal{L}_\text{MHA}^{Mix} + \mathcal{L}_\text{IR}^{Mix},
\]

where \( \mathcal{L}_\text{MHA}^{CR} \) and \( \mathcal{L}_\text{IR}^{CR} \) are coefficients for regularization. As the student models are underfitted to training dataset in the early training phase, we first set the coefficients to zero and gradually increase the values to \( w_{\text{MHA}}^{CR} \) and \( w_{\text{IR}}^{CR} \), respectively. Note that both \( \mathcal{L}_\text{MHA}^{CR} \) and \( \mathcal{L}_\text{IR}^{CR} \) are computed by outputs from the teacher and student model with the same MixUp samples as inputs through Eq. (1) and Eq. (2). All ILD loss and CR term are computed across the same MixUp samples as inputs through Eq. (1) and Eq. (2). All ILD loss and CR term are computed across the same MixUp samples as inputs through Eq. (1) and Eq. (2).
Table 1: 6-layer student results on GLUE development set averaged over 4 runs. † indicates reported results from the Park et al. (2021). Other results are from our re-implementation based on officially released code of original works (Sun et al., 2019; Jiao et al., 2020; Li et al., 2020).

<table>
<thead>
<tr>
<th>Model</th>
<th>#Parms</th>
<th>#FLOPs</th>
<th>Speedup</th>
<th>CoLA</th>
<th>MNLI</th>
<th>SST-2</th>
<th>QNLI</th>
<th>MRPC</th>
<th>QQP</th>
<th>RTE</th>
<th>STS-B</th>
<th>AVG</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>BERT BASE</strong></td>
<td>110M</td>
<td>22.5B</td>
<td>1.0x</td>
<td>59.9</td>
<td>84.6</td>
<td>92.2</td>
<td>91.5</td>
<td>90.9</td>
<td>91.2</td>
<td>70.8</td>
<td>89.5</td>
<td>83.8</td>
</tr>
</tbody>
</table>
| **Truncated BERT (Sun et al., 2019)** as student model initialization
| KD                | 67.5M  | 11.3B  | 2.0x    | 36.7  | 82.1  | 90.0  | 88.9  | 89.2  | 90.4  | 65.7  | 88.5  | 78.9 |
| PKD               | 67.5M  | 11.3B  | 2.0x    | 37.4  | 82.2  | 90.2  | 89.3  | 90.3  | 66.3  | 87.4  | 79.0  |       |
| TinyBERT          | 67.5M  | 11.3B  | 2.0x    | 31.4  | 81.3  | 89.2  | 86.7  | 87.1  | 90.2  | 57.2  | 84.8  | 76.0  |
| BERT-EMD          | 67.5M  | 11.3B  | 2.0x    | 34.6  | 81.5  | 88.5  | 87.9  | 89.1  | 90.2  | 66.4  | 87.9  | 78.3  |
| Ours              | 67.5M  | 11.3B  | 2.0x    | 40.4  | 82.3  | 91.1  | 90.1  | 90.6  | 90.7  | 67.9  | 89.0  | 80.1  |
| **BERT-small (Turc et al., 2019)** as student model initialization
| KD†               | 67.5M  | 11.3B  | 2.0x    | -     | 82.5  | 91.1  | 89.4  | 89.4  | 90.7  | 66.7  | -     | -    |
| PKD†              | 67.5M  | 11.3B  | 2.0x    | 45.5  | 81.3  | 91.3  | 88.4  | 88.5  | 90.2  | 66.4  | 86.5  | 79.2  |
| TinyBERT†         | 67.5M  | 11.3B  | 2.0x    | 53.8  | 83.1  | 92.3  | 89.9  | 88.8  | 90.5  | 66.9  | 88.3  | 81.7  |
| BERT-EMD          | 67.5M  | 11.3B  | 2.0x    | 50.5  | 83.5  | 92.4  | 90.4  | 90.4  | 90.5  | 66.8  | 88.5  | 81.7  |
| CKD†              | 67.5M  | 11.3B  | 2.0x    | 55.1  | 83.6  | 93.0  | 90.5  | 90.6  | 91.2  | 67.3  | 89.0  | 82.4  |
| Ours              | 67.5M  | 11.3B  | 2.0x    | 55.6  | 83.9  | 92.7  | 91.4  | 90.5  | 91.2  | 70.2  | 88.8  | 83.0  |

4.2 Analysis on CR-ILD

In this section, we provide analytical results of CR-ILD to obtain further intuition on our proposed methods. Our CR-ILD regularizes the student model to not learn an undesirable bias by (1) encouraging generalizable student via incurring consistent predictions between MixUp and original samples and (2) generating appropriate ST through MixUp operation.

To validate that our CR-ILD makes more generalizable functions empirically, we conduct a similar experiment with Figure 4 for comparing three models (ILD, ILD+MixUp, CR-ILD) as shown in Figure 8. ILD+MixUp is the simple combination of ILD and MixUp, which is the same as CR-ILD with \(w_{\text{MHA}}^{\text{CR}}\), and \(w_{\text{IR}}^{\text{CR}}\) for zero. Note that we only use the last Transformer layer for all ILD methods in Figure 8. From the results, we obtain that our CR-ILD effectively regularizes the student model not to overfit training data and to be robust to noise injected in embedding spaces. Moreover, it is noteworthy that this smooth regularization is from CR-ILD, whereas the naive application of MixUp does not regularize the student model efficiently.

Here, we introduce our theoretical analysis that CR-ILD explicitly leads the functions (i.e., MHA, IR) to be convex which is smooth for all data points.

**Theorem 4.1** (Informal). Assume that \(f_\theta\) satisfies the Assumption A.2. With the second order Taylor approximation for \(\lambda\) in Definition A.1, the \(\hat{L}_{\text{mix}}\) becomes \(\hat{L}_{\text{mix}}\) which can be represented as:

\[
\hat{L}_{\text{mix}} = L_{\text{std}} - \frac{2\alpha + 1}{(4\alpha + 4)|I|} \sum_{j \in I} D_{\hat{\ell},j} H_{\hat{\ell},j}^{-1} D_{\hat{\ell},j}^T + \frac{\alpha + 1}{(8\alpha + 4)|I|^2} \sum_{i,j \in I} R^*(f_\theta(h_i), f_\theta(h_j), y_i, y_j)
\]

where

\[
H_{\hat{\ell},j} = \text{Hess}_\ell(f_\theta(h_j), y_j), \quad \text{and} \quad D_{\hat{\ell},j} = D_\ell(f_\theta(h_j), y_j).
\]

The detailed form of \(R^*(f_\theta(h_i), f_\theta(h_j), y_i, y_j)\) can be found in Appendix A. Theorem 4.1 states that the regularization effect of CR-ILD that makes the significant performance gain of CR-ILD. When we assume that the Hessian can be approximated by the gradient square or outer product of the gradients as in the Gauss-Newton method, the first negative term can be treated as nearly constant. We have the positive term, which performs regularization, and the near-constant negative term. As we discussed earlier, the trainable part of regularizing term reduces the offset related to curvature information. Furthermore, the regularization scheme of CR-ILD can be explained variously. If we assume that the set of data has a non-empty interior, \(f(h)\) becomes a linear function, therefore, we can say there is a trend that the function is regularized as a simple smooth function.

Moreover, thanks to MixUp (Zhang et al., 2018; Liang et al., 2021) operation, we can effectively generate the appropriate ST (Section 3.2.1) via:

- From the MixUp operation, the possible number of MixUp samples can be increased indefinitely with the choice of original samples.
Table 2: The performance averaged over 4 runs on the GLUE development set of 6-layer student models, which were trained on a 1k down-sampled GLUE training set or a GLUE training set under symmetric label noise. We use officially released codes for the re-implementation of PKD (Sun et al., 2019), TinyBERT (Jiao et al., 2020), and BERT-EMD (Li et al., 2020). For label noise experiments, we do not consider STS-B for computing average values.

<table>
<thead>
<tr>
<th>Model</th>
<th>#Parmas</th>
<th>#FLOPs</th>
<th>Speedup</th>
<th>CoLA</th>
<th>MNL</th>
<th>SST-2</th>
<th>QNLI</th>
<th>MRPC</th>
<th>QQP</th>
<th>RTE</th>
<th>STS-B</th>
<th>AVG</th>
</tr>
</thead>
<tbody>
<tr>
<td>1k down-sampled (Zhang et al., 2021) for few-samples experiments</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BERT BASE</td>
<td>110M</td>
<td>22.5B</td>
<td>1.0x</td>
<td>41.6</td>
<td>61.1</td>
<td>85.8</td>
<td>80.8</td>
<td>88.2</td>
<td>75.9</td>
<td>66.1</td>
<td>87.6</td>
<td>73.4</td>
</tr>
<tr>
<td>KD</td>
<td>67.5M</td>
<td>11.3B</td>
<td>2.0x</td>
<td>17.6</td>
<td>58.0</td>
<td>83.4</td>
<td>78.9</td>
<td>86.2</td>
<td>74.8</td>
<td>59.6</td>
<td>83.9</td>
<td>67.8</td>
</tr>
<tr>
<td>PKD</td>
<td>67.5M</td>
<td>11.3B</td>
<td>2.0x</td>
<td>17.7</td>
<td>57.8</td>
<td>83.8</td>
<td>75.2</td>
<td>86.3</td>
<td>73.9</td>
<td>59.1</td>
<td>83.4</td>
<td>67.2</td>
</tr>
<tr>
<td>TinyBERT</td>
<td>67.5M</td>
<td>11.3B</td>
<td>2.0x</td>
<td>9.3</td>
<td>55.5</td>
<td>80.2</td>
<td>80.2</td>
<td>85.2</td>
<td>72.0</td>
<td>57.8</td>
<td>82.1</td>
<td>64.2</td>
</tr>
<tr>
<td>BERT-EMD</td>
<td>67.5M</td>
<td>11.3B</td>
<td>2.0x</td>
<td>18.8</td>
<td>58.0</td>
<td>84.2</td>
<td>78.5</td>
<td>86.3</td>
<td>74.3</td>
<td>62.1</td>
<td>84.8</td>
<td>68.4</td>
</tr>
<tr>
<td>Ours</td>
<td>67.5M</td>
<td>11.3B</td>
<td>2.0x</td>
<td>20.1</td>
<td>59.6</td>
<td>85.0</td>
<td>80.3</td>
<td>87.2</td>
<td>75.7</td>
<td>63.5</td>
<td>85.8</td>
<td>69.7</td>
</tr>
</tbody>
</table>

Under the presence of uniform (symmetric) label noise (Jin et al., 2021; Liu et al., 2022) with 30% noise rate

<table>
<thead>
<tr>
<th>Model</th>
<th>#Parmas</th>
<th>#FLOPs</th>
<th>Speedup</th>
<th>CoLA</th>
<th>MNL</th>
<th>SST-2</th>
<th>QNLI</th>
<th>MRPC</th>
<th>QQP</th>
<th>RTE</th>
<th>STS-B</th>
<th>AVG</th>
</tr>
</thead>
<tbody>
<tr>
<td>BERT BASE</td>
<td>110M</td>
<td>22.5B</td>
<td>1.0x</td>
<td>39.6</td>
<td>81.7</td>
<td>90.4</td>
<td>86.4</td>
<td>86.4</td>
<td>57.0</td>
<td>-</td>
<td>74.8</td>
<td></td>
</tr>
<tr>
<td>KD</td>
<td>67.5M</td>
<td>11.3B</td>
<td>2.0x</td>
<td>37.3</td>
<td>80.3</td>
<td>88.4</td>
<td>85.6</td>
<td>81.3</td>
<td>86.1</td>
<td>59.6</td>
<td>-</td>
<td>74.1</td>
</tr>
<tr>
<td>PKD</td>
<td>67.5M</td>
<td>11.3B</td>
<td>2.0x</td>
<td>36.8</td>
<td>80.0</td>
<td>87.6</td>
<td>85.4</td>
<td>81.4</td>
<td>86.2</td>
<td>56.2</td>
<td>-</td>
<td>73.3</td>
</tr>
<tr>
<td>TinyBERT</td>
<td>67.5M</td>
<td>11.3B</td>
<td>2.0x</td>
<td>29.7</td>
<td>79.9</td>
<td>87.2</td>
<td>84.6</td>
<td>81.2</td>
<td>85.7</td>
<td>51.6</td>
<td>-</td>
<td>71.4</td>
</tr>
<tr>
<td>BERT-EMD</td>
<td>67.5M</td>
<td>11.3B</td>
<td>2.0x</td>
<td>38.5</td>
<td>80.6</td>
<td>88.7</td>
<td>84.9</td>
<td>81.2</td>
<td>86.0</td>
<td>57.0</td>
<td>-</td>
<td>73.7</td>
</tr>
<tr>
<td>Ours</td>
<td>67.5M</td>
<td>11.3B</td>
<td>2.0x</td>
<td>39.6</td>
<td>81.2</td>
<td>89.1</td>
<td>86.0</td>
<td>82.3</td>
<td>86.9</td>
<td>61.8</td>
<td>-</td>
<td>75.3</td>
</tr>
</tbody>
</table>

and $\lambda$. This operation increases the dataset size with high task similarity since the MixUp samples are created from the interpolation of the original target task.

- If sentence $x_i$ contains more word tokens than sentence $x_j$, then the extra word embeddings are mixed up with embeddings of [PAD] tokens. This operation lengthens the effective sequence length of the dataset in Section 3.2.1, which improves the performance of ILD.

From our analysis, we verify that our proposed CR-ILD can effectively transfer the knowledge of teacher models with less overfitting on the training dataset.

5 Experiments

To verify the effectiveness of CR-ILD, we compare the performance of ours with previous distillation methods on the standard GLUE and ill-conditioned GLUE benchmark. The descriptions for experimental setup are in Appendix B and C.

5.1 Main Results

Standard GLUE. Following the standard setup (Sun et al., 2019), we use the BERT BASE as the teacher and 6-layer Truncated BERT (Sun et al., 2019) and BERT Small (Turc et al., 2019) as the student models. Table 1 summarizes that Ours consistently achieve state-of-the-art performances for almost GLUE benchmark, except for SST-2 and STS-B for BERT Small. Despite the simplicity and efficiency of our proposed method, we obtain strong empirical performance.

Ill-conditioned GLUE. To verify the robustness of our proposed method, we further conduct the experiments on ill-conditioned GLUE, a synthetic dataset with downsampling or injecting label noise to the GLUE benchmark. Since STS-B is a regression task, we cannot inject noise into STS-B. Hence, we do not consider the STS-B task in label noise experiments. The detailed descriptions for ill-conditioned GLUE are in Appendix B. Table 2 demonstrate that our proposed method alleviates the overfitting and enhances the performance of the student model under few-samples training datasets or the presence of 30% of label noise. The results for other noise rate are in Appendix C. The experimental results encourage us to use our method on real-world applications which have a high risk of overfitting on the training datasets. Notably, our proposed method achieve higher performance than the teacher model under the presence of label noise.
5.2 Ablation Study

To obtain further intuition on CR-ILD, we conduct an ablation study on each component (i.e., L-ILD, ST through MixUp, and CR) of our method. Our experiments are conducted on the standard GLUE benchmark with Truncated BERT (Sun et al., 2019) as the student models and BERT\textsubscript{BASE} as the teacher models. Figure 9 summarizes that all our findings are meaningful, as the performance improves with each addition of a component.

6 Conclusion

This paper introduces a better use of ILD that transfers knowledge by using outputs of Transformer layers of the teacher and the student models. We found that existing ILD methods may lead the student model to overfit the training dataset of target tasks and degenerate the generalizability. Furthermore, we investigated that conducting the ILD (1) only for the last Transformer layer and (2) on supplementary tasks can alleviate the overfitting problems. Based on our observations, we proposed consistency-regularized ILD that incurs smoother functions and enhances the generalizability of the student models. Our proposed method effectively distills the knowledge of teacher models by (1) encouraging the flat minima of function from consistency regularization between original embeddings and MixUp embeddings of the student models and (2) efficiently generating appropriate supplementary tasks demonstrated in our findings via MixUp operation. The experimental results showed that our proposed method could achieve state-of-the-art performance on various datasets, such as the standard and ill-conditioned GLUE benchmarks.

Limitations

Our work handles the over-fitting of the student network caused by the layer mapping between the teacher and the student networks, which is widely used in Jiao et al. (2020); Li et al. (2020). Although we show that our proposed regularization technique can mitigate the over-fitting of the student, the relationship between layers inside the model and the hidden state of tokens in one layer (Park et al., 2021) was not sufficiently considered. In addition, we back up our proposed idea with theoretical analysis and extensive experiments in sentence classification. We plan to perform token classification and question-answering experiments to expand our methods to other tasks.
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Appendix
Revisiting Intermediate Layer Distillation for Compressing Language Models: An
Overfitting Perspective

A Theoretical Analysis of CR-ILD

This section gives the theoretical argument that CR-ILD gives additional explicit regularization. We analyze the effect of the MixUp objective function beyond the standard loss function when the CR condition is satisfied. We use the below formulation for objective functions. For readability, we partially apply one column style for this section.

Assumption A.2 (Continuation of Assumption A.3). Assume that the MixUp loss possesses a regularization effect, which stabilizes the functional outcomes.

We assume that CR loss is always optimized during training. That is, if CR loss is 0, each pair of function values in the loss coincides. Therefore, we can write the first assumption as follows:

**Assumption A.2** (Continuation of $f_\theta$). Assume that $f_\theta$ has continuity on the expanded domain $\{\lambda h_i + (1-\lambda)h_j : \lambda \in [0,1] \mid i, j \in I\}$ and the for any convex combination, function value becomes:

$$f_\theta(\lambda h_i + (1-\lambda)h_j) = \lambda f_\theta(h_i) + (1-\lambda)f_\theta(h_j)$$

Assumption A.3. Assume that $f_\theta$ satisfies the Assumption A.2. With the second order Taylor approximation for $\lambda$, the $\mathcal{L}_{mix}$ becomes $\hat{\mathcal{L}}_{mix}$ which can be represented as:

$$\hat{\mathcal{L}}_{mix} = \mathcal{L}_{std} + \frac{\alpha + 1}{(\alpha + 4)|I|^2} \sum_{i,j \in I} \left\| (f_\theta(h_i), y_i) - (f_\theta(h_i), y_i) + (2\alpha + 1)H_{\ell,j}^{-1}D_{\ell,j}^T \right\|^2_{H_{\ell,j}},$$

where $H_{\ell,j} = \text{Hess}_f(f_\theta(h_j), y_j)$, and $D_{\ell,j} = D_{\ell}(f_\theta(h_j), y_j)$.

Note also that the expectation on higher order of $\lambda$ exponentially decreases as $\mathbb{E}_{\mathcal{D}_\lambda}[\lambda^n] \sim 2^{-n}$, if $\alpha$ is sufficiently large. The above formulation indicates that the MixUp training with consistency regularization gives further regularization terms, which stabilizes function values $f_\theta(h_i)$.

A.1 Derivation of the Theorem A.3

Let us write $v_{\theta,ij} = f_\theta(h_i) - f_\theta(h_j)$, $v_{\theta,ij} = (v_{\theta,ij}, y_i - y_j)$. We first state the second-order Taylor approximation of loss function $\ell$:

$$\mathcal{L}_{mix} = \mathbb{E}_{\lambda \sim \mathcal{D}_\lambda} \left[ \frac{1}{|I|^2} \sum_{i,j \in I} \ell(f_\theta(h_i), \hat{y}_{ij}) \right]$$

$$= \mathbb{E}_{\lambda \sim \mathcal{D}_\lambda} \left[ \frac{1}{|I|^2} \sum_{i,j \in I} \ell(\lambda f_\theta(h_i) + (1-\lambda)f_\theta(h_j), \lambda y_i + (1-\lambda)y_j) \right]$$

$$= \mathbb{E}_{\lambda \sim \mathcal{D}_\lambda} \left[ \frac{1}{|I|^2} \sum_{i,j \in I} \left[ \frac{1}{2} D_{\ell,j} v_{\theta,ij} + \frac{1}{2} \alpha + 1 \frac{v_{\theta,ij}^{\top} H_{\ell,j} v_{\theta,ij}}{4\alpha + 2} \right] \right].$$
since $E_{\lambda \sim D_\lambda}[\lambda] = 1/2$ and $E_{\lambda \sim D_\lambda}[\lambda^2] = (\alpha + 1)/(4\alpha + 2)$. Then,

$$L_{\text{mix}}L_{\text{std}} + \frac{1}{2|I|^2} \sum_{i,j \in I} \left[ D_{\ell,j} v_{\theta,ij} + \frac{1}{2} \frac{\alpha + 1}{2\alpha + 1} v_{\theta,ij}^T H_{\ell,j} v_{\theta,ij} \right]$$

$$= L_{\text{std}} + \frac{1}{2|I|^2} \sum_{i,j \in I} \left[ -\frac{2\alpha + 1}{2\alpha + 2} D_{\ell,j} H_{\ell,j}^{-1} D_{\ell,j} + \frac{1}{2} \frac{\alpha + 1}{2\alpha + 1} (v_{\theta,ij} + \frac{2\alpha + 1}{\alpha + 1} H_{\ell,j}^{-1} D_{\ell,j}^T) H_{\ell,j} (v_{\theta,ij} + \frac{2\alpha + 1}{\alpha + 1} H_{\ell,j}^{-1} D_{\ell,j}^T) \right]$$

$$= L_{\text{std}} + \frac{\alpha + 1}{(8\alpha + 4)|I|^2} \sum_{i,j \in I} \|v_{\theta,ij} + (2\alpha + 1) H_{\ell,j}^{-1} D_{\ell,j}^T \|_{H_{\ell,j}}^2 - \frac{2\alpha + 1}{(4\alpha + 4)|I|} \sum_{j \in I} D_{\ell,j} H_{\ell,j}^{-1} D_{\ell,j}^T.$$
B Dataset Description

Standard GLUE. The GLUE benchmark (Wang et al., 2019) cover four tasks: natural language inference (RTE, QNLI, MNLI), paraphrase detection (MRPC, QQP, STS-B), sentiment classification (SST-2), and linguistic acceptability (CoLA). We mainly focus on four tasks (RTE, MRPC, STS-B, CoLA) that have fewer than 10k training samples. While BERT fine-tuning on these datasets is known to be unstable, the ILD on few samples is under-explored. The evaluation metrics for each task of GLUE benchmark are accuracy (MNLI, SST-2, QNLI, QQP, RTE), Mcc (CoLA), F1 score (MRPC), and spearman correlation (STS-B). We utilize original split of train, validation (development) dataset for our experiments.

Ill-conditioned GLUE. We use two types of modification on GLUE benchmark, including down-sampling for few-sample GLUE and injecting label noise for corrupted GLUE. For generating few-samples GLUE, we randomly down-sample 1k-sized dataset for each task by following Zhang et al., 2021. We filter the generated sample from Huggingface. We randomly down-sample 1k-sized dataset for each task by following Zhang et al., 2021. We filter the generated sample from Huggingface. For generating new dataset by sequence length (for experiments of effectiveness of sequence length), we generate new dataset from Wikipedia corpus (version: enwiki-20200501 from HuggingFace). We inject uniform randomness into a fraction of labels. All experimental setups of Jin et al., 2021 and Jin et al., 2021. For corrupted GLUE, we follow the approach of Jin et al., 2021. For generating label noise for corrupted GLUE. For generating label noise for corrupted GLUE.

C Additional Description for Experiments

C.1 Scope of Empirical Study in Section 3

Transformer-based Language Models. Transformer encodes contextual information for input tokens (Vaswani et al., 2017). We denote the concatenation of input vectors \( \{x_i\} \) as \( H_0 = [x_1, \ldots, x_n] \). Then, the computation for encoding vectors via stacked Transformer layers is via:

\[
H_\ell = \text{Transformer}(H_{\ell-1}), \ \ell \in [1, L].
\]

The attention mechanism in Transformer improves the performance of NLP significantly and becomes essential. For the \( \ell \)-th Transformer layer, the output for a self-attention head \( O_{\ell,a}, a \in [1, A_h] \) is via:

\[
Q_{\ell,a} = W_{\ell,a}^Q K_{\ell,a} = H_{\ell-1} W_{\ell,a}^K, \quad A_{\ell,a} = \text{SoftMax}\left(\frac{Q_{\ell,a} K_{\ell,a}^T}{\sqrt{d_k}}\right), \quad V_{\ell,a} = H_{\ell-1} W_{\ell,a}^V, O_{\ell,a} = A_{\ell,a} V_{\ell,a},
\]

where the previous layer’s outputs \( H_{\ell-1} \in \mathbb{R}^{n \times d_h} \) are linearly projected to a triple of queries, keys, and values using parameter matrices \( W_{\ell,a}^Q, W_{\ell,a}^K, W_{\ell,a}^V \in \mathbb{R}^{d_k \times d_h} \), respectively. Note that \( A_h \) is the number of attention heads.

Multi-Head Attention. Many approaches (Jiao et al., 2020; Sun et al., 2020; Wang et al., 2020) train the student, making the MHA of the student \( A(S) \) imitate the MHA of the well-optimized teacher \( A(T) \).

\[
L^{\ell}_{\text{MHA}} = \frac{1}{A_h} \sum_{a=1}^{A_h} \text{KLD}(A(T)^{\ell,S}||A(S)^{\ell,S}),
\]

where KLD is KL-divergence as the loss function. Note that \( m(\cdot) \) is the layer mapping function for input as student layer \( \ell^{S} \in [0, M] \) and output as teacher layer \( m(\ell^{S}) \in [1, L] \). We compare the KLD and mean squared error (MSE) for the loss function, and report the results that KLD shows better performance in Table 3.

Table 3: Comparison between KLD and MSE as the loss function for MHA distillation.

<table>
<thead>
<tr>
<th></th>
<th>CoLA</th>
<th>MRPC</th>
<th>RTE</th>
<th>STS-B</th>
</tr>
</thead>
<tbody>
<tr>
<td>MHA (KLD)</td>
<td>38.1 (1.5)</td>
<td>89.3 (0.5)</td>
<td>67.0 (0.8)</td>
<td>89.1 (0.1)</td>
</tr>
<tr>
<td>MHA (MSE)</td>
<td>37.6 (0.7)</td>
<td>89.1 (0.5)</td>
<td>66.5 (1.3)</td>
<td>89.0 (0.1)</td>
</tr>
<tr>
<td>MHA (KLD) + IR</td>
<td>38.4 (1.3)</td>
<td>89.3 (0.3)</td>
<td>67.2 (1.1)</td>
<td>89.1 (0.1)</td>
</tr>
<tr>
<td>MHA (MSE) + IR</td>
<td>38.0 (1.7)</td>
<td>89.1 (0.3)</td>
<td>66.3 (0.9)</td>
<td>89.1 (0.1)</td>
</tr>
</tbody>
</table>

Intermediate Representation. Additionally, we study IR, common distillation objective regardless of the network architectures. The MSE between the IR of the teacher \( (H^T) \) and student \( (H^S) \) is used as the knowledge transfer objective:

\[
L^{\ell}_{\text{IR}} = \text{MSE}(H^T_{m(\ell^{S})}, W H^S_{\ell}).
\]
Figure 10: 2D loss surfaces in the subspace spanned by $\delta_1 = \theta_1 - \theta_0$ and $\delta_2 = \theta_2 - \theta_0$ on MRPC and RTE. $\theta_0, \theta_1, \theta_2$ denote the parameters of the Truncated BERT (blue), Last model (green) and Uniform model (red).

Figure 11: Results from our layer-wise (x-axis) probe comparing student models trained on RTE with L-ILD and U-ILD., respectively. The student model trained with L-ILD have more generalizable representations than U-ILD.

Note that $W^H$ is learnable weight matrix for matching the dimension between representations of the teacher and student. We further compare the IR and patience (Sun et al., 2019) in Table 3.

Table 4: Comparisons between Pool and Patience as representation for IR distillation.

<table>
<thead>
<tr>
<th></th>
<th>RTE (RTE)</th>
<th>STS-B (STS-B)</th>
<th>RTE (MNLI)</th>
<th>STS-B (MNLI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pool</td>
<td>60.6 (1.2)</td>
<td>86.2 (0.3)</td>
<td>69.9 (0.8)</td>
<td>89.2 (0.1)</td>
</tr>
<tr>
<td>Patience</td>
<td>66.2 (1.0)</td>
<td>88.3 (0.4)</td>
<td>68.8 (0.5)</td>
<td>88.8 (0.2)</td>
</tr>
<tr>
<td>Pool + MHA</td>
<td>67.2 (1.1)</td>
<td>89.1 (0.1)</td>
<td>70.6 (1.0)</td>
<td>89.6 (0.1)</td>
</tr>
<tr>
<td>Patience + MHA</td>
<td>66.5 (1.5)</td>
<td>88.4 (0.2)</td>
<td>68.7 (1.2)</td>
<td>88.4 (0.2)</td>
</tr>
</tbody>
</table>

Prediction Layer. The most standard form of KD is logit-based KD (Hinton et al., 2015) for training prediction layer.

$$L_{PL} = CE(z^T/t, z^S/t).$$

We use the cross-entropy (CE) as the loss function with inputs $z^S$ and $z^T$ as the logit vectors of the student and teacher. We compare the sequential and joint training ILD (i.e., MHA, IR) and prediction layer distillation (PLD) and report the results that sequential training shows better in Table 5.

Table 5: Comparisons between Sequential and Joint

<table>
<thead>
<tr>
<th></th>
<th>RTE (RTE)</th>
<th>STS-B (STS-B)</th>
<th>RTE (MNLI)</th>
<th>STS-B (MNLI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sequential</td>
<td>67.2 (1.1)</td>
<td>89.1 (0.1)</td>
<td>70.6 (1.0)</td>
<td>89.6 (0.1)</td>
</tr>
<tr>
<td>Joint</td>
<td>66.7 (1.5)</td>
<td>88.8 (0.2)</td>
<td>68.9 (1.4)</td>
<td>89.3 (0.2)</td>
</tr>
</tbody>
</table>

D Experimental Setup

In this section, we describe the setup for our experimental results. Note that all single experiments are conducted on a single NVIDIA GeForce RTX 2080Ti GPU.

D.1 Setup for Section 3 and Section 4

For teacher model, we fine-tune the uncased, 12-layer BERT$_{\text{BASE}}$ model with batch size 32, dropout 0.1, and peak learning rate $2 \times 10^{-5}$ for three epochs. For student model, we mainly use with 6-layer BERT model with initialize point as Truncated BERT (Sun et al., 2019) and BERT$_{\text{Small}}$ (Turc et al., 2019). For fine-tuning student model, under the supervision of a fine-tuned BERT$_{\text{BASE}}$, we firstly perform ILD for 20 epochs with batch size 32 and learning rate $5 \times 10^{-5}$ as follows Jiao et al. (2020). Then, we conduct prediction layer distillation (PLD) for 4 epochs with choosing batch size 16 and learning rate from $2 \times 10^{-5}$. Unlike the logit-based KD, we only use PLD term and do not use supervision from true labels. While we utilize GLUE (Wang et al., 2019) benchmark for exploratory experiments and set the maximum sequence length is set to 128 for all tasks.

D.2 Setup for Section 5

For achieve higher performance with our methods, we conduct hyper-parameter search as follows:

- Peak learning rate (ILD): $[2 \times 10^{-5}, 5 \times 10^{-5}]$
- Batch size (PLD): $[16, 32]$
- MixUp parameter ($\alpha$): $[0.5, 1.0, 2.0, 3.0]$

For other hyper-parameter settings are not in the list, we use same parameter values as described in
Table 6: The performance averaged over 4 runs on the GLUE development set of 6-layer student models, which were trained on GLUE training set under symmetric label noise (10% and 20%). We use officially released codes for the re-implementation of PKD (Sun et al., 2019), TinyBERT (Jiao et al., 2020), and BERT-EMD (Li et al., 2020). For label noise experiments, we do not consider STS-B for computing average values.

<table>
<thead>
<tr>
<th>Model</th>
<th>#Parms</th>
<th>FLOPs</th>
<th>Speedup</th>
<th>CoLA</th>
<th>MNLI</th>
<th>SST-2</th>
<th>QNLI</th>
<th>MRPC</th>
<th>QQP</th>
<th>RTE</th>
<th>STS-B</th>
<th>AVG</th>
</tr>
</thead>
<tbody>
<tr>
<td>BERT_BASE</td>
<td>110M</td>
<td>22.5B</td>
<td>1.0x</td>
<td>54.0</td>
<td>81.3</td>
<td>90.1</td>
<td>88.9</td>
<td>87.7</td>
<td>89.6</td>
<td>67.5</td>
<td>-</td>
<td>80.9</td>
</tr>
<tr>
<td>KD</td>
<td>67.5M</td>
<td>11.3B</td>
<td>2.0x</td>
<td>44.9</td>
<td>81.6</td>
<td>90.6</td>
<td>88.9</td>
<td>87.7</td>
<td>89.6</td>
<td>65.0</td>
<td>-</td>
<td>78.5</td>
</tr>
<tr>
<td>PKD</td>
<td>67.5M</td>
<td>11.3B</td>
<td>2.0x</td>
<td>45.2</td>
<td>81.2</td>
<td>90.5</td>
<td>89.0</td>
<td>89.1</td>
<td>89.4</td>
<td>65.4</td>
<td>-</td>
<td>78.5</td>
</tr>
<tr>
<td>TinyBERT</td>
<td>67.5M</td>
<td>11.3B</td>
<td>2.0x</td>
<td>35.4</td>
<td>81.9</td>
<td>90.1</td>
<td>88.3</td>
<td>88.3</td>
<td>89.6</td>
<td>59.9</td>
<td>-</td>
<td>76.2</td>
</tr>
<tr>
<td>BERT-EMD</td>
<td>67.5M</td>
<td>11.3B</td>
<td>2.0x</td>
<td>48.2</td>
<td>81.3</td>
<td>90.5</td>
<td>88.0</td>
<td>89.2</td>
<td>89.1</td>
<td>66.1</td>
<td>-</td>
<td>78.9</td>
</tr>
<tr>
<td>Ours</td>
<td>67.5M</td>
<td>11.3B</td>
<td>2.0x</td>
<td>50.1</td>
<td>81.3</td>
<td>90.7</td>
<td>89.2</td>
<td>89.2</td>
<td>89.4</td>
<td>65.4</td>
<td>-</td>
<td>79.6</td>
</tr>
</tbody>
</table>

Under the presence of uniform (symmetric) label noise (Jin et al., 2021; Liu et al., 2022) with 10% noise rate

<table>
<thead>
<tr>
<th>Model</th>
<th>#Parms</th>
<th>FLOPs</th>
<th>Speedup</th>
<th>CoLA</th>
<th>MNLI</th>
<th>SST-2</th>
<th>QNLI</th>
<th>MRPC</th>
<th>QQP</th>
<th>RTE</th>
<th>STS-B</th>
<th>AVG</th>
</tr>
</thead>
<tbody>
<tr>
<td>BERT_BASE</td>
<td>110M</td>
<td>22.5B</td>
<td>1.0x</td>
<td>50.8</td>
<td>82.4</td>
<td>90.0</td>
<td>88.6</td>
<td>87.7</td>
<td>87.9</td>
<td>63.2</td>
<td>-</td>
<td>78.7</td>
</tr>
<tr>
<td>KD</td>
<td>67.5M</td>
<td>11.3B</td>
<td>2.0x</td>
<td>42.7</td>
<td>81.8</td>
<td>90.1</td>
<td>88.4</td>
<td>87.6</td>
<td>88.1</td>
<td>64.6</td>
<td>-</td>
<td>77.6</td>
</tr>
<tr>
<td>PKD</td>
<td>67.5M</td>
<td>11.3B</td>
<td>2.0x</td>
<td>41.8</td>
<td>81.4</td>
<td>89.4</td>
<td>87.9</td>
<td>87.5</td>
<td>88.0</td>
<td>63.0</td>
<td>-</td>
<td>77.3</td>
</tr>
<tr>
<td>TinyBERT</td>
<td>67.5M</td>
<td>11.3B</td>
<td>2.0x</td>
<td>31.6</td>
<td>81.8</td>
<td>89.0</td>
<td>87.7</td>
<td>87.6</td>
<td>88.0</td>
<td>56.7</td>
<td>-</td>
<td>74.6</td>
</tr>
<tr>
<td>BERT-EMD</td>
<td>67.5M</td>
<td>11.3B</td>
<td>2.0x</td>
<td>40.7</td>
<td>81.0</td>
<td>89.7</td>
<td>87.6</td>
<td>88.0</td>
<td>87.9</td>
<td>64.6</td>
<td>-</td>
<td>77.1</td>
</tr>
<tr>
<td>Ours</td>
<td>67.5M</td>
<td>11.3B</td>
<td>2.0x</td>
<td>44.6</td>
<td>81.9</td>
<td>89.8</td>
<td>88.6</td>
<td>88.1</td>
<td>88.2</td>
<td>65.2</td>
<td>-</td>
<td>78.1</td>
</tr>
</tbody>
</table>

Under the presence of uniform (symmetric) label noise (Jin et al., 2021; Liu et al., 2022) with 20% noise rate

main text or Appendix D.1. We find that $2 \times 10^{-5}$ is the best peak learning rate of ILD for all tasks except for STS-B. For batch size of PLD stage, RTE, MNLI and QNLI shows higher performance with batch size of 32 and other tasks shows higher performance with batch size of 16. For $\alpha$, a hyperparameter for MixUp operation in CR-ILD, we choose the value of 1.0 by the result of our hyperparameter search. All hyperparameter search are conducted by using grid search with averaged three runs.

E  Further Experiments on BERT
E.1 Further Observation for Section 3.1

Loss Surface Analysis. To get further intuition about the performance degradation of distilling the knowledge of intermediate Transformer layers, we provide loss surface visualizations of the U-ILD and L-ILD settings. The parameters of the Truncated BERT, the Last model (student model trained with L-ILD), and the Uniform model (student model trained with U-ILD) are $\theta_0$, $\theta_1$, $\theta_2$, respectively. In the subspace spanned by $\delta = \theta_1 - \theta_0$ and $\gamma = \theta_2 - \theta_0$, we plot two-dimensional loss surfaces $f(\alpha, \beta) = L(\theta_0 + \alpha \delta_1 + \beta \delta_2)$ centered on the weights of Truncated BERT $\theta_0$. As shown in Figure 10, transferring knowledge of the intermediate Transformer layers leads the student model to sharp minima, which results in poorer generalization (Hochreiter and Schmidhuber, 1997; Keskar et al., 2016). Thus, the knowledge from the intermediate Transformer layer causes the student model to overfit the training dataset and reduce the generalization.

Linear Probing Analysis. Probing experiments can be used for evaluating the degradation of the generalizable representations of PLMs during fine-tuning. Similar to Aghajanyan et al. (2021b), we conduct the probing method by first freezing the representations from the model trained on one downstream task, and then fine-tuning linear classifiers on top of all Transformer layers to measure the generalization performance of the layers of the teacher and student models.
E.2 Experimental Results for Different Label Noise Ratio

We conduct additional experiments on the GLUE benchmark with different label noise ratios (10% and 20% of uniform label noise) as shown in Table 6. While BERT-EMD (Li et al., 2020) shows the second best performance in small noise ratio (10%) and achieve better performance than the original KD, the original KD and PKD (Sun et al., 2019) present the higher performance in severe noise rate (20% in Table 6 and 30% in Table 2) than BERT-EMD. Surprisingly, our CR-ILD (Ours) shows the best performance for all noise ratios consistently which verifies that our proposed method encourages the distilling of the knowledge effectively and prevents overfitting on the training datasets.

F Further Experiments on Encoder-Decoder Models

F.1 T5: Study on Encoder-Decoder Models

In this section, we apply our approaches to T5 to generalize our result from the encoder-based model to the encoder-decoder model. First, we explain our experimental setup in the experiments conducted on T5. Secondly, we examine (1) two findings (last Transformer layer, supplementary task) and (2) our proposed method, CR-ILD suggested with the experiments on BERT can boost the performance of T5 model as well as the encoder-based model.

F.2 Experimental setup

We experiment with our proposed training strategies on the encoder-decoder model. As a teacher model, we use T5\textsuperscript{BASE} fine-tuned to the target task with batch size 8, learning rate $1 \times 10^{-3}$ for ten epochs, which follows a training scheme for fine-tuning T5 on an individual GLUE task proposed in (Raffel et al., 2020). As a student model, we use the pre-trained T5\textsuperscript{Small}. During the distillation, we distill the knowledge from the teacher model to the student model consecutively, similar to the training scheme described in the experimental setup of BERT distillation. We first distill the knowledge using the given distillation objective (i.e., attention, intermediate states) depending on the task. Unlike the BERT experiments, we fine-tune the T5 model on the target task after the ILD since the performance decreases in a few tasks when we apply logit-based KD (Hinton et al., 2015). To distill the transformer layers and the intermediate states, we use methods proposed by (Wang et al., 2021) and (Jiao et al., 2020). Specifically, before distilling the attention scores, we applied relation heads proposed in (Wang et al., 2021) and calculated attention scores since the number of attention heads of the student and the teacher differs. After matching the number of relation heads, we distill attention scores of relation head and the hidden states, using the methods of (Jiao et al., 2020).

Regarding the supplementary tasks, we use the same hyperparameters as the 1LD experiments. In CR-ILD experiments, we set $w_{MHA}^{CR}$ as 0.2 and 0.3 for the MRPC and RTE task individually.

F.3 Experimental Results: Last Transformer Layer and Supplementary Task

In this section, we focus on whether two findings from the experiments on BERT show consistent results in the experiments on T5.

Last Transformer Layer. We evaluate the superiority of distilling the last Transformer layer knowledge in T5 models. Unlike BERT, T5 has an additional Transformer layer of the decoder network and cross-attention (CA). Therefore, we also conduct additional comparisons between the distillation on the decoder network and the distillation on both the encoder and decoder network, as well as the comparison between the last Transformer layer mapping and uniform layer mapping. Furthermore, we examine the effectiveness of the distillation on the cross-attention when we distill the knowledge in the decoder network.

In Figure 12a, 12b, and 12c, the blue boxes, and the orange boxes denote the distillation on the decoder network, the distillation on both the encoder and decoder network, respectively. In most cases, distilling only from the decoder network tends to show higher results than distilling from the encoder and decoder network. In addition, distilling the last Transformer layer shows better performance than the distilling Transformer layers uniformly. Lastly, compared to distilling the self-attention and the cross-attention of the last Transformer decoder layer (green bar in Figure 12), distilling only the self-attention of the last Transformer decoder layer (the first blue bar) shows better performance. In conclusion, We observe that distilling knowledge from only the last layer of the decoder network shows the highest performance across the target tasks. This result is consistent with the previous results of the experiments on BERT.
Figure 12: We compare the performance for different layer mapping functions and distillation objectives in (a)-(c). The distillations of the last layer, uniform layer mapping, self-attention, and IR are denoted by L, U, S, and R, respectively. The blue (Enc.) and orange (Dec.) bar denote the application of ILD to the decoder network only and to both encoder and decoder network, respectively. We also denote ILD with CA and CR as the green and brown bars in (a)-(c), respectively. (d)-(e) are results for using ST for TTs of MRPC and RTE. We only distill self-attention of the last layer of the decoder when using ILD with ST and CR.

**Supplementary Task** We further evaluate the effectiveness of the supplementary tasks on ILD for the encoder-decoder models. Figure 12d and 12e summarize the performance of RTE and MRPC tasks, depending on the supplementary task initialization. Blue, red and orange lines denote distilling self-attention of the last Transformer layer, logit-based distillation, and fine-tuning, respectively. Using the distillation on the self-attention of the last Transformer layer, initialization from the supplementary task training shows better performance than PLM initialization regardless of the supplementary task.

**F.4 Experimental Results: CR-ILD**

In this section, we examine whether our CR-ILD method could mitigate the over-fitting of the student model when the teacher and the student are T5 models. In Figure 12a, 12b, and 12c, the brown box denotes to distill the self attention of last Transformer decoder layer with the consistency regularization, CR-ILD. In order to see the difference according to the presence or absence of the consistency regularization, we compare the brown box and the first blue box, which denotes to distill the self attention of last Transformer decoder layer without CR-ILD. In the all tasks (MRPC, RTE, and SST-2), the consistency regularization boost the performance of the student model. That is, the effect of the consistency regularization is consistent with the result of the experiment on BERT.