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Abstract

Humor recognition has been studied with sev-
eral different methods in the past years. How-
ever, existing studies on humor recognition
do not understand the mechanisms that gener-
ate humor. In this paper, inspired by the in-
congruity theory, any joke can be divided in-
to two components (the setup and the punch-
line). Both components have multiple pos-
sible semantics, and there is an incongruous
relationship between them. We use density
matrices to represent the semantic uncertain-
ty of the setup and the punchline, respective-
ly, and design Quantum Entropy Uncertain-
ty (QE-Uncertainty) and Quantum Entropy In-
congruity (QE-Incongruity) with the help of
quantum entropy as features for humor recog-
nition. The experimental results on the Se-
mEval2021 Task 7 dataset show that the pro-
posed features are more effective than the
baselines for recognizing humorous and non-
humorous texts.

1 Introduction

Humor is one of the most distinctive features of
human behavior and a sign of mental maturity
(Pasquali, 1990). The study of humor has re-
ceived extensive attention in the fields of linguistics,
philosophy, psychology, and sociology (Mihalcea
et al., 2010). Computational humor is of particular
interest, with the potential to transform computers
into creative and motivational tools (Nijholt et al.,
2003).

This paper restricts research to humor recogni-
tion in computational humor, which aims to rec-
ognize whether a piece of text is humorous. As
shown in Figure 1, a joke usually includes two
components: the setup and the punchline. The
reader generates an expectation of the following
text (the punchline) based on the content of the
setup, and if the following text violates the reader’s
expectation, humor is generated, and vice versa.

Figure 1: A humor and non-humor example containing
the setup and the punchline.

In fact, the incongruity theory of humor can ex-
plain the above process of producing humor. The
incongruity theory states that humor is generated
because a thing (the setup) has multiple underlying
concepts, and there is an incongruity between the
concept involved in the situation and the real object
it represents (the punchline).

Features based on semantic similarity (Mihalcea
et al., 2010; Yang et al., 2015) and word associa-
tion (Liu et al., 2018; Cattle and Ma, 2018) have
achieved certain results, but they lack considera-
tion of humorous mechanisms. Xie et al. (2021)
calculated the uncertainty and the surprisal values
of the joke with the help of the GPT-2. But they
did not model the semantic incongruity between
the setup and the punchline. While the above ap-
proaches are somewhat effective, the incongruity
theory requires us to model semantic uncertain-
ty and the incongruity between the setup and the
punchline. We take inspiration from quantum theo-
ry and use density matrices to represent the uncer-
tainty of text semantics. Specifically, the setup and
the punchline are represented as density matrices,
respectively. Then, take the quantum entropy of
the setup as Quantum Entropy Uncertainty (QE-
Uncertainty) and the conditional quantum entropy
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between the setup and the punchline as Quantum
Entropy Incongruity (QE-Incongruity). Exper-
iments conducted on a manually-labeled dataset
demonstrate that these two features are better than
existing baselines in distinguishing between hu-
morous and non-humorous texts, confirming the
necessity of correlating semantic uncertainty with
quantum theory.

2 Background

2.1 The Incongruity Theory

The most widely accepted theory for explaining hu-
mor is the incongruity theory. The theory suggests
that laughter is caused by an incongruity between
the understanding of the text and its actual mean-
ing (Mulder and Nijholt, 2002). Immanuel Kant
describes humor as “the sudden transformation of
a strained expectation into nothing (Hickey-Moody
and Laurie, 2017).” Schopenhauer (1966) also be-
lieved that perceived incongruity exists between
a concept and the real object it represents. The
incongruity theory has also been developed in the
field of linguistics. The Semantic Script-based The-
ory of Humor (SSTH) proposed by Raskin (1979)
is a scripted expression of the incongruity theory.
SSTH is our bridge to mathematically model the
incongruity theory. SSTH requires humorous texts
to meet the following conditions: (1) The text is
compatible, fully or in part, with two different (se-
mantic) scripts. (2) The two scripts with which the
text is compatible are opposite.

2.2 Density Matrix

The mathematical form of quantum mechanics rep-
resents the probability space as a vector space (i.e.,
the Hilbert space Hn) (Von Neumann, 2018). Re-
searchers often use Dirac’s notation to represent
unit vectors in this space. For example, a unit vec-
tor ~u and its transpose ~uT are represented as |u〉
and 〈u|, respectively. The inner product of two unit
vectors |u〉 and |v〉 is written as 〈u|v〉. The projec-
tor onto the direction |u〉 is its own outer product
|u〉〈u|. The rank of each projector is one and each
projector represents a quantum fundamental event,
often called a dyad. The density matrix (Nielsen
and Chuang, 2010) is a generalization of the classi-
cal probability distribution. A density matrix ρ can
be defined as a mixture of dyads:

ρ =
n∑

i=1

pi|ψi〉〈ψi| (1)

where |ψi〉 represents a pure state with probability
pi. The density matrix ρ is symmetric, positive
semi-definite, and its trace is one.

2.3 Quantum Entropy

Quantum entropy is a generalization of the quan-
tum case of classical Shannon entropy (Shannon,
1948). If a quantum system is described by a den-
sity matrix ρ, its quantum entropy (Von Neumann,
2018) is defined as:

S(ρ) = −tr(ρ ln ρ) (2)

The conditional quantum entropy (Cerf and Ada-
mi, 1999) of the density matrix σ given the known
density matrix ρ is defined as:

S(σ|ρ) = S(σρ)− S(ρ)

= −tr(σρ ln(σρ)) + tr(ρ ln ρ)
(3)

unlike classical conditional entropy, conditional
quantum entropy can be negative.

3 Methodology

The incongruity theory holds that the prerequisite
for humor is that the text has multiple semantic
aspects. The reader does not understand one mean-
ing but expects one while the punchline provides
another, leading to incongruity. According to the
incongruity theory, we should design features to
represent the multiple semantic overlaps of the set-
up, as well as the incongruity of the semantics of
the setup and the punchline.

Normalize each word wi ∈ V as follows:

|wi〉 =
~wi

‖ ~wi‖
(4)

where ‖·‖ represents the L2-norm. The representa-
tion of each word can be viewed as a superposition
in Hilbert space.

A sentence of length l is represented by an n-by-
n density matrix ρ:

ρ =
1

|l|
l∑

i=1

|wi〉〈wi| (5)

where the diagonal values of ρ reflect the superpo-
sition semantics of sentences, and the non-diagonal
values encode the correlation between semantics in
a quantum way.
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3.1 QE-Uncertainty
We take evidence of humor recognition from the
setup, model the setup as a density matrix to repre-
sent its uncertainty semantics, and use the quantum
entropy of the density matrix to represent the value
of uncertainty. Formally, the QE-Uncertainty is
calculated as follows:

U(ρ) = −tr(ρ ln ρ) (6)

where ρ represents the density matrix of the setup.
The value of QE-Uncertainty reflects the amount
of information contained in the text and the uncer-
tainty of semantics. The larger the value, the more
information the text contains, and the more likely
the text is humorous.

3.2 QE-Incongruity
Another aspect of the incongruity theory is how
different the semantics of the punchline is from
expectations when the semantics of the setup are
known (i.e., how much information we don’t know
about the punchline). In other words, how much
information about the punchline is included in the
setup? Specifically, the QE-Incongruity is defined
as follows:

I(σ|ρ) = U(σρ)−U(ρ)

= −tr(σρ ln(σρ)) + tr(ρ ln ρ)
(7)

where ρ and σ represent the density matrices of the
setup and the punchline, respectively. The value of
QE-Incongruity describes how unknown the seman-
tics of the punchline is when the setup is known.
We argue that when the setup contains less seman-
tics in the punchline, there will be incongruity, and
there will be humor.

4 Related Work

The existing text humor recognition methods are
mainly divided into feature-based methods and
deep learning-based methods. Mihalcea and S-
trapparava (2005) use automatic classification tech-
niques to integrate humor-specific features (alliter-
ation, antonymy, slang) and content-based features
into a machine-learning framework for humor clas-
sification tasks. Mihalcea et al. (2010) divide the
humor text into two components: the setup and the
punchline. Humor recognition is performed by cal-
culating the semantic correlation between the setup
and the punchline based on the incongruity theory.
Morales and Zhai (2017) use a generative language

model combined with background text resources
to construct multiple features to identify whether
a comment is a humorous text. Liu et al. (2018)
combine discourse analysis and sentiment analy-
sis to extract sentiment-related features to address
humor recognition. Xie et al. (2021) developed
uncertainty and superisal with the help of the pre-
diction results of the pre-trained language model
GPT-2. In recent years, with the development of
deep learning, some deep learning-based methods
have been proposed. Chen and Lee (2017) use con-
volutional neural networks to identify humor in the
TED talks corpus. Chen and Soo (2018) used the
highway network architecture to implement deep
convolutional neural networks to predict humor on
datasets of different types and different languages.
Weller and Seppi (2019) used pre-trained BERT for
the humor classification task. Fan et al. (2020) com-
bine the Bi-GRU network with phonetic structure
and ambiguity for humor recognition.

5 Experiments

5.1 Settings
We build a Support Vector Machine (SVM) clas-
sifier for humor classification. Experiments are
performed on the SemEval 2021 Task 71 dataset
modified by Xie et al. (2021). The dataset consists
of a total of 3,052 labeled samples, half of which
are humor and the other half are non-humor. The
text of each sample in the dataset is split into t-
wo parts (the setup and the punchline). For each
sample in the dataset, the lengths of the setup and
the punchline are both below 20, and the percent-
age of alphabetical letters is greater than 75%, all
of which start with alphabetical letters. We use
Accuracy(Acc), Precision(P), Recall(R) and F1-
Score(F1) as the evaluation metrics. P, R and F1
are macro-averaged. The experiments adopt 10-
fold cross-validation, and the result is the average
value of repeated experiments.

5.2 Baselines
Semantic similarity and semantic distance are the
most commonly used text features, and we choose
three such features as our baselines:

• Path similarity (Rada et al., 1989) is a simi-
larity measure based on the shortest path, de-
fined as follows:

Simpath =
1

1 + D(c1, c2)
(8)

1https://semeval.github.io/SemEval2021/
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where D(c1, c2) represents the shortest path
in WordNet between concepts c1 and c2.

• Disconnection (Yang et al., 2015) is defined
as the maximum distance between word pairs
in the text.

• Repetition (Yang et al., 2015) is defined as
the minimum distance between word pairs in
the text.

In addition, we consider two GPT-2 based fea-
tures proposed by Xie et al. (2021) as baselines.
They feed the text into GPT-2 model to predict the
next token. While predicting the tokens of y, GPT-
2 produces a probability distribution vi over the
vocabulary.

• Uncertainty is obtained by calculating the
average entropy of the probability distribution
vi on the vocabulary, defined as:

U(x, y) = − 1

|y|
n∑

i=1

∑

w∈V
vwi log vwi (9)

where n represents the length of y and V is
the vocabulary.

• Surprisal describes the degree of surprise
when the language model generates the punch-
line, which is defined as follows:

S(x, y) = − 1

|y| log p(y|x)

= − 1

|y|
n∑

i=1

log vyii

(10)

5.3 Predict Using Individual Features
Table 1 shows the results of individual feature pre-
diction. Compared with the baselines, our pro-
posed features QE-Uncertainty and QE-Incongruity
achieve higher scores on all four metrics, with QE-
Incongruity achieving the best results. In particu-
lar, compared with Uncertainty based on classical
Shannon entropy, QE-Uncertainty under our quan-
tum framework is greatly improved. This shows the
necessity of quantum generalization for semantic
uncertainty problems.

5.4 Boost a Content-Based Classifier
To demonstrate the effectiveness of our proposed
features combined with content-based classifier-
s. We use the 50-dimensional GloVe (Pennington

Table 1: Experimental results of individual features.
The results for features with an asterisk are reported
by Xie et al. (2021).

Features P R F1 Acc

Random 0.5000 0.5000 0.5000 0.5000

Simpath 0.5123 0.5070 0.4555 0.5062
Disconnection 0.6475 0.5503 0.4610 0.5501
Repetition 0.5592 0.5577 0.5538 0.5567
Uncertainty* 0.5840 0.5738 0.5593 0.5741
Surprisal* 0.5617 0.5565 0.5455 0.5570

QE-Uncertainty 0.6589 0.6318 0.6146 0.6314
QE-Incongruity 0.6690 0.6450 0.6319 0.6451

et al., 2014) embedding as the baseline. We encode
the setup and the punchline as the average of their
respective word embeddings, resulting in two vec-
tors with dimensions 50. Concatenate these two
vectors with our features to form a vector with di-
mension 101. Finally, put it into an SVM classifier
for humor classification. The results are shown in
Table 2, our features achieve higher improvements
on content-based classifiers compared to baselines.

Table 2: Experimental results of concatenating a
content-based classifier. The results for features with
an asterisk are reported by Xie et al. (2021).

Features P R F1 Acc

GloVe 0.8233 0.8232 0.8229 0.8234

GloVe+Simpath 0.8246 0.8246 0.8233 0.8237
GloVe+Discon. 0.8262 0.8264 0.8258 0.8263
GloVe+Repeti. 0.8239 0.8241 0.8237 0.8240
GloVe+U* 0.8355 0.8359 0.8353 0.8359
GloVe+S* 0.8331 0.8326 0.8321 0.8326

GloVe+QE-U 0.8361 0.8363 0.8355 0.8359
GloVe+QE-I 0.8363 0.8365 0.8356 0.8360

5.5 Feature Visualization

Figure 2 shows the distribution histograms of the
values of QE-Uncertainty and QE-Incongruity for
the joke and non-joke samples. From the figure, it
can be found that jokes have higher QE-Uncertainty
and QE-Incongruity values than non-jokes, which
is consistent with what we stated in Section 3.

6 Conclusion

In this paper, we model semantic uncertainty with
a quantum framework. Inspired by the incongruity
theory, we design two features, QE-Uncertainty
and QE-Incongruity. We conduct experiments on
the humor dataset, and the experimental results
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Figure 2: Histograms of our proposed features. The
x-axis is the value of the feature, and the y-axis is the
proportion of the feature in the total number of samples.
M is the Median of the current feature.

demonstrate the effectiveness of our proposed fea-
tures. This suggests that the density matrix is an
excellent framework for describing uncertainty and
that the quantum entropy of the density matrix is a
better feature to distinguish jokes from non-jokes
than previously proposed features. We believe that
the quantum framework can also be used for se-
mantic uncertainty modeling for other tasks in the
future.

Limitations

In this paper, the density matrix representation of
text is constructed in an averagely weighted man-
ner, without considering the influence of weight-
s on words. In addition, the density matrix as a
text representation does not consider the position
information of words. Furthermore, quantum gen-
eralization on the problem of multimodal humor
recognition is also an interesting topic compared to
unimodal humor recognition.
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