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Abstract

With language models becoming increasingly ubiquitous, it has become essential to address their inequitable treatment of diverse demographic groups and factors. Most research on evaluating and mitigating fairness harms has been concentrated on English, while multilingual models and non-English languages have received comparatively little attention. In this paper, we survey different aspects of fairness in languages beyond English and multilingual contexts. This paper presents a survey of fairness in multilingual and non-English contexts, highlighting the shortcomings of current research and the difficulties faced by methods designed for English. We contend that the multitude of diverse cultures and languages across the world makes it infeasible to achieve comprehensive coverage in terms of constructing fairness datasets. Thus, the measurement and mitigation of biases must evolve beyond the current dataset-driven practices that are narrowly focused on specific dimensions and types of biases and, therefore, impossible to scale across languages and cultures.

1 Introduction

Language models are known to be susceptible to developing spurious correlations and encoding biases that have potentially harmful consequences in downstream tasks. Whilst prior work has documented these harms (Dev et al., 2021) (Bender et al., 2021) (Kumar et al.), there remains much to be studied and criticism for the existing research (or lack thereof) that remains to be addressed.

In the context of language models, fairness can manifest in two forms; representational and allocational harms. Representational harms generally refer to cases where demographic groups end up being misrepresented. This includes stereotypes and negative associations with these groups and even a lack of acknowledgment of certain groups that are underrepresented in the data. Allocational harms, on the other hand, refer to the inequitable distribution of resources and opportunities to groups with different demographic attributes associated with them. The nature of allocational harms can vary based on the sociocultural, economic, and legal settings where the system has been deployed. However, it can also take shape in terms of the model’s functionality across languages with fewer resources (Choudhury and Deshpande, 2021; Liu et al., 2021). While current literature adopts a Euro-American-centric view of fairness, work such as Sambasivan et al. (2021) pushes to recognize algorithmic fairness from a more inclusive lens.

Bias crops up in multiple steps of the pipeline (Hovy and Prabhumoye, 2021) (Sap et al., 2022), including the annotation process, the training data, the input representations, model architecture, and the structure of the research design. Thus, measures to mitigate bias in one of these components alone will likely not suffice as a corrective measure, necessitating human intervention at different stages of the pipeline.

Most work that addresses fairness in NLP addresses it from an Anglo-centric context, with comparatively significantly less work done in grammatically-gendered and low-resource languages. Their inability to capture social and cultural nuances and demographic variations is well-documented (Talat et al., 2022). Despite this, they are ubiquitous, with applications ranging diverse fields, from legal contexts to healthcare. That said, there is insufficient documentation of the harms that could stem from unfair models trained for downstream tasks involving natural language generation, despite Arnold et al. (2018); Bhat et al. (2021); Buschek et al. (2021) indicating the influence of these systems on users. Apart from this, these NLP systems also reinforce and reproduce the social and racial hierarchies observed in society and fail to recognize underrepresented communities that are already marginalized (Dev et al., 2021;
Lauscher et al., 2022b). The ramifications of neglecting these issues are diverse and far-reaching, from minor inconveniences for users in less harmful contexts to compromising their privacy as well as depriving them of opportunities and resources (Cirillo et al., 2020; Köchling and Wehner, 2020).

Finally, while the interplay and tradeoff between privacy, efficiency, and fairness in tabular data has received extensive examination (Hooker et al., 2020; Lyu et al., 2020) comparatively fewer studies have been conducted in NLP (Tal et al., 2022; Ahn et al., 2022; Hessenthaler et al., 2022).

The contributions of this work center around drawing attention to the current state of research on fairness in the context of linguistic and cultural issues in non-English languages and in the context of multilingual models. While thorough survey studies such as Sun et al. (2019); Stanczak and Augenstein (2021); Bhatt et al. (2022) yield valuable insights into some of these aspects, none address the current state of the work in multilingual fairness. Our paper provides insights into the following:

- This work surveys and presents challenges and unanswered questions with respect to fairness in both monolingual and multilingual NLP.
- We analyze bias from both a linguistic and cultural lens for non-English languages and present a comprehensive overview of the literature in bias pertaining to grammatically gendered languages and multilinguality.
- We bring to the forefront challenges in multilingual fairness and begin a dialogue for creating more equitable systems for multilingual NLP.

2 Bias in Monolingual Setups for English

2.1 Metrics for Measurement

Prior to delving into the complexities of fairness in multilingual systems, it is essential to first examine the prevalent biases and challenges in monolingual systems. By prefacing the discussion on bias in multilingual systems with an overview of the current state of fairness evaluation and identifying areas for improvement, we aim to shed light on the potential for similar issues to arise in multilingual systems, as many of the biases present in monolingual systems are likely to persist in multilingual contexts. Some of the initial work on analyzing biases in NLP models (Bolukbasi et al., 2016) propose quantitative measures of evaluating bias in word embeddings. Broadly speaking, bias measures are subcategorized into i) intrinsic and ii) extrinsic measures. Intrinsic metrics quantify bias in the model’s pre-trained representations, whereas extrinsic metrics deal with bias observed in the outputs of the downstream task the model is trained for.

Caliskan et al. (2017); May et al. (2019); Nadeem et al. (2021); Nangia et al. (2020) are commonly used in papers evaluating language models for fairness. Caliskan et al. (2017) proposes the Word Embedding Association Test (WEAT). A fundamental criticism of WEAT is that it can be exploited to overestimate the bias in a model (Ethayarajh et al., 2019). The Sentence Encoder Association Test (SEAT) metric (May et al., 2019) was proposed to address WEAT’s limitation of measuring bias only over static word embeddings. SEAT is an adaptation of WEAT that allows us to measure bias over contextualized embeddings.

StereoSet (Nadeem et al., 2021), and CrowS-Pair (Nangia et al., 2020) are crowdsourced datasets specifically geared toward measuring the model’s stereotypical proclivity over multiple dimensions, which are inclusive of gender, race, and religion, among others. Blodgett et al. (2021) points out the flaws in the data quality, such as invalid stereotype/anti-stereotype pairs, reliance on indirect group identifiers as a proxy for demographic identification, and logical incongruities in the sentence pairs.

Several other intrinsic measures and adaptations of the aforementioned ones have also been proposed (Kurita et al., 2019; Webster et al., 2020; Kaneko and Bollegala, 2021; Lauscher et al., 2021). Recent studies (Delobelle et al., 2022; Meade et al., 2022) that perform comparative evaluations across these measures provide valuable insights into how and where the metrics can be used, along with their potential drawbacks.

2.2 Intrinsic vs Extrinsic Evaluation

While intrinsic measures are valuable in that they indicate the existence of representational bias in systems, the current literature on fairness evaluation largely concentrates on intrinsic metrics alone. Considerably less work has been done on addressing bias in extrinsic evaluation, with several downstream tasks needing concrete metrics to evaluate bias in their outputs. This is a pressing issue due to the lack of correlation between intrinsic and extrin-
sic measures (Goldfarb-Tarrant et al., 2020; Cao et al., 2022; Delobelle et al., 2022). As emphasized in Orgad and Belinkov (2022), incorporating extrinsic evaluation measures is crucial for several reasons, including the greater relevance of these metrics to bias mitigation objectives. Aside from this, evaluating fairness on the downstream task’s outputs allows us to gauge more precisely how a particular demographic may be affected by the biases in the system.

Although work done in fairness evaluation in NLP primarily concentrates on monolingual studies, there remain several unanswered questions and inconclusive results. For instance, although May et al. (2019) claims to use semantically bleached templates, experiments in Delobelle et al. (2022) suggest that they retain some degree of semantic significance. While several bias evaluation methods use template-based data, recent findings (Alnegheimish et al., 2022) suggest that this approach may be unreliable and advocate the use of natural sentence prompts.

2.3 Fairness From the Lens of Multiple Social Dimensions

The focus of much of the existing body of literature is on gender bias, with little that covers other dimensions like race and religion. Evaluation metrics should be able to evaluate harms in language models over the intersectionality of multiple identities, akin to what would realistically be expected in real-world data. While previous research (Talat et al., 2022; Kirk et al., 2021) has emphasized the importance of fairness evaluation and mitigation over intersectional identities, there is relatively sparse work that attempts to address the same (Tan and Celis, 2019; Subramanian et al., 2021; Hassan et al., 2021; Lalor et al., 2022; Câmara et al., 2022). It is also crucial to gauge if reducing bias across one dimension could affect biases in the other dimensions. Most fairness measures do not account for the intersectionality of identities and standards of justice outside the predominantly Western sphere of distributive justice (Sambasivan et al., 2021; Lundgard, 2020).

Whilst there has been an increase in proposing novel methods to mitigate bias in language models, there needs to be more work in benchmarking these debiasing techniques to assess their relative effectiveness. Meade et al. (2022) represents a step forward in this direction. Despite criticism (Ethan Rajajh et al., 2019; Blodgett et al., 2021) of some evaluation metrics, they are still consistently used (and not always in conjunction with other metrics) in bias evaluation studies.

3 Linguistic Aspects

The linguistic variations between languages pose additional problems in the realm of multilingual NLP. Take, for example, the concept of gender, which has multiple definitions in linguistic terms (namely, grammatical, referential, lexical and bio-social gender) (Stanczak and Augenstein, 2021). Section 3.1 delves into how the grammatically gendered nature of languages can affect bias in multilingual and monolingual spaces alike. Referential gender, on the other hand, deals with terms that referentially address a person’s gender, such as pronouns. Terms that non-referentially describe gender fall under the umbrella of lexical gender, and the bio-social definition of gender involves a mixture of phenotypic traits, gender expression, and identity as well as societal and cultural aspects that influence them (Ackerman, 2019).

Although initial forays into this field investigate bias caused by grammatical gender, problems in these systems can also crop up due to the other definitions of gender. Referential gender terms are not always aligned when used in conjunction with lexically gendered terms, particularly with respect to pronoun-based anaphors for queer-identifying individuals. Several default assumptions regarding the individual’s gender identity are made as a consequence (Cao and Daumé III, 2021).

There are multiple varying forms of pronoun complexity (Lindström, 2008; Ballard, 1978). Apart from this, there are instances of substantial variations in their linguistic forms even among languages within a specific region, as highlighted in Nair (2013). Linguistics also involves the presence of constructs like deictic pronouns and honorific pronouns (Goddard, 2005), which in some cases can lead to the pronouns used to reference someone changing based on their social dynamic within the community (Lauscher et al., 2022c). These linguistic aspects represent another line of work that must be addressed for lower-resourced communities that communicate using languages that utilize these.

Lexical gender, while non-referential, finds its own challenges due to the variation of these terms across languages. For example, while certain relationships with individuals in a family may have an
exact mapping in other languages, more often than not (particularly with Southeast Asian languages), there is no precise mapping, and the system ends up making an approximation or ignoring the term altogether. Such issues may also be likely to perforate to other axes such as race, religion, caste, and so forth. In particular, considering that one method of training multilingual embeddings relies on alignment-based approaches, it is imperative that we keep in mind how these design choices could affect the representations of these terms.

Whilst utilizing linguistic features in methods to evaluate and mitigate gender bias is a relatively new field of study, previous work has demonstrated that additional linguistic context can result in performance gains (Volkova et al., 2013; Wallace et al., 2014), thus in alignment with the claim from Hovy and Yang (2021) that LMs must utilize social context to be able to reach human-level performance on tasks. Sun et al. (2021) utilizes linguistic features to capture cross-cultural similarities, and thus, to select languages that are optimal for cross-lingual transfer. However, it is essential to acknowledge that languages are susceptible to cultural and linguistic shifts that occur at both global and local levels over time, as noted in Hamilton et al. (2016). Pretrained models also have the capability to embed sociodemographic information, as evinced by Lauscher et al. (2022a).

It has also been noted that other linguistic forms of gender do not translate well to sociological gender (Cao and Daumé III, 2021). Furthermore, the scarcity of non-binary gender options in different languages can lead to the misgendering of non-binary individuals in these languages, as they may be constricted to fit into a binarized definition of sociological gender.

### 3.1 Grammatically Gendered Languages

Linguistics recognizes multiple forms of gender (Cao and Daumé III, 2020), as observed in grammatically gendered languages where most or all nouns, including those referring to inanimate objects, possess a syntactic concept of gender. These languages can have anywhere between 2 to 20 forms of grammatical gender divisions. There has been an almost exclusive focus on English for evaluating gender bias, even in the setting of monolingual models and systems. English, however, is not a grammatically-gendered language. This may limit the transferability of techniques used for bias evaluation and mitigation to other languages that are grammatically gendered.

Zhou et al. (2019) examines bias from the viewpoint of grammatically gendered languages by decomposing the gendered information of words in the embedding space into two components: i) semantic and ii) syntactic. For instance, the Spanish word for "man" (hombre) is both semantically and syntactically gendered. However, the Spanish word for "water" (agua) is not semantically gendered but is considered a feminine noun. The proximity of female occupation words to the feminine side and male occupation words to the masculine side of the semantic gender direction suggests the presence of bias in these Spanish embeddings. Zhou et al. (2019) also demonstrates via experiments on bilingual embeddings that, post-alignment, masculine-gendered words are closer to the English equivalent of the occupation words than feminine-gendered ones. The paper also proposes bias mitigation methods and demonstrates that the quality of the embeddings is preserved via word-translation experiments. Nevertheless, the validity of these mitigation measures would need to be verified by testing them on downstream tasks. Gonen et al. (2019) show that grammatical gender affects the word representations in Italian and German and that inanimate nouns end up being closer to words of the same gender. They propose to address this through the precise use of a language-specific morphological tool and a careful approach to removing all the gender signals from a given text.

The grammatical properties of a language might show some interesting properties to be taken into account when dealing with the fairness of large language models, particularly for gender bias. Studies directed toward them could yield insights into observable trends across language families, with Gonen et al. (2019) demonstrating how the alignment of languages in the embedding space is negatively affected by grammatical gender. They could also prove helpful when analyzing bias in multilingual models, where both grammatically gendered and non-gendered languages are aligned to the same embedding space. The research and datasets available for extrinsic evaluation over other languages remain an area with scope for improvement.

Apart from these grammatical properties that affect the results we observe, the translation of existing bias evaluation datasets into other languages to create parallel corpora does not suffice
when dealing with languages apart from English. This is partly because most languages are inherently rooted in cultural context. Any data curated for these languages must incorporate sociocultural and linguistic aspects unique to the language/region. Depriving NLP systems of cultural context could consequently lead to entire axes over which social biases are measured being ignored. The cultural significance of words and phrases in various languages can vary significantly, as demonstrated in Mohamed et al. (2022), as well as in characteristics such as metaphorical tendencies (Gutiérrez et al., 2016; Suszczyńska, 1999). Hovy and Yang (2021) includes an overview and critique of this in the current state of NLP literature, which they claim adopts an oversimplified view and focuses on the information content alone while ignoring the social context of this content. Milios and BehnamGhader (2022); España-Bonet and Barrón-Cedeño (2022) illustrate the inefficiency of direct translation methods, and España-Bonet and Barrón-Cedeño (2022) advocates for the creation of culturally-sensitive datasets for fairness assessment. However, Kaneko et al. (2022) proposes a way to generate parallel corpora for other languages that bears high correlation with human bias annotations.

4 Multilingual Models

Multilingual spaces allow the embeddings of multiple languages to be aligned so that the mappings of every word to its equivalent in other languages are close to each in these embedding spaces. There are numerous ways of training multilingual language models (Hedderich et al., 2021) using monolingual and unlabeled data. Multilingual language models can improve cross-lingual performance on low-resource languages leveraging the data available to higher-resourced languages up to a certain number of languages. Beyond a point, however, the performance across these languages on cross-lingual and monolingual tasks begins to dip as the number of languages increases (Conneau et al., 2020). However, few studies explore the impact of multilingual training on biases. Hovy and Yang (2021) illustrate how language and culture share a strong association, and Khanı et al. (2021); Sun et al. (2021) reveal that geographical and cultural proximity among languages could enhance the performance of models.

Languages provide much insight into a society’s cultural norms, ideologies, and belief systems (Hershcovich et al., 2022; Wilson et al., 2016). Often, the properties unique to a language are not clearly mapped to other languages or even other dialects within a language, with no direct translations available for several phrases and terminology. Whether or not language models can retain this cultural information and context while utilizing information from higher-resourced languages still requires investigation.

4.1 An Outline of Fairness Evaluation in the Context of Multilinguality

Several datasets have been put forward for the purpose of multilingual evaluation, and Table 1 describes these datasets along with details regarding their utility. These include the languages they cover, whether or not they evaluate bias over pretrained representations or a downstream task, and the downstream tasks and dimensions they cater toward.

Zhao et al. (2020) was among the first papers to quantify biases in multilingual spaces and does so using both extrinsic and intrinsic evaluation techniques. Their findings indicate that some factors that influence bias in multilingual embeddings include the language’s linguistic properties, the target language used for the alignment of the embeddings, and transfer learning on these embeddings induces bias. Additionally, there is the possibility that non-Germanic languages do not align well with Germanic ones, and further work would be required to derive conclusions as to how this affects fairness measurements.

Huang et al. (2020) released the first multilingual Twitter corpus for hate speech detection, annotated with the author’s demographic attributes (age, country, gender, race/ethnicity), which allows for fairness evaluation across hate speech classifiers. Through experiments, they prove that variations in language, which are highly correlated with demographic attributes (Preoțiu-Pietro and Ungar, 2018; Osiapem, 2007), can result in biased classifiers. However, there are some promising results from Liang et al. (2020), which proposes a novel debiasing method using Dutter and Schütze (2019). While the multilingual model is originally debiased over English, results show its effectiveness for zero-shot debiasing over Chinese.

Câmara et al. (2022) measures both unisectional and intersectional social biases over gender, race,
Table 1: Datasets for fairness evaluation beyond English. I = Intrinsic, E = Extrinsic

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Languages</th>
<th>Task</th>
<th>Metric</th>
<th>Dimensions</th>
</tr>
</thead>
<tbody>
<tr>
<td><a href="https://github.com/MSR-LIT/MultilingualBias">https://github.com/MSR-LIT/MultilingualBias</a></td>
<td>English, Spanish, German, French</td>
<td>Text Classification</td>
<td>I, E</td>
<td>Gender</td>
</tr>
<tr>
<td><a href="https://github.com/taeleleabng/multilingual">https://github.com/taeleleabng/multilingual</a></td>
<td>English, Italian, Portuguese, Spanish</td>
<td>Text Classification</td>
<td>I</td>
<td>Gender</td>
</tr>
<tr>
<td><a href="https://github.com/kantekomashiro/bias_eval_in_multiple_mobile">https://github.com/kantekomashiro/bias_eval_in_multiple_mobile</a></td>
<td>German, Japanese, Arabic, Spanish, Portuguese, Russian, Indonesian, Chinese</td>
<td>Masked Language Modelling</td>
<td>I</td>
<td>Gender</td>
</tr>
<tr>
<td><a href="https://github.com/aascamara/ml-intersectionality">https://github.com/aascamara/ml-intersectionality</a></td>
<td>English, Arabic, Spanish</td>
<td>Text Classification</td>
<td>E</td>
<td>Gender, Race/Ethnicity, Intersection</td>
</tr>
<tr>
<td><a href="https://github.com/liangsheng02/density-debiasing/">https://github.com/liangsheng02/density-debiasing/</a></td>
<td>English, Chinese</td>
<td>Masked Language Modelling</td>
<td>I</td>
<td>Gender</td>
</tr>
<tr>
<td><a href="https://github.com/taeleleabng/Multilingual_Fairness_1RE">https://github.com/taeleleabng/Multilingual_Fairness_1RE</a></td>
<td>English, Italian, Portuguese, Spanish, Polish</td>
<td>Text Classification</td>
<td>E</td>
<td>Age, Country, Gender, Race/Ethnicity</td>
</tr>
<tr>
<td><a href="https://github.com/coastalcph/fairlex">https://github.com/coastalcph/fairlex</a></td>
<td>English, German, French, Italian and Chinese</td>
<td>Text Classification</td>
<td>E</td>
<td>Gender, Age, Region, Language, Legal Area</td>
</tr>
</tbody>
</table>

and ethnicity in multilingual language models. This is particularly relevant, as in a practical setting, treating identities as composites of various demographic attributes is a necessity. Kaneko et al. (2022) measures gender bias in masked language models and proposes a method to use parallel corpora to evaluate bias in languages shown to have high correlations with human bias annotations. In cases where manually annotated data doesn’t exist, this could prove helpful.

Although there has been research on fairness in multimodal contexts (Wolfe and Caliskan, 2022; Wolfe et al., 2022), in a first-of-its-kind study, Wang et al. (2022) looks at fairness from a multilingual view in multimodal representations. Whilst they find that multimodal representations may be individually fair, i.e., similar text representations across languages translate to similar images, this concept of fairness does not extend across multiple groups.

Talat et al. (2022) expresses criticism over the primary data source for multilingual large language models being English, which they claim is reflective of cultural imperialism. They also advocate for these models to be used only for languages they have been trained for to retain the cultural context unique to a language. The multilingual datasets commonly used tend to be parallel corpora derived directly from English translations, neglecting the socio-cultural nuances specific to a given language, as evidenced by the CommonCrawl corpora (Dodge et al., 2021).

Moreover, recent literature (Al Kuwatly et al., 2020; Parmar et al., 2022; Sap et al., 2022) presents us with yet another potential issue; lack of demographic variation in the annotation of these dataset results could contribute to bias in the pipeline. As of yet, several languages (Aji et al., 2022; Joshi et al., 2020) (such as Hindi, Arabic, and Indonesian, which have tens to hundreds of million of native speakers) have had little to no fairness benchmarking datasets developed for them, an indicator that much remains to be done to develop more equitable language models.

4.2 An Outline of Fairness Mitigation in the Context of Multilinguality

Due to multilingual spaces being a composite of the embeddings of various languages with different linguistic and semantic properties, it would serve mitigation techniques well to consider these differences. Other methods could use these distinctions to reduce bias in downstream tasks. Zhao et al. (2020), for one, show that balancing the corpus and transferring it to a grammatically gendered language’s embedding space could reduce bias, and that using debiased embeddings could also aid with bias mitigation.

Huang (2022) takes inspiration from the FEDA domain adaptation technique (Daumé III, 2007) to use it to mitigate bias in multilingual text classification and compares this with other mitigation methods. These debiasing baselines involve adversarial training, masking out tokens associated with demographic groups, and instance weighting to reduce the impact of data instances that could lead to more biased classifiers. While Liang et al. (2020) show that zero-shot debiasing can be beneficial for this purpose, further study would be required to ascertain if this is a feasible possibility.

4.3 Problems in Multilingual Evaluation and Mitigation

A major challenge in multilingual fairness is the lack of datasets (including parallel corpora) and literature for evaluation across tasks. Much of the research conducted in monolingual contexts has yet to be replicated in a multilingual setting, which would enable us to determine whether or not bias trends in monolingual spaces are directly transferable to multilingual contexts. Research and data resources also tend to neglect less-represented
demographics, notably those local to a particular region. Further, datasets require thorough documentation, as variations in annotator information can result in different types of biases infiltrating the pipeline (Mohamed et al., 2022; Joshi et al., 2016; Bracewell and Tomlinson, 2012). These could include attitudes towards other cultures and languages, which must be assessed and reported during data collection. Multilingual users speak multiple languages, and there is no work on evaluating bias in language contact settings such as code-switching. Certain axes along which systems may discriminate may be contained to a given region. Due to the underrepresented nature of marginalized identities (such as immigrant communities), models will likely not learn useful representations of these identities.

5 Culture

Language and culture are intrinsically linked with each other. However, NLP research has historically placed a considerable emphasis on the information content of the data, as opposed to the contextual information surrounding the same data. Hovy and Yang (2021) propose a broad taxonomy of 7 social factors that encompasses various aspects of this contextual information. This could be incorporated into models to improve performance and make them aware from a socio-cultural perspective.

The differences between a pair of languages or even a pair of dialects could reflect across multiple attributes; this could lead to variations in language’s phonology, tone, text, and lexical forms. Some of these attributes are controlled by the speaker and receiver involved. Despite evidence of gains in performance by leveraging these features, systems still retain the potential to discriminate against marginalized communities, as evinced in Sap et al. (2019). This necessitates the proposal of evaluation methods to analyze the potential harms that people from different cultural backgrounds might expose themselves to via the use of such systems.

Multilingualism also entails the need to navigate the nuances of language, including the potential for stereotypes and discriminatory language, which may not have precise equivalents in other languages. Cultural taboos and stereotypes can be highly localized. As an example, pregnant or lactating women are discouraged from consuming nutritious food in certain cultures (Meyer-Rochow, 2009). Such contextual information might be underrepresented or nonexistent in the data that the model is exposed to. While some culture-specific behaviors may be prohibited or frowned upon in some parts of the world, there are yet other places that may encourage or remain indifferent to these very same behaviors.

Additionally, the axes we consider require to be treated differently in different cultural and linguistic settings. Take, for instance, gender. While gender has, for the most part, been treated as a binary variable in these studies, this does not echo what is observed in real-world settings, where several individuals have non-binary gender identities (Deviney et al., 2022). Non-binary gender identities encompass a broad spectrum of gender identities, and the term is generally considered an umbrella term for any identity outside the binary. The inability of models to incorporate this additional information on gender has subsequently led to them developing meaningless representations of non-binary genders in text (Dev et al., 2021). This translates to the systematic erasure of their identities. Baumler and Rudinger (2022) show that much remains to be done concerning addressing non-binary identities outside the Western context. For instance, several non-binary identities, such as the Aravanis and the Māhūs (local to India and Hawaii, respectively) are likely to have little to no meaningful coverage in the training data of the models. These identities can also have unanswered nuances in literature; for example, the Acaults of Myanmar do not consider transsexualism, transvestism, and homosexuality to be distinct categories. This is also applicable to languages such as Arabana-Wangkangurru, which make use of deictic pronouns (previously discussed in Section 3) (Lauscher et al., 2022c; Hercus, 1994).

Further, given that models are highly susceptible to the kind of data they are trained on, it is unlikely that our models can recognize that certain forms of prejudice are more frequent in specific socio-cultural environments than others. The targets of this discrimination are also likely to vary from region to region, another nuance that models find difficult to account for. India and Nepal, for instance, are two countries that still suffer from the effects of the hierarchy of a historically caste-based society that (despite sharing similar roots) bear differences in terms of representation of the various castes and how they are referred to (Jodhka et al., 2010; Rao,
It is important to note that the ability of a system to incorporate information from these social factors to mitigate biases is task-dependent. Downstream tasks like machine translation and dialogue/response generation may depend more on cues related to speaker and receiver characteristics from the taxonomy proposed in Hovy and Yang (2021) than other tasks. Extrinsic metrics for machine translation focus primarily on the gender bias of the mappings of nouns and pronouns from one language to another (Cho et al., 2019). On the other hand, more open-ended, subjective tasks like NLG are prone to encoding underlying biases and stereotypes across multiple axes and reproducing these in their outputs (Henderson et al., 2018).

It is critical to consider intersectionality in these studies, as every individual is a composite of multiple identities across multiple axes. When conducting inquiries into the biased nature of these systems, we encourage researchers to use metrics that treat fairness as an intersectional concept and keep in line with the recommendations as suggested in Talat et al. (2022); Blodgett et al. (2020) to document the affected demographics. Testing the validity and reliability of bias measurement and debiasing metrics is essential to ensuring the effectiveness of proposed methods (Blodgett et al., 2020), and it is crucial to report any limitations of the same.

6 Moving Towards Inclusive Systems in All Languages

The issue of fairness in multilingualism presents a number of challenges. Although current practitioners encourage making systems multicultural and developing systems to be used only for specific cultural contexts (Talat et al., 2022), we posit that this may not be a viable solution due to various practical considerations. The vast diversity of cultures and ethnicities across the world presents significant difficulties in terms of creating equitable multilingual systems. Even within languages such as English, several dialectal variants, both of the regional and social kind (Nguyen et al., 2016), still need to be accounted for. Blodgett and O’Connor (2017) is an example of how this could further stigmatize oppressed communities. Language and various social aspects related to language are ever-evolving. Modeling aspects such as lexical variants and the syntactical difference between languages, elements like phonology, and speech inflections in spoken language could contribute to the complexity of these systems.

Several countries have diverse concentrations of people from all regions of the world with unique backgrounds. The intricacies of the social interactions resulting from the population’s diverse linguistic backgrounds and issues arising from language contact make the study of the fairness of multilingual systems that would be deployed to cater to these populations essential. It is not possible to make models agnostic to demographic attributes. Even with the omission of certain attributes, models can still exhibit bias based on factors such as linguistic variations in dialect, or the linguistic features employed, as demonstrated by Hovy and Søgaard (2015) who highlight the improved performance of NLP systems on texts written by older individuals. The data that large language models (LLMs) are trained on tends to be biased towards certain demographic strata (Olteanu et al., 2019). Although curating more diverse datasets and following recommendations to mitigate bias in the data pipeline would be a step forward to mitigating this problem (B et al., 2021), various resource constraints could hinder this or make it impractical.

Due to all these challenges and the ubiquity of language technologies that are used by large populations of non-English speaking users, addressing fairness and bias, taking into account diverse linguistic, socio-linguistic, and cultural factors, is of utmost importance. Interdisciplinary and multicultural teams are crucial to identifying, measuring, and mitigating harms caused by bias in multilingual models. Better evaluation benchmarks covering diverse linguistic phenomena and cultures will lead to better fairness evaluation.

Regarding data collection, as discussed in Section 3.1, it would be prudent to avoid directly translating datasets for training or evaluation in applications where fairness is critical. As we have shown in this survey, it is not enough to collect datasets in multiple languages for measuring and mitigating bias, although even these are lacking for most languages worldwide. Zero-shot techniques that ignore the cultural nuances of a language should be used with care in fairness-critical applications, as linguistically similar languages may have different cultural values and vice versa. Finally, multilingual models and systems need to incorporate shared value systems that take into account diverse cultures, although some cultural differences may still go unacknowledged.
Limitations

Our work surveys fairness literature in languages other than English, including bias measurement and mitigation strategies. Although we call out the fact that bias in literature is studied from an Anglo-centric point of view, it is conceivable that we miss many diverse perspectives on linguistic and cultural aspects of bias in different languages and cultures of the world due to the relatively heterogeneous background (in terms of nationality, ethnicity and field of study) of the authors. There may also be other relevant work in the social science literature that we may have missed including in this survey.
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