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Abstract

This study presents an analytical evaluation of
neural text simplification (TS) systems. Be-
cause recent TS models are trained in an end-to-
end fashion, it is difficult to grasp their abilities
to perform particular simplification operations.
For the advancement of TS research and devel-
opment, we should understand in detail what
current TS systems can and cannot perform
in comparison with human performance. To
that end, we first developed an analytical eval-
uation framework consisting of fine-grained
taxonomies of simplification strategies (at both
the surface and content levels) and errors. Us-
ing this framework, we annotated TS instances
produced by professional human editors and
multiple neural TS systems and compared the
results. Our analyses concretely and quantita-
tively revealed a wide gap between humans and
systems, specifically indicating that systems
tend to perform deletions and local substitu-
tions while excessively omitting important in-
formation, and that the systems can hardly per-
form information addition operations. Based
on our analyses, we also provide detailed direc-
tions to address these limitations.

1 Introduction

Text simplification (TS) is the task of reducing the
content and structural complexity of text while re-
taining the core part of the original meaning (Alva-
Manchego et al., 2020). TS can not only facilitate
the text reading by children or language learners,
but also improve the performance of downstream
NLP applications, including machine translation
and summarization (Siddharthan et al., 2004; Šta-
jner and Popovic, 2016).

Early studies on TS have separately dealt with
lexical simplification (Glavaš and Štajner, 2015)
and syntactic simplification (Scarton et al., 2017),
and developed simplification techniques special-
ized for particular linguistic phenomena. In con-
trast, recent studies have tackled TS as a task of

Aarti has a growth mindset.

Simplified 
by system

Aarti has a growth mindset, the belief that your intelligence 
can grow.

Aarti has a growth mindset, which means he believes that your 
intelligence can grow.

Surface Strategy:
Content Strategy:

Error:

Complex

Simplified
by human

Grammaticality: 5,  Meaning preservation: 4,  Simplicity: 5

Delete at phrase level
Delete detail / extra information 
No error

Grammaticality: 5,  Meaning preservation: 5,  Simplicity: 4

Surface Strategy:
Content Strategy:

Error:

Replace at clause level
Paraphrase into an explanatory expression 
No error

Figure 1: Example of an analytical evaluation in terms
of editing strategies and errors.

monolingual translation from a complex to a sim-
plified language using deep neural networks. While
neural TS has demonstrated steady improvement,
few studies have attempted to assess what kind of
editing operations are performed by the systems in
concrete terms. To further advance TS research and
development, we should understand the potential
and limitations of current TS technologies and pre-
cisely grasp the gap between human and machine
TS. To do so, we need analytical frameworks that
can be applied to both human and machine TS. In
contrast to (machine) translation research and prac-
tice, where several frameworks have been devel-
oped for analyzing translation strategies (Chester-
man, 2016) and errors (Lommel et al., 2014), no
well-established framework tailored for TS tasks is
available.

Therefore, in this study, we first propose an an-
alytical evaluation framework consisting of tax-
onomies of editing strategies (both at the surface
and content levels) and errors. We then report an
experiment in which we apply our framework to
instances of human and machine TS in various
settings, and concretely describe the gap between
them. Figure 1 shows an example of the evaluation
using our framework, illustrating the detailed dif-
ferences in editing operations between humans and

359



TS systems. Our results revealed that current neu-
ral TS systems can frequently replace local spans,
while excessively deleting important parts. More-
over, TS systems cannot perform operations related
to content addition, such as the addition of detail in-
formation. These findings enable us to understand
the fundamental challenges of current technologies
and pursue a promising avenue to fill the gap be-
tween humans and machines.

2 Related Work

To evaluate TS systems, automatic evaluation met-
rics such as SARI (Xu et al., 2016), BLEU (Pa-
pineni et al., 2002), and Flesch–Kincaid Grade
Level (FKGL) (Kincaid et al., 1975) are widely
used. SARI and BLEU use n-gram overlap be-
tween target sentences and human-created refer-
ences, whereas FKGL uses the number of syllables
and words in the output sentences. These metrics
can be easily calculated if references are available
and are indispensable for the rapid cycle of system
development and evaluation. However, their limita-
tions and pitfalls have been acknowledged. Sulem
et al. (2018a), for example, reported that BLEU is
negatively correlated with human evaluation scores,
such as simplicity and grammaticality. Tanprasert
and Kauchak (2021) also showed that the FKGL
score can easily be manipulated by minor modifi-
cations, such as adding periods randomly.

Subjective human evaluation has also been im-
plemented (Štajner and Nisioi, 2018; Sulem et al.,
2018b; Al-Thanyyan and Azmi, 2021). In many
cases, certain aspects of TS quality, namely gram-
maticality/fluency, meaning preservation/adequacy,
and simplicity, are rated on a three- to five-point
Likert scale based on the evaluation criteria.

Importantly, all the abovementioned evaluation
methods only provide summative numerical scores.
These scores are useful for comparing the general
performances of different systems, but do not nec-
essarily provide a guidepost for achieving higher
system performance. To gain a detailed understand-
ing of what TS systems can/cannot do vis-à-vis
editing operations by humans, analytical evalua-
tion methods are required.

The analytical evaluation of TS can be broadly
divided into strategy and error analyses. The for-
mer concerns the type of editing operation (strat-
egy) performed to produce the simplified text. Pre-
vious studies have acknowledged general strategies,
such as paraphrasing, deletion, and splitting (Shard-

low, 2014), and document-level strategies, such as
sentence reordering and sentence-joining opera-
tions (Alva-Manchego et al., 2019b). However,
these roughly typify superficial textual changes
rather than detailed content-level changes that cap-
ture editing operations peculiar to TS. The latter
concerns the type of error in the resulting simplified
text. In contrast to automatic and human evalua-
tions, fewer attempts have been made to conduct
an error analysis (Maddela et al., 2021).1

Proper implementation of analytical evaluation
requires well-formulated frameworks to classify
textual phenomena observed in the outputs. The
general editing strategies mentioned above and
some guidelines for human writers (Mitkov and
Štajner, 2014) are not sufficiently concrete for fine-
grained analysis. Although several typologies of
simplification operations (e.g., Amancio and Spe-
cia, 2014; Brunato et al., 2014; Koptient et al.,
2019) and editing guidelines for human writers
(Mitkov and Štajner, 2014) have been proposed,
the following limitations can be generally acknowl-
edged: (1) content-level operations are not fully
covered; (2) their applicability to outputs of au-
tomatic TS systems has not been verified. In the
field of translation studies, a wide variety of trans-
lation strategies have been proposed to describe the
differences between source and target texts (e.g.,
Vinay and Darbelnet, 1958; Molina and Hurtado
Albir, 2002). Chesterman (2016), for example, de-
veloped a comprehensive taxonomy of translation
strategies that consists of syntactic, semantic, and
pragmatic categories, and each includes ten strate-
gies. Taxonomies of translation errors have also
been developed and are widely used in practice,
such as Multidimensional Quality Metrics (MQM)
(Lommel et al., 2014). Although these existing
frameworks may be useful as points of departure,
detailed ones dedicated to TS tasks are still lacking.

3 Framework of Analytical Evaluation

We developed taxonomies of simplification strate-
gies and errors as the analytical evaluation frame-
work for TS. Simplification strategies consist of
two independent components: surface strategies,
which capture superficial operations for grammat-
ical or textual elements, and content strategies,
which capture semantic or content changes from
the viewpoint of simplification. In this framework,

1The under-reporting of error analysis is a general problem
in NLG literature (van Miltenburg et al., 2021).
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each TS instance (i.e., a minimally decomposed
editing operation) is first judged as an error cate-
gory listed in the error taxonomy. If it is not, the
instance is then independently labeled a surface
and content strategy (see also Figure 1). Our frame-
work includes guidelines for annotating surface and
content strategies in the form of a decision tree.2

3.1 Taxonomy Construction

Specifically referring to Alva-Manchego et al.
(2019b), Chesterman (2016), and Shardlow (2014),
we created taxonomies of the simplification strate-
gies and errors through an analysis of human and
machine TS instances. As manual simplification
data, we used original and simplified news articles
from Newsela,3 which were produced by profes-
sional editors and are expected to include various
types of editing operations, including creative ones.
We selected four articles from Newsela’s Popular
category. Each article has four simplified versions
with different degrees of simplicity, from Lv0 (the
original document) to Lv4 (the simplest document).
We manually aligned sentences from all adjacent-
level documents (e.g., Lv0–Lv1, Lv1–Lv2) and
acquired 551 complex–simplified pairs that exhib-
ited any sort of rewriting.4 Next, we decomposed
the rewriting from complex to simplified sentences
into minimum edits (see Figure 2).5 Consequently,
we acquired 1,133 minimum editing instances of
human simplification.

First, using these instances, we created prototype
taxonomies of the simplification strategies in the
bottom-up procedures: (i) for each instance, we
devised labels for describing surface and content
strategies; and (ii) we aggregated and revised the
labels to form systematic taxonomies. Edit (3) in
Figure 2 is an example of a minimum edit instance:
“hard work will help you reach your goals” → “hard
work is important”. The same editing operation
is annotated differently with the surface strategy
(“Replace at sentence level”) and content strategy
(“Paraphrase into a direct expression”).

Second, using simplified instances generated by
TS systems, we expanded and modified the proto-

2The decision trees are shown in Appendix A.2.
3https://newsela.com/data
4These pairs included the sentences that were not aligned

because we considered such sentences as instances of addition
or deletion of a sentence.

5Following Miyata and Fujita (2021), we defined a mini-
mum edit as “a small edit that is difficult to be further decom-
posed into more than one independent edit” and that does not
induce “ungrammaticality in the edited sentence” (p. 1541).

2

It shows you that hard work will help you reach your goals.

They show you that hard work will help you reach your goals.

They show that hard work will help you reach your goals.

They show that hard work is important.

Surface Strategy: Replace at word level
Content Strategy: Paraphrase for adjustment

Surface Strategy: Delete at word level
Content Strategy: Delete detail / extra information

Surface Strategy: Replace at sentence level
Content Strategy: Paraphrase into a direct expression

Complex

Simplified

Edit (1)

Edit (2)

Edit (3)

Figure 2: Example of the decomposition of rewriting
instances and labeling of strategies.

type taxonomies to improve their applicability. At
this stage, we created an error taxonomy by ana-
lyzing the system errors.6 We used three neural TS
models, Transformer (Jiang et al., 2020), DRESS
(Zhang and Lapata, 2017), and SUC (Sun et al.,
2020) that were trained on Newsela data.7 From
the same Newsela’s articles, we selected 166, 38,
and 38 sentences for Transformer, DRESS, and
SUC, respectively, to generate their simplified ver-
sions.8 We decomposed 125 outputs that exhibited
any sort of rewriting to acquire 217 minimum edits.
We then separated the non-error and error instances.
Using the prototype taxonomies of the surface and
content strategies, we classified non-error instances
and, if necessary, modified the taxonomies to prop-
erly cover all instances. We also created an error
taxonomy by analyzing the error instances.

3.2 Taxonomy of Surface Strategies

We defined 22 surface strategies, S1–S22, under the
seven general categories: Replacement, Deletion,
Addition, Integration, Splitting, Move, and No
change.9 Replacement, Deletion, and Addition
have the same set of linguistic focuses, i.e., punctu-
ations, words, phrases, clauses, and sentences.

Note that, if the head of a phrase changes (e.g.,
“playing the video games” → “the video games), it
is classified into the Replacement category. If the
head of a phrase is retained (e.g., “the video games”
→ “the games”), it is classified into the Deletion
rather than Replacement category.

6In principle, simplification instances by professional hu-
man editors seldom include errors.

7We explain the detailed implementation in §4.1.
8We first used the same set of 38 sentences, but we found

out that the outputs of DRESS and SUC consisted of many
error instances. To collect a wide range of non-error instances,
we added another 128 sentences only for Transformer.

9See Table 2 for the detailed surface strategies and Ap-
pendix B for the example sentences.
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3.3 Taxonomy of Content Strategies

We defined 30 content strategies, C1–C30, under
five general categories: No content change, Con-
tent deletion, Content addition, Content change,
and Document-level adjustment.10

Note that while the content strategies in No con-
tent change, except for (C5) Remain unchanged,
change the surface structure or textual element,
they do not change the propositional meaning of the
sentence. Document-level adjustment includes
the change of the sentence order in a document and
the secondary edits that need to be performed due
to changes made to a different sentence; for exam-
ple, some lexical changes might entail changing
the pronouns in the later sentences.

3.4 Error Taxonomy

We defined four error categories: Inappropriate
deletion, Inappropriate addition, Inappropriate
paraphrase, and Non-sentence.11 The first three
categories roughly correspond to Deletion, Addi-
tion, and Replacement in the surface strategies.
Non-sentence covers other error types that make
the sentence ungrammatical or unintelligible.

4 Experimental Setup

To clarify the potential and limitations of current
TS systems in comparison with human perfor-
mance, we designed an experiment to annotate TS
instances produced by human editors and recent
neural TS systems using our taxonomies of simpli-
fication strategies and errors described in §3. We
also conducted a human evaluation to better under-
stand the general tendencies of how strategies and
errors affect the TS quality.

4.1 Neural Text Simplification Systems

We implemented six systems, that is, three neu-
ral models below trained separately with Newsela
(in-domain setting) or Wikipedia (out-of-domain
setting).12 It should be noted that the training data
size and pre-processing methods differed depend-
ing on the models, as we aimed to replicate the
models described in the original papers as much as
possible.

10See Table 4 for the detailed content strategies and Ap-
pendix B for the example sentences.

11See Appendix B for the example sentences.
12We calculated scores of automatic evaluation metrics and

verified that we had appropriately reproduced the implemen-
tations reported in the original papers. See Appendix C.1 for
details on the automatic evaluation.

Transformer (Jiang et al., 2020)13 This BERT-
initialized Transformer model is a state-of-the-art
model. We used the Newsela and Wikipedia mod-
els distributed by the authors.

DRESS (Zhang and Lapata, 2017)14 This
model exploits reinforcement learning, which re-
wards rewriting. Many studies have used this as a
baseline (e.g., Vu et al., 2018; Nassar et al., 2019;
Omelianchuk et al., 2021). To train the Newsela
model, we used newsela_data_share-20150302
from the Newsela corpus, excluding Lv0–Lv1, Lv1–
Lv2, and Lv2–Lv3 pairs, following the original pa-
per. We also excluded sentences that were more
than 85 words per sentence or included “/” because
the original code could not process them. The re-
maining 94,635 sentences15 were used for training
after the named entities were tagged with Stanford
CoreNLP (Manning et al., 2014).16 We used pro-
cessed Wikilarge to train the Wikipedia model.

SUC (Sun et al., 2020)17 This model uses one
target sentence and two preceding and following
sentences as input. Only this model exploits the
context among these three models. Because Sun
et al. (2020) did not provide a Newsela model, we
trained it using Newsela-Auto, the same dataset
used in the Transformer model above. Excluding
Lv0–Lv1, Lv1–Lv2, and Lv2–Lv3 pairs following
Zhang and Lapata (2017), we used the 640,867 sen-
tences with context and 173,105 sentences without
context. To train the Wikipedia model, we used
the first 116,020 sentences with context and all
of the 40,893 sentences without context from the
distributed dataset. We created the vocabularies
for Newsela and Wikipedia models, respectively,
from the training data using spaCy (Honnibal and
Montani, 2017).18

4.2 Annotation of Strategies and Errors

As evaluation data, from three original Newsela
articles (Lv0) in the Popular category, we respec-
tively extracted 13, 11, and 22 sequential sentences
while retaining the textual cohesion. For these 46

13https://github.com/chaojiang06/wiki-auto
14https://github.com/XingxingZhang/dress
15Zhang and Lapata (2017) reported using 94,208 sentences.

Although we processed the corpus in the same manner, we
could not obtain the same number of sentences.

16https://github.com/stanfordnlp/CoreNLP
17https://github.com/RLSNLP/

Document-Context-to-Sentence-Simplification
18https://github.com/explosion/spaCy
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Score Grammaticality (G) Meaning preservation (M) Simplicity (S)

5 Native speaker level fluent Adequately preserved Much simpler
4 Non-native speaker level fluent Mostly preseved Simpler
3 Understandable Partially preserved The same simplicity
2 Partially understandable Completely different More difficult
1 Completely unintelligible Unintelligible Unintelligible

Table 1: Abridged guidelines for human evaluations. The full version is shown in Appendix A.1.

complex sentences, we extracted 54 correspond-
ing simplified sentences from Newsela’s articles
(Lv1) as human references19 and generated 276
simplified sentences (46 sentences × 6 systems)
as system outputs. We decomposed 39 and 191
sentences that exhibited any sort of rewriting to
acquire 105 and 389 minimum edits, respectively,
for human references and system outputs.20

Each editing instance was annotated with strate-
gies and error categories based on the classification
procedures explained in §3. We counted the sen-
tences that were not rewritten as instances of strat-
egy. The annotation was carried out independently
by the first and third authors, who can adequately
understand the English text and have a good com-
mand of the analytical evaluation framework, i.e.,
the taxonomies and guidelines. The inter-annotator
agreement scores (Cohen’s unweighted kappa) for
the surface strategies, content strategies, and er-
rors were 0.806, 0.745, and 0.851, respectively,
indicating substantial agreement (Landis and Koch,
1977).21 After the independent annotation, the an-
notators resolved any disagreement in judgments
through discussions to obtain the final labels.

4.3 Human Evaluation

Using the sentence data used in §4.2, we also con-
ducted a subjective human evaluation to assess the
grammaticality (G), meaning preservation (M), and
simplicity (S) of the simplified sentences generated
by the six systems.

The annotators were two professional translators
who were familiar with Japanese–English transla-
tion, English proofreading, and native language
checking. They assigned a score to each sentence
using a five-point Likert scale by referring to the

19Because human references include the instances of sen-
tence addition and splitting, the number of simplified sen-
tences is larger than that of complex sentences.

20This means that the average rewriting rate for human
editors was 2.69 times per sentence and that of systems was
2.03 times.

21When calculating the agreement scores for the strategies,
we aggregated the annotations for the errors into one class
and vice versa. The detailed distributions of annotations are
presented in Appendix D.

evaluation guidelines, an abridged version of which
is shown in Table 1.22 Before commencement of
the formal evaluation, they evaluated another 29
sentences as a practice to properly understand the
task. They evaluated the same set of sentences that
exhibited any sort of rewriting. We consistently
gave scores of 5, 5, and 3 for G, M, and S, respec-
tively, to the non-rewritten sentences. The inter-
annotator agreement scores (Cohen’s quadratic
weighted kappa) for G, M, and S were 0.541, 0.257,
and 0.628, respectively.23

5 Results and Discussions

5.1 Surface Strategies

Table 2 lists the annotation results for the surface
strategies with human evaluation scores for the
system outputs.24 Note that for each strategy, the
human evaluation score was calculated using sen-
tences that exhibit the strategy. As single sentences
may include multiple strategies, the scores may be
influenced by other strategies. Nevertheless, the
general impact of each strategy can be inferred.

All the systems performed Replacement less
frequently than humans did. The systems chiefly
performed (S2) Replace at word level and could
not perform (S4) Replace at clause level or (S5)
Replace at sentence level, whereas humans per-
formed Replacement strategies at various linguis-
tic levels. This indicates the incapability of current
models to learn replacement operations for linguis-
tic units larger than phrases.

Deletion was the dominant strategy for the sys-
tems; the Transformer systems and in-domain
DRESS system performed Deletion more fre-
quently than humans. Human evaluation scores
suggest the trade-off between meaning preserva-
tion and simplicity according to the size of the lin-
guistic unit that is deleted; the deletion of a larger

22The detailed guidelines are presented in Appendix A.1.
23When calculating the inter-annotator agreement scores,

we excluded the non-rewritten sentences. If we include them,
the scores for G, M, and S rise to 0.618, 0.433, and 0.725,
respectively.

24The overall results of the human evaluation are presented
in Appendix C.2.
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Number of annotated instances
Human Transformer DRESS SUC Human evaluation

Surface strategy ref. IND OOD IND OOD IND OOD G M S

Replacement 29 20 12 19 12 12 0
(S1) Replace at punctuation level (3) (3) (0) (1) (0) (0) (0) 4.63 3.25 3.88
(S2) Replace at word level (4) (10) (5) (13) (11) (10) (0) 3.80 3.72 3.14
(S3) Replace at phrase level (11) (7) (6) (5) (1) (2) (0) 4.26 3.81 3.76
(S4) Replace at clause level (4) (0) (0) (0) (0) (0) (0) - - -
(S5) Replace at sentence level (7) (0) (1) (0) (0) (0) (0) 5.00 4.50 4.50

Deletion 30 39 35 32 17 16 0
(S6) Delete at punctuation level (4) (0) (3) (1) (0) (0) (0) 3.38 3.50 3.00
(S7) Delete at word level (6) (5) (10) (5) (2) (7) (0) 3.67 3.31 3.29
(S8) Delete at phrase level (12) (16) (10) (10) (2) (5) (0) 3.84 3.29 3.78
(S9) Delete at clause level (3) (18) (12) (16) (13) (4) (0) 3.91 3.12 3.91
(S10) Delete at sentence level (5) (0) (0) (0) (0) (0) (0) - - -

Addition 20 1 0 0 0 1 0
(S11) Add at punctuation level (0) (0) (0) (0) (0) (0) (0) - - -
(S12) Add at word level (3) (1) (0) (0) (0) (1) (0) 3.75 4.00 3.50
(S13) Add at phrase level (8) (0) (0) (0) (0) (0) (0) - - -
(S14) Add at clause level (1) (0) (0) (0) (0) (0) (0) - - -
(S15) Add at sentence level (8) (0) (0) (0) (0) (0) (0) - - -

Integration 0 0 0 0 0 0 0
(S16) Integrate two sentences (0) (0) (0) (0) (0) (0) (0) - - -
(S17) Integrate more than two sentences (0) (0) (0) (0) (0) (0) (0) - - -

Splitting 3 0 0 0 0 0 0
(S18) Split by phrase (0) (0) (0) (0) (0) (0) (0) - - -
(S19) Split by clause (3) (0) (0) (0) (0) (0) (0) - - -

Move 8 0 1 0 0 1 0
(S20) Move constituents (4) (0) (1) (0) (0) (1) (0) 3.50 2.50 2.25
(S21) Move a sentence (4) (0) (0) (0) (0) (0) (0) - - -

No transformation 15 4 16 8 23 16 18
(S22) Use an identical sentence (15) (4) (16) (8) (23) (16) (18) 5.00 5.00 3.00

Total 105 64 64 59 52 46 18

Precision 0.313 0.297 0.288 0.327 0.283 0.278
Recall 0.190 0.181 0.162 0.162 0.124 0.048

Table 2: Number of annotated instances for the surface strategies. Three TS systems are trained with in-domain
Newsela data (IND) and out-of-domain Wikipedia data (OOD). Human evaluation scores are the averaged scores
for system outputs that involve each strategy (G: grammaticality; M: meaning preservation; S: simplicity).

unit can increase the simplicity score, but decrease
the meaning preservation score. It is also notable
that the number of (S9) Delete at clause level per-
formed by the systems was much larger than that
performed by humans. This is attributable to the
structure of the training data, which are aligned
at the single-sentence level. Consider the case in
which the complex sentence “I bought an apple
and ate it” is split into two sentences, “I bought an
apple” and “I ate it”. In the current research prac-
tices for preparing training data, the two simplified
sentences are separately aligned with the complex
sentence. This would induce the systems to exces-
sively learn large deletions, such as Examples 1 in
Table 3. It is also important to note that none of
the systems performed (S10) Delete at sentence
level. This may be because the training data did
not include instances of sentence deletion, as the
alignment of such cases is difficult.

The systems seldom performed Addition,
whereas humans performed this 20 times at var-

ious linguistic levels. Although instances of addi-
tion were included in the training data, even word-
and phrase-level addition strategies were hardly ob-
served. This implies the fundamental difficulties
of addition operations for the current models and
training data.

The systems used in this study cannot learn Inte-
gration (S16 and S17)25, Splitting (S18 and S19),
and (S21) Move a sentence because of the afore-
mentioned data structure problem. Although some
end-to-end systems can perform Splitting and In-
tegration (Scarton and Specia, 2018), these supra-
sentential operations remain to be fully achieved
in the neural TS research. To address the Splitting
operation, we can refer to the rich accumulation of
linguistically motivated studies on syntactic simpli-
fication (Scarton et al., 2017).

The final two rows in Table 2 show the overall
25Neither did the humans perform Integration in the evalua-

tion dataset. We observed six instances of Integration in the
1,133 instances used for taxonomy creation.
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# Model Text

1 Input But when schools start later, teens get to class on time and find it easier to stay awake, a new study finds.
Transformer (IND) but when schools start later , teens get to class on time .
DRESS (IND) But when schools start later , teens get to class on time .
Human reference A new study finds that when schools start later, teens get to class on time. They also find it easier to stay awake.

2 Input Not everyone can become a genius or a star athlete, but they can improve the skills they have and develop new ones.
Transformer (IND) not everyone can be a genius or a star athlete .

3 Input Knowing this, schools in several districts have begun to shift their start times.
Human reference Knowing this about teens, schools in several districts have begun to shift their start times.

4 Input Information from millions of cones reaches our brains as electrical signals that communicate all the types of light
reflected by what we see, which is then interpreted as different shades of color.

Human reference The cones then send information to our brains, which interprets the light we see as different colors.

Table 3: Examples of system outputs and references.

precision and recall of adopted strategies by the sys-
tems in comparison with humans’ strategies for the
same sentences. The precision scores are about 0.2–
0.3 and the recall scores are all below 0.2, which
means that humans and systems tend to adopt differ-
ent strategies even for the same sentence. Although
further investigations are needed to draw insights
from these results, we should be aware of the sub-
stantial differences between humans and machines
in terms of simplification operations.26

5.2 Content Strategies

Table 4 lists the annotation results for the content
strategies. While humans performed (C1) Trans-
form syntactic structure nine times, the systems
rarely did. Most C1 cases by humans involved
sentence splitting, and as previously mentioned,
the systems could not learn this operation from the
current training data.

The systems generally performed various Con-
tent deletion strategies. It is worth noting that
(C10) Delete important information, a large dele-
tion corresponding to (S9) Delete at clause level
in surface strategies, was performed frequently. Ex-
ample 2 in Table 3 illustrates the deletion of the
latter clause. Although the output can be regarded
as a simplified version of the input at the sentence
level, this deletion might be inappropriate in terms
of logical flow in the entire document. In this sense,
these categories might be regarded as (E1) Inap-
propriate deletion in the error taxonomy. Indeed,
humans did not adopt this strategy.

The systems did not perform any Content ad-
dition, which corresponds to the lack of Addition
of the surface strategies. These strategies require
contextual information in many cases like “this” →

26These differences might be attributed not only to the in-
ability of systems to replicate human performance, but also
to the nature of TS tasks. Examining the differences between
human editors would be an important future task.

“this about teens” (See Example 3 in Table 3). How-
ever, even the context-aware SUC models cannot
perform these addition operations.

As for Content change, the Transformer and
DRESS performed (C20) Paraphrase into a simi-
lar phrase more than humans. The neural systems
generally have abilities to perform local rewriting
like “become” → “be” (see Example 2 in Table 3).
Similarly, (C25) Paraphrase into an essential
point, which substantially concerns deleting or al-
tering local elements like “color production” →
“color”, was performed well by the in-domain sys-
tems. By contrast, the systems cannot perform
(C21) Paraphrase into an explanatory expres-
sion and (C24) Paraphrase into a concrete ex-
pression. The former requires external or contex-
tual knowledge to add information, such as “the
belief that your intelligence can grow” → “which
means he believes that your intelligence can grow”.
The latter requires word sense disambiguation or
anaphora resolution to explicitly indicate the hid-
den meaning, such as “ones” → “friendships”. In
general, current systems have limitations in per-
forming these sophisticated Content change oper-
ations, such as Example 4 in Table 3.

The systems hardly performed Document-level
adjustment. (C27) Change information flow cor-
responds to (S21) Move a sentence at surface level,
which is architecturally impossible for the systems
used in this study. The other strategies, C28–C30,
depend on the results of other operations in the doc-
ument, and are fundamentally difficult for current
systems that do not exploit the output-side context.

5.3 Errors

Table 5 lists the annotation results for the simpli-
fication errors. As mentioned in §5.2, the number
of (E1) Inappropriate deletion can increase if
we consider (C10) Delete important information
as an error. The instances of (E2) Inappropriate
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Number of annotated instances
Human Transformer DRESS SUC Human evaluation

Content strategy ref. IND OOD IND OOD IND OOD G M S

No content change 31 7 24 11 24 17 18
(C1) Transform syntactic structure (9) (0) (1) (0) (0) (1) (0) 3.50 2.50 2.25
(C2) Paraphrase into an abbreviation (0) (0) (0) (1) (0) (0) (0) 3.00 3.50 4.00
(C3) Paraphrase into a non-abbreviation (1) (0) (2) (0) (0) (0) (0) 3.50 3.25 2.25
(C4) Paraphrase into standard form (6) (3) (5) (2) (1) (0) (0) 4.23 3.73 3.55
(C5) Remain unchanged (15) (4) (16) (8) (23) (16) (18) 5.00 5.00 3.00

Content deletion 24 37 32 31 16 14 0
(C6) Delete introduction / conclusion (2) (1) (0) (1) (0) (1) (0) 2.83 2.83 4.00
(C7) Delete a parallel element (1) (5) (1) (6) (0) (1) (0) 3.50 3.27 3.69
(C8) Delete information for cohesion (5) (6) (6) (7) (3) (3) (0) 3.94 3.30 3.64
(C9) Delete a modifier (9) (6) (10) (4) (2) (5) (0) 3.94 3.37 3.46
(C10) Delete important information (0) (5) (6) (4) (1) (1) (0) 3.91 3.06 3.97
(C11) Delete detail / extra information (7) (14) (9) (9) (10) (3) (0) 3.93 3.19 3.92

Content addition 17 0 0 0 0 0 0
(C12) Add introduction / conclusion (0) (0) (0) (0) (0) (0) (0) - - -
(C13) Add a parallel element (2) (0) (0) (0) (0) (0) (0) - - -
(C14) Add contextual information (0) (0) (0) (0) (0) (0) (0) - - -
(C15) Add information for cohesion (1) (0) (0) (0) (0) (0) (0) - - -
(C16) Add a modifier (4) (0) (0) (0) (0) (0) (0) - - -
(C17) Add detail / extra information (10) (0) (0) (0) (0) (0) (0) - - -

Content change 22 19 8 17 11 15 0
(C18) Change aspect (1) (2) (0) (0) (0) (1) (0) 3.67 3.83 3.67
(C19) Change modality (0) (1) (1) (0) (0) (2) (0) 3.00 3.25 2.50
(C20) Paraphrase into a similar phrase (2) (4) (3) (7) (5) (1) (0) 3.75 3.60 3.18
(C21) Paraphrase into an explanatory expression (4) (0) (0) (0) (0) (0) (0) - - -
(C22) Paraphrase into a direct expression (6) (3) (0) (1) (2) (2) (0) 3.88 3.56 3.44
(C23) Paraphrase into a brief expression (1) (1) (1) (1) (0) (0) (0) 4.00 3.33 4.33
(C24) Paraphrase into a concrete expression (1) (0) (0) (0) (0) (0) (0) - - -
(C25) Paraphrase into an essential point (4) (6) (1) (7) (2) (5) (0) 4.02 3.81 3.55
(C26) Paraphrase into a different view (3) (2) (2) (1) (2) (4) (0) 4.09 3.95 3.00

Document-level adjustment 11 1 0 0 1 0 0
(C27) Change information flow (4) (0) (0) (0) (0) (0) (0) - - -
(C28) Delete for adjustment (2) (1) (0) (0) (1) (0) (0) 4.25 3.25 4.00
(C29) Add for adjustment (2) (0) (0) (0) (0) (0) (0) - - -
(C30) Paraphrase for adjustment (3) (0) (0) (0) (0) (0) (0) - - -

Total 105 64 64 59 52 46 18

Precision 0.219 0.250 0.237 0.308 0.239 0.278
Recall 0.133 0.152 0.133 0.152 0.105 0.048

Table 4: Number of annotated instances for the content strategies.

addition were also observed. In particular, SUC
produced many such instances. Considering the ob-
servation that almost no instance was annotated as
Addition in Table 2, what the systems added to out-
put sentences were not judged as (successful) strate-
gies but as errors. (E3) Inappropriate paraphrase
is the most frequent error type for most systems,
which includes, for example, “intelligence” (being
intellectual) → “spy” and “cells called neurons”
→ “DNA”. These errors are problematic because
incorrect information can be conveyed to readers
without being noticed as errors.

For Transformer and DRESS, the in-domain sys-
tems trained on Newsela generally produced more
errors than the out-of-domain systems trained on
Wikipedia. Considering the fewer number of No
transformation cases of in-domain systems (see
Table 2), in-domain systems tended to be more ag-
gressive but erroneous than out-of-domain systems.

For all the human evaluation scores, except for

the meaning preservation score for (E2) Inappro-
priate addition, the averaged scores are below 3.
This indicates that inclusion of any error can lead
to an unacceptable output sentence.

6 Conclusions and Outlook

To better advance TS research and practice, in this
study, we conducted an analytical evaluation of cur-
rent neural TS systems and showed their potential
and limitations in comparison with human perfor-
mance. Using our proposed evaluation framework
consisting of taxonomies of surface strategies, con-
tent strategies, and errors, we annotated both the
human references and outputs of six systems (three
models trained on in-domain and out-of-domain
datasets). The results demonstrated that, while cur-
rent TS systems can perform deletions and local
substitutions, their performance is far behind hu-
man parity, owing to the following limitations:
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Number of annotated instances
Transformer DRESS SUC Human evaluation

Error category IND OOD IND OOD IND OOD G M S

(E1) Inappropriate deletion 6 2 7 0 9 1 2.62 2.82 2.80
(E2) Inappropriate addition 6 2 4 4 12 51 2.68 3.86 2.11
(E3) Inappropriate paraphrase 17 5 28 14 15 0 2.83 2.53 2.76
(E4) Non-sentence 0 0 0 1 3 0 1.00 1.25 1.00

Total 29 9 39 19 39 52

Table 5: Number of annotated instances for the error categories.

• The systems have difficulties in substituting a
linguistic unit larger than a phrase, including
sentence splitting.

• Excessive deletion of clause-level important
information has occurred frequently.

• The systems tried to perform addition opera-
tions; however, they always failed to produce
correct results.

Our analytical evaluation also suggests detailed
paths to overcome these issues. For example, in
addition to improving the capacity of end-to-end
neural models, utilizing technologies tailored to
particular operations such as sentence splitting and
explanation generation can be helpful. To mitigate
the excessive deletion, it would be effective to re-
fine the alignment methods. Exploiting document-
level contexts on both input and output sides and/or
document-external knowledge is a necessary task
for successful content addition.

Limitations

Applicability. The primary limitation in our study
is that we chiefly used the Newsela dataset to build
the annotation framework, i.e., the taxonomies and
decision trees, and conduct the analytical evalua-
tion. While we assume that the Newsela dataset
includes diverse simplification operations as men-
tioned in §3.1, the applicability of our frame-
work to other domains or datasets, such as Simple
Wikipedia, needs to be investigated.27

The diversity of adopted TS systems is also lim-
ited. As the aim of this pilot study is to demon-
strate the usefulness of analytical evaluation, we
mainly selected orthodox baseline models. To fur-
ther improve the applicability, it is important to
examine other types of TS models, such as control-
lable models (e.g., Maddela et al., 2021; Nishihara
et al., 2019; Scarton and Specia, 2018) and edit-
based models (e.g., Dong et al., 2019; Stahlberg
and Kumar, 2020). Further investigation of various

27The characteristics of Simple Wikipedia as a TS data
resource have been extensively discussed (Xu et al., 2015).

document-level models other than SUC used in this
study will also be needed (Sun et al., 2021).

Although our taxonomies are mostly language
independent, the forms of decision trees for strat-
egy annotation may need to be changed depending
on the language because the decision order was
defined based on the degree of difficulty in iden-
tifying the strategies, which might be language
dependent.28

Feasibility. The annotation of simplification strate-
gies and errors was conducted by the authors, who
were involved in the development of the annotation
framework. Although the authors independently
conducted the annotation task and substantial inter-
annotator agreement was achieved, the feasibility
of annotation by those outside this study has not
been examined. To improve the feasibility, more de-
tailed instructions and a sufficient training session
may be needed. Although sharing the annotated
data would be beneficial for the feasibility, it is
difficult due to copyright issues.
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Score Grammaticality/Fluency (G) Meaning preservation/Adequacy (M) Simplicity (S)

5 The target sentence is fluent (na-
tive speaker level) and grammati-
cally correct.

The target sentence adequately
conveys the core meaning of the
original sentence.

The target sentence is much sim-
pler than the original sentence.

4 The target sentence is almost flu-
ent (non-native speaker level) and
grammatically correct

The target sentence mostly con-
veys the core meaning of the origi-
nal sentence.

The target sentence is simpler than
the original sentence.

3 The target sentence is less fluent
with some ungrammatical parts,
but understandable

The core meaning of the original
text is not conveyed, but the infor-
mation of the the original text is
partially preserved.

The target sentence is as sim-
ple/difficult as the original sen-
tence.

2 The target sentence is ungrammati-
cal, but partially understandable.

The meaning of the target sentence
is completely different from that
of the original sentence.

The target sentence is more diffi-
cult than the original sentence.

1 The target sentence is completely
unintelligible.

It is impossible to assess the mean-
ing of the target sentence because
of its unintelligibility.

It is impossible to assess the sim-
plicity of the target sentence be-
cause of its unintelligibility.

Table 6: Guidelines for human evaluation.

A Guidelines

A.1 Guidelines for Human Evaluation

Table 6 lists the guidelines for human evaluations.
We instructed annotators to consider document-
level coherence when evaluating each sentence.
Additionally, we instructed them to give an S score
of 1 to the sentence that was given an M score of 1
or 2.

A.2 Annotation Guidelines for Simplification
Strategies

Figures 3 and 4 show the guidelines, i.e., decision
trees, for the annotation of simplification strategies.
The procedures to build a decision tree were as
follows: (1) through the classification of sample
instances by trial and error, the first author created
the prototype decision tree in a way that easier
decisions can be made in earlier stages; (2) the
third author validated the prototype by classifying
sample instances using it; (3) based on the feedback
from the third author, the first author refined the
prototype.

L1 represents the category of strategy, and L2
represents the strategy. Note that S# and C# in the
figures do not indicate the strategy numbers. In
the annotation task described in §4.2, we used the
Japanese versions.

B Examples of Strategies and Errors

Tables 7 and 8 list examples of the surface and
content strategies. Table 9 lists examples of er-
rors. These sentences were extracted from the in-

stances of human simplification,29 which are based
on Newsela articles (see §3.1 for detail).

C Additional Evaluation Results

C.1 Automatic Evaluation Scores
Table 10 shows the overall results of the automatic
evaluation in terms of SARI, BLEU, and FKGL, all
of which were measured by using EASSE (Alva-
Manchego et al., 2019a)30 at the corpus level.

For preparing the evaluation data, we manu-
ally aligned complex–simplest sentences for five
Newsela articles. To properly implement SUC, we
excluded sentences that do not have two preceding
or following sentences and that consist of less than
four words. We finally used 1,010 sentences for
the automatic evaluation.

C.2 Overall Human Evaluation Scores
Table 11 shows the overall results of the human
evaluation. The evaluation guidelines are presented
in Appendix A.1.

29An exception is (C10) Delete important information in
Table 8, the example of which was extracted from the outputs
of Transformer.

30https://github.com/feralvam/easse
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S1

Is the sentence rewritten?

Yes

No

Go to S2
L1: No transformation 

L2: Use an identical sentence

S2

Do constituents move in the
sentence or does the
sentence move in a

document? 

Yes

No

L1: Move

Go to S4

S3

Does the sentence move in a
document? 

Yes

No

L2: Move a sentence

L2: Move constituents

S4

Is the sentence split or
integrated?

Yes

No

Go to S5

Go to S7

S5

Is the sentence split?

Yes

No

L1: Split

L1: Integration

S12

Are two sentences integrated
into one sentence?

Yes

No

L2: Integrate two sentences
L2: Integrate more than two

sentences

S6

Is the sentence split by a
break between clauses?

Yes

No

L2: Split by clause

L2: Split by phrase

S7

Yes

No

L1: Replacement

Go to S13

Does the rewriting replace anything?
Or is the sentence structure changed

without omitting constituents?
Neg ex) show me that  -> show that

S8

Are punctuation marks
replaced?

Yes

No

L2: Replace at punctuation 
level

Go to S9

S9

Is the unit of the rewriting
sentence level?

Yes

No

L2: Replace at sentence level

Go to S10

S10

Is the functional sentence
type changed? 

Ex) declarative, interrogative,
imperative, and exclamatory sentence 

Yes

No

L2: Replace at sentence level

Go to S11

S11

Is the sentence pattern
changed, including in a

clause?

Yes

No

L2: Replace at sentence level

Go to S14

S14

Is a word replaced?

Yes

No

Go to S15

Go to S20

S20

Is a phrase replaced?

Yes

No

Go to S21

Go to S30

S21

Is a phrase replaced into a
clause?

Yes

No

L2: Replace at clause level

Go to S22

S22

Is a phrase replaced into a
phrase?

Yes

No

L2: Replace at phrase level

Go to S23

S23

Are dependent elements deleted? 
Ex) the video game -> the game 

Neg Ex) playing games -> games 

Yes

No

L1: Deletion

L2: Replace at phrase level

S24

Is a word deleted?

Yes

No

L2: Delete at word level

L2: Delete at phrase level

S30

Is a clause replaced into a
word or phrase?

Yes

No

L2: Replace at clause level

L2: Replace at sentence level

S13

Are elements added?

Yes

No

L1: Addition

L1: Deletion

S19

Are punctuation marks
added?

Yes

No

L2: Add at punctuation level

Go to S27

S27

Is a sentence added?

Yes

No

L2: Add at sentence level

Go to S28

S28

Is a clause added?

Yes

No

L2: Add at clause level

Go to S29

S29

Is a word added?

Yes

No

L2: Add at word level

L2: Add at phrase level

S25

Are punctuation marks
deleted?

Yes

No

L2: Delete at punctuation level

Go to S26

S26

Is a sentence deleted?

Yes

No

L2: Delete at sentence level

Go to S31

S31

Is a clause deleted?

Yes

No

L2: Delete at clause level

Go to S32

S32

Is a word deleted?

Yes

No

L2: Delete at word level

L2: Delete at phrase level

S15

Is a word replaced into a
phrase?

Yes

No

Go to S16

Go to S18

S16

Are dependent elements added? 
Ex) the animals -> the small animals

Yes

No

L1: Addition

L2: Replace at phrase level

S17

Is a word added?

Yes

No

L2: Add at word level

L2: Add at phrase level

S18

Is a word replaced into a
word?

Yes

No

L2: Replace at word level

L2: Replace at clause level

Figure 3: Annotation guidelines for surface strategies.
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C1

Is the sentence meaning changed? 
Ex) the rewriting that makes a
sentence more grammatical

NegEx) paraphrasing into a similar
word, a reference, and a pronoun.

Yes

No

Go to CN1

Go to C2

C2

Is any content in the
sentence is deleted? 

Yes

No

Go to CD1

Go to C3

C3

Is any content added to the
sentence? 

Yes

No

Go to CA1

Go to CC1

CN1

Does the sentence move in a
document? 

Yes

No

L1: Document-level adjustment 
L2: Change information flow

L1: No content change

CN2

Is the sentence rewritten?

Yes

No

L2: Remain unchanged

Go to CN3

CN3

Does alternation of an
abbreviation and non-
abbreviation occur?

Yes

No

Go to CN4

Go to CN5

CN4

Is an abbreviation used?

Yes

No

L2: Paraphrasing into an
abbreviation

L2: Paraphrasing into a non-
abbreviation

CN5
Is a variation form or

an ungrammatical
 expression is normalized?

Or unnecessary punctuation
marks are deleted?

Yes

No

L2: Paraphrasing into standard form

L2: Transform syntactic structure

CD1

Is the deletion caused by the
changes in other sentences? 

Yes

No

L1: Document-level adjustment 
L2: Deletion for adjustment

L1: Content deletion

CD2
Is important information deleted

with degradation of the document-
level coherence? 

Ex) You got a phone call while you
were out. -> You were out. 

Yes

No

L2: Delete important
information
Go to CD3

CD3

Is an expression that functions as
the introduction or conclusion in

the sentence / paragraph /
document deleted? 

Yes

No

L2: Delete introduction /
conclusion
Go to CD4

CD4

Is a parallel element deleted? 

Yes

No

L2: Delete a parallel element

Go to CD5

CD5

Is a causal explanation,
discourse marker, or conjunctive

expression deleted? 
Ex) It is so popular that SV -> SV  

Yes

No

L2: Delete information for
cohesion

Go to CD6

CD6

Is a modifier deleted? 

Yes

No

L2: Delete a modifier
L2: Delete detail / extra

information

CA1

Is the addition caused by
the changes in other

sentences? 

Yes

No

L1: Document-level adjustment 
L2: Add for adjustment
L1: Content addition

CA2

Is an expression that functions as
the introduction or conclusion in

the sentence / paragraph /
document added? 

Yes

No

L2: Add introduction /
conclusion
Go to CA3

CA3

Is a parallel element added? 

Yes

No

L2: Add a parallel element

Go to CA4

CA4

Is an explanation or reason
that is inferable without

external knowledge added? 
Ex) "The recipe was so popular"

for "Nestlé's sales increased" 

Yes

No

L2: Add contextual information

Go to CA5

CA5

Is a causal explanation,
discourse marker, or conjunctive

expression added? 
Ex) SV -> It is so popular that SV  

Yes

No

L2: Add information for
cohesion

Go to CA6

CA6

Is a modifier added? 

Yes

No

L2: Add a modifier
L2: Add detail / extra

information

CC1

Is the change caused by
the changes in other

sentences? 

Yes

No

L1: Document-level adjustment 
L2: Paraphrase for adjustment

L1: Content change

CC2

Is the aspect or modality
changed? 

Yes

No

Go to CC3

Go to CC4

CC3

Is the aspect changed? 

Yes

No

L2: Change aspect

L2: Change modality

CC4

Is an expression paraphrased
into a similar phrase? 
Ex) achieve -> reach 

men -> people 

Yes

No

L2: Paraphrasing into a similar
phrase

Go to CC5

CC5

Is an expression paraphrased
into an explanatory one without

adding information that is beyond
common knowledge? 

Yes

No

L2: paraphrase into an
explanatory expression

Go to CC6

CC6

Is a metaphorical, abstract, or
difficult expression paraphrased

into what it directly means? 

Yes

No

L2: Paraphrase into a direct
expression
Go to CC7

CC7
Is an expression paraphrased
into a brief expression with the

same or less information? 
Ex) a plant called coca plant -> a

coca plant 

Yes

No

L2: Paraphrase into a brief
expression
Go to CC8

CC8

Is an expression paraphrased
into a hyponym or referent? 
Ex) a instrument -> a guitar 

ones -> friendships 

Yes

No

L2: Paraphrase into a concrete
expression
Go to CC9

CC9

Is an expression paraphrased
into one that captures the

particular sense of the
original expression? 

Yes

No

L2: Paraphrase into an
essential point

L2: Paraphrase into a different
view

Figure 4: Annotation guidelines for content strategies.
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Strategy Example

Replacement
(S1) Replace at punctuation level Comp. ... 10,000 other neurons!

Simp. ... 10,000 other neurons.
(S2) Replace at word level Comp. ... make better surgeons.

Simp. ... make good surgeons.
(S3) Replace at phrase level Comp. ... about playing video games is friendship.

Simp. ... about video games is friendship.
(S4) Replace at clause level Comp. The persistence you use in games ... .

Simp. The persistence in games ... .
(S5) Replace at sentence level Comp. People who tried the syrup liked the taste.

Simp. People liked the taste of the syrup.
Deletion

(S6) Delete at punctuation level Comp. ... “Toll House Chocolate Crunch Cookies.”
Simp. ... Toll House Chocolate Crunch Cookies.

(S7) Delete at word level Comp. ... inside and outside the video game.
Simp. ... inside and outside the game.

(S8) Delete at phrase level Comp. Beating the final boss or another really good player ... .
Simp. Beating another really good player ... .

(S9) Delete at clause level Comp. He licked the ice that was stuck around it.
Simp. He licked the ice.

(S10) Delete at sentence level Comp. So does saving a teammate when they’re down.
Simp. ϕ

Addition
(S11) Add at punctuation level This strategy does not exist in our collected instances.
(S12) Add at word level Comp. Remember games are ... .

Simp. Remember that games are ... .
(S13) Add at phrase level Comp. You have to be smart.

Simp. In video games, you have to be smart.
(S14) Add at clause level Comp. ... — the monkeys, apes, and gorillas— ... .

Simp. ... — the monkeys, apes, and gorillas that are most like human—
... .

(S15) Add at sentence level Comp. ϕ
Simp. Scientists have studied video games.

Integration
(S16) Integrate two sentences Comp. Epperson pulled the stick. He licked the frozen juice.

Simp. Epperson pulled the stick and licked the frozen juice.
(S17) Integrate more than two sentences Comp. We got masks. We got gloves. We got all those hand wipes.

They’re everywhere.
Simp. Now masks, gloves, hand wipes, and other material are every-

where
Splitting

(S18) Split by phrase Comp. Think about how boring it can be to play an easy game
Simp. Think about playing an easy game. It can get boring.

(S19) Split by clause Comp. Ruth Wakefield was an expert chef, and the inn became famous
for its desserts.

Simp. Ruth Wakefield was an expert chef. The inn became famous for its
desserts.

Move
(S20) Move constituents Comp. It can also help fix broken ones.

Simp. It also can help fix broken ones.
(S21) Move a sentence The complex and simplified sentences are identical.

No transformation
(S22) Use an identical sentence The complex and simplified sentences are identical.

Table 7: Examples of surface strategies (Comp.: Complex sentence; Simp.: Simplified sentence).
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Strategy Example

No content change
(C1) Transform syntactic structure Comp. Some people think ... are waste of time or bad for you.

Simp. Some people think ... are a waste of time. Some people
think they are bad for you.

(C2) Paraphrase into an abbreviated form Comp. ... seem like they’ve been around forever.
Simp. ... seem like they have been around forever.

(C3) Paraphrase into a non-abbreviated form Comp. Helping build ... .
Simp. Helping to build ... .

(C4) Paraphrase into a standard form Comp. But ... .
Simp. However, ... .

(C5) Paraphrase into an identical sentence The complex and simplified sentences are identical.
Content deletion

(C6) Delete introduction / conclusion Comp. Think about your favorite games.
Simp. ϕ

(C7) Delete a parallel element Comp. ... feel strong and popular.
Simp. ... feel strong.

(C8) Delete information for cohesion Comp. The treats were so popular that Epperson started ... .
Simp. Epperson started ... .

(C9) Delete a modifier Comp. He licked the ice that was stuck around it.
Simp. He licked the ice.

(C10) Delete important information Comp. Winkler teamed up with another scientist named Greg
Bryant, a professor ... .

Simp. He is a professor ... . [Transformer IND]
(C11) Delete detail / extra information Comp. ... created the semi-sweet morsel, or chocolate chip.

Simp. ... created chocolate chip.
Content Addition

(C12) Add introduction / conclusion Comp. ϕ
Simp. Chocolate chip cookies seem like they’ve been around

forever.
(C13) Add a parallel element Comp. ... a different culture.

Simp. ... a different culture or speak a different language.
(C14) Add contextual information Comp. ϕ

Simp. The company was selling more and more chocolate
bars.

(C15) Add information for cohesion Comp. People can recognize it, even if ... .
Simp. Laughter is so important to humans that people can

recognize it, even if ... .
(C16) Add a modifier Comp. It can help fix broken ones.

Simp. It can also help fix broken ones.
(C17) Add detail / extra information Comp. ... to connect and bond.

Simp. ... to connect and bond with others.
Content change

(C18) Change aspect Comp. You might do ... .
Simp. You might start doing ... .

(C19) Change modality Comp. They can teach ... .
Simp. They teach ... .

(C20) Paraphrase into a similar phrase Comp. ... Nestlé’s sales soared.
Simp. ... Nestlé’s sales increased.

(C21) Paraphrase into an explanatory expression Comp. ... to make a headache medicine.
Simp. ... to make a medicine to fix headaches.

(C22) Paraphrase into a direct expression Comp. ... to shred a guitar in real life.
Simp. ... to play a guitar in real life.

(C23) Paraphrase into a brief expression Comp. ... parts of a plant called the coca plant.
Simp. ... parts of the coca plant.

(C24) Paraphrase into a concrete expression Comp. It also can fix broken ones.
Simp. It also can fix broken friendships.

(C25) Paraphrase into an essential point Comp. It is one of many benefits ... .
Simp. It is one of many good things ... .

(C26) Paraphrase into a different view Comp. The cookies became so popular ... .
Simp. The recipe became so popular ... .

Documet-level adjustment
(C27) Change information flow The complex and simplified sentences are identical.
(C28) Delete for adjustment Comp. This makes you see that solving problems can be fun.

Simp. Solving problems can be fun.
(C29) Add for adjustment Comp. You also have to be smart.

Simp. In video games, you also have to be smart.
(C30) Paraphrase for adjustment Comp. It shows you that ... .

Simp. They shows you that ... .

Table 8: Examples of content strategies (Comp.: Complex sentence; Simp.: Simplified sentence).
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Error Example

(E1) Inappropriate deletion Input When you think, feel, move, or use your senses, signals travel through this
network.

Output When you think , feel , move , or use your senses . [DRESS IND]
(E2) Inappropriate addition Input It’s how we tell friends that we find their joke funny, ...

Output it’s how we tell friends that we find their joke funny funny, ... [Transformer
IND]

(E3) Inappropriate paraphrase Input ... but rats can make a very high-pitched trill.
Output ... but rats can make a very high-pitched noise. [Transformer IND]

(E4) Non-sentence Input The animals that laugh the most include primates like monkeys, rats, and
mammals that live in the ocean like dolphins.

Output humans, on the other hand, like monkeys, rats and mammals that live in
the ocean like dolphins. [Transformer IND]

Table 9: Examples of errors.

Transformer DRESS SUC

IND OOD IND OOD IND OOD

SARI ↑ 37.57 30.89 37.08 31.83 31.09 22.24
BLEU ↑ 32.20 38.22 37.11 39.29 31.92 24.12
FKGL ↓ 3.00 4.40 3.27 4.02 4.20 2.61

Table 10: Results of automatic evaluation. The upper/down arrow indicates that the higher/lower the score, the
better the performance.

Transformer DRESS SUC

IND OOD IND OOD IND OOD

Grammaticality/Fluency 4.30 4.60 3.55 4.45 3.23 3.76
Meaning preservation/Adequacy 3.52 4.21 3.38 4.25 3.35 4.64
Simplicity 3.74 3.42 3.20 3.15 2.46 2.40

Table 11: Results of human evaluation using a five-point Likert scale.
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Figure 5: The distribution of annotations for surface
strategies.

D Distributions of Annotations

Figures 5, 6, and 7 show the distributions of an-
notations conducted by the two annotators in §4.2.
S#, C#, and E# correspond to the surface strat-
egy, content strategy, and error, respectively. When
displaying the distributions for the strategies, we
aggregated the annotations for the errors into one
class and vice versa.
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Figure 6: The distribution of annotations for content
strategies.
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Figure 7: The distribution of annotations for errors.
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