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Abstract

Unsupervised out-of-domain (OOD) detection
is a task aimed at discriminating whether given
samples are from the in-domain or not, without
the categorical labels of in-domain instances.
Unlike supervised OOD, as there are no la-
bels for training a classifier, previous works
on unsupervised OOD detection adopted the
one-class classification (OCC) approach, as-
suming that the training samples come from a
single domain. However, in-domain instances
in many real world applications can have a het-
erogeneous distribution (i.e., across multiple
domains or multiple classes). In this case, OCC
methods have difficulty in reflecting the cate-
gorical information of the domain properly. To
tackle this issue, we propose a two-stage frame-
work that leverages the latent categorical infor-
mation to improve representation learning for
textual OOD detection. In the first stage, we
train a transformer-based sentence encoder for
pseudo labeling by contrastive loss and cluster
loss. The second stage is pseudo label learning
in which the model is re-trained with pseudo-
labels obtained in the first stage. The empiri-
cal results on the three datasets show that our
two-stage framework significantly outperforms
baseline models in more challenging scenarios.

1 Introduction

Deep neural networks show outstanding perfor-
mance on benchmark datasets that have the same
training and test domains. However, once the
model is deployed to the real world, it can face out-
of-domain (OOD) instances that make the model
predict unreliable outcomes related to AI safety is-
sues (Amodei et al., 2016; Hendrycks and Gimpel,
2017). For this reason, the OOD detection task
aims to discriminate whether given instances are
from in-domain (IND) or not. One of the main
OOD detection approaches is to use a classifier that
predicts the labels of IND samples, based on the

* indicates corresponding author.

fact that the classifier has lower confidence in pre-
dicting the OOD samples than the IND (Hendrycks
and Gimpel, 2017; Lee et al., 2018).

As this approach targets only supervised tasks
that require IND labels to train the classifier, it has
a limitation on unsupervised tasks. To overcome
this problem, recent studies have proposed unsuper-
vised OOD detection (or the without label scenario)
that can be utilized in a more general use case (Xu
et al., 2021; Jin et al., 2022). This setting can be
regarded as one-class classification (OCC) because
it uses only IND instances without labels and aims
to distinguish novel samples from IND instances.
Within this background, unsupervised OOD de-
tection methods introduce OCC approaches such
as OC-SVM and SVDD (Xu et al., 2021; Sohn
et al., 2020). Meanwhile, self-supervision based
models exploit a novel property named inlier pri-
ority (Wang et al., 2019) by using pseudo labels
that are generated for surrogate supervision (e.g.,
rotation transformation (Hendrycks et al., 2019)).

In the field of natural language processing (NLP),
this approach is adopted in combination with self-
supervised methods of pretrained-language mod-
els (Manolache et al., 2021a). However, there are
tasks where the categorical labels of training data
are not available, while the IND has categorical
distributions (e.g., summarization, topic modeling).
OCC methods can suffer in this scenario (Jin et al.,
2022; Park et al., 2021) due to the absence of IND
labels, because it is difficult for the model to ex-
plicitly reflect the latent categorical distribution.

To tackle this problem, we propose a two-stage
framework for textual out-of-domain detection that
embeds similar INDs close together by considering
latent categorical information of heterogenous IND
instances without labels, and then detects OOD in-
stances based on the learned embedding space. To
achieve this, in the first stage, we conduct pseudo
labeling of training samples by using an unsuper-
vised clustering method combined with contrastive
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loss. Next, the model from the first stage is refined
by the given pseudo labels, which we call pseudo
label learning (PLL). We find that this second stage
of PLL greatly improves the representation learn-
ing for IND instances. After training is done, the
inference step uses a confidence score function that
measures the likelihood of whether an input is IND
or OOD.

Our experimental results on three real-world
datasets with the pre-trained RoBERTa (Liu et al.,
2019) as a base architecture show that the proposed
framework substantially outperforms the baseline
models in various settings. In addition, we conduct
embedding space analysis to confirm the effective-
ness of PLL and show that it learns a more suitable
representation for OOD detection by increasing
inter-cluster distance significantly, which makes
OOD samples more distinct from the clusters.

In summary, our main contributions are as fol-
lows:

• We propose a new framework for text OOD de-
tection that effectively utilizes latent categor-
ical information of IND through two succes-
sive steps of clustering for obtaining pseudo
labels and then re-learning the pseudo labels
for better representation learning.

• We provide a systematic analysis of the result
by dividing OOD instances into near-OOD
and far OOD depending on how close they are
to IND samples. Our method works especially
well on near-OOD, a more challenging sce-
nario, in comparison with other methods. We
also analyze the embedding space to confirm
the effectiveness of our PLL approach.

• We empirically demonstrate that our proposed
method is highly effective in multi-domain
settings where the IND distribution has high
variability, by increasing the inter-cluster dis-
tances and placing OOD out of detection
boundaries of each cluster.

2 Related Work

Out of Domain Detection. OOD detection aims
to distinguish OOD instances from IND to prevent
a model trained for IND from making wrong pre-
dictions in the real applications. One of the main
approaches is to rely on a classifier for IND labels,
supposing that the softmax probability value of
the IND will be larger than OOD (Hendrycks and

Gimpel, 2017). Furthermore, (Liang et al., 2018;
Lee et al., 2018; Hsu et al., 2020) improve this
method by adding perturbation to the inputs, which
further increases the softmax probability of IND.
In the NLP field, Hendrycks et al., 2020 find out
that transformer-based models are more effective
than convolutional neural networks (LeCun et al.,
1998) or long short-term memory (Hochreiter and
Schmidhuber, 1997) based models in detecting tex-
tual OODs. To improve OOD detection perfor-
mance for the models, (Zhou et al., 2021) utilize
supervised contrastive loss that creates a more com-
pact representation. However, these approaches
cannot be used without IND labels.
Unsupervised Out of Domain Detection. Self-
supervised methods can handle this issue by us-
ing augmentation techniques (Sehwag et al., 2020;
Wang et al., 2019). Manolache et al., 2021a adopt
this approach by utilizing the training scheme in-
troduced in ELECTRA (Clark et al., 2019). They
use a generator to replace random masked tokens
in the input and train a discriminator to predict
whether each token is replaced by the generator or
not. Xu et al., 2021 focus on the findings that dif-
ferent layers of BERT Devlin et al., 2019 can cap-
ture different linguistic information. They compute
the Mahalonobis distance using the embeddings in
each layer and construct a new vector consisting
of the distance values across all the layers. This
new feature vector is used as input to OCC-based
OOD detection methods. However, these models
are difficult to perform well when INDs are in het-
erogeneous domains (or multiple classes), because
they do not explicitly reflect the multimodal IND
distribution. Cluster-based approaches can help al-
leviate this problem since they assume that the IND
has a latent class distribution in its feature space.
Jin et al., 2022 introduce a clustering method for
representation learning to reflect categorical dis-
tributions on the embedding space. Our approach
is motivated by (Jin et al., 2022), but our method
generates pseudo labels and uses them explicitly
to reinforce this categorical information, which
greatly improves the performance.

3 Proposed Framework

In this section, we describe our two-stage frame-
work for unsupervised OOD detection. First, the
purpose of stage 1 is to generate pseudo labels that
include categorical information of IND samples.
We train a sentence encoder based on a pre-trained
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Figure 1: The overall framework of the proposed method. A) illustrates the change of representations in the
embedding space during two stages of the training phase. B) shows the proposed framework. It consists of two
stages of pseudo labeling (stage1) and pseudo label learning (stage2). C) shows the inference phase to detect OOD
samples using a confidence score function. Dtrain is a training dataset that contains only IND samples xi, without
labels. ypseudoi is the pseudo label for xi generated in stage 1.

transformer for pseudo labeling of IND training
samples using contrastive loss and cluster loss. Af-
ter then, in stage 2, we perform pseudo label learn-
ing, designed to explicitly utilize the pseudo labels
for reinforcing the categorical information through
a classification task. Finally, we use a scoring func-
tion that indicates the confidence of being IND to
detect OOD samples at test time. Our proposed
framework is illustrated in Figure 1.

3.1 Pseudo Labeling
The pseudo labeling stage is designed to gener-
ate pseudo labels ypseudoi for each xi in Dtrain =
{xi}Mi=1. To do that, we assume that IND data have
K categories that are represented in the latent se-
mantic space. Let µk denote the centroid of each
cluster k and ψ be a transformer-based sentence
encoder:

ei = ψ(xi).

For each sample xi, we use the Student’s t-
distribution to compute a soft assignment probabil-
ity qik , meaning the probability that the sample
i belongs to the cluster k, by the following equa-
tion (Van der Maaten and Hinton, 2008):

qik =
(1 + ||ei − µk||22])−

α+1
2

∑K
ḱ=1

(1 + ||ei − µḱ||22])−
α+1
2

,

Here, α represents the degrees of freedom of the
Student’s t-distribution. In this work, we set α =

1. The cluster centroids and the soft assignment
probability can be refined iteratively by using an
auxiliary target distribution proposed by (Xie et al.,
2016) as:

pik =
q2ik/fk∑K
ḱ=1

q2
iḱ
/fḱ

,

where fk =
∑M

j=1 qjk is the soft cluster frequency
to normalize qik raised to the second power. This
target distribution first sharpens the soft assignment
probability qjk by raising it to the second power
and then normalizes it by the associated cluster
frequency. The soft assignment is optimized based
on KL-divergence between pi = (pi1, ..., piK) and
qi = (qi1, ..., qiK):

lCi = KL(pi||qi) =
K∑

k=1

pik log
pik
qik

The clustering objective is then defined as follows:

Lcluster =
1

M

M∑

i=1

lCi

This loss function encourages learning from cluster
assignment with high confidence and debiasing
imbalanced cluster assignment.

Following (Zhang et al., 2021), we also adopt
contrastive learning to improve clustering perfor-
mance. Contrastive loss scatters the samples while
closely embedding samples sharing the same prop-
erties. For contrastive learning, we use dropout
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mask augmentation which simply feeds the same
input to the transformer-based encoder1 twice(Gao
et al., 2021). Using this augmentation method, we
construct a positive pair (x0i , x

1
i ) from the same xi

with different dropout masks. We try to minimize
the following contrastive learning loss:

lCL
i = −log exp(sim(zi0 , zi1)/τ)∑2M

j=1 Ij · (exp(sim(zi0 , zj)/τ))
,

where zi = g(ψ(xi)) and g is a network of fully-
connected layers. We choose sim(·) as the dot
product between a pair of normalized outputs, i.e.,
sim(zi, zj) = zTi zj/||zi||2||zj ||2. Then the overall
contrastive learning objective is defined as:

LCL =
1

2M

2M∑

i=1

lCL
i

In summary, the final objective for stage 1 is the
following:

Lstage1 = Lcluster + λLCL (1)

After training the model for pseudo labeling by
using the stage1 loss, we assign the pseudo label
ypseudoi for each xi ∈ Dtrain using the soft assign-
ment probability.

3.2 Pseudo Label Learning
Contrastive learning is useful for clustering and
pseudo labeling because contrastive loss separates
samples apart from each other to prevent overlap
in the representation space. However, it is not suffi-
cient for OOD detection because OOD samples can
be located close to the cluster boundaries as illus-
trated in Figure 1. Therefore, we introduce pseudo
label learning(PLL), which allows the text encoder
to learn representations that are more suitable for
OOD detection. PLL explicitly uses pseudo la-
bels to further separate clusters in the embedding
space. Therefore, we fine-tune the model by target-
ing pseudo labels ypseudoi using the cross-entropy
loss. The loss function in stage 2 is as follows:

Lstage2 = LCE = −
M∑

i=1

ypseudoi · log(pi)

where pi is the predicted probability distribution
for the pseudo label.

1Transformer already has dropout mask in fully-connected
layer and attention probabilities

3.3 Confidence score function
Next, we introduce the confidence score function
s for OOD detection that uses a classifier in stage
2. The scoring function s aims to map the repre-
sentations of instances to confidence scores, where
higher scores indicate higher confidence for being
IND. In the following, we present several options
for this scoring function.
Maximum Softmax Probability (MSP).
Hendrycks and Gimpel, 2017 suggest the maxi-
mum class probability among K training classes
in the softmax layer as an OOD indicator. This
method has been extensively used as a baseline
for OOD detection (Hendrycks et al., 2020; Zhou
et al., 2021), which defines the score as:

s = 1−max{pk | k = 1, ...,K}.

Energy Score (Energy). Liu et al., 2020 propose
energy based score that theoretically outperforms
the softmax based score, which is defined as:

s = − log

K∑

j

(wT
j h)

where wj is the weight of the jth class in the soft-
max layer, and h is the input to the softmax layer. A
higher s means higher probability density in OOD
classes and thus implies lower IND likelihood.
Mahalanobis Distance (Maha). Podolskiy et al.,
2021 showed that the distance-based scoring func-
tion can outperform other methods in a supervised
setting, which is defined as:

s = −min
k

(h− µk)
TΣ−1

k (h− µk)

where µk is the mean vector and
∑

k is the covari-
ance matrix of each latent class k. Then, given an
instance x during inference, it calculates the confi-
dence score as the minimum Mahalanobis distance
among the K classes.

4 Experiments

In this section, we present the experimental setting
for the evaluation of the proposed framework. We
describe the used datasets and how to construct
IND and OOD samples under unsupervised OOD
scenarios.

4.1 Dataset
To evaluate the proposed model, we select the fol-
lowing three real world datasets.
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Dataset Ratio Model AUROC AUIN AUOUT AUROC AUIN AUOUT
Near OOD Far OOD

CLINC150 0.25 DATE 74.30 49.23 88.43 88.03 89.55 84.68
MDF 79.51 59.43 91.60 91.19 90.54 88.61
Ours 93.68 86.73 97.39 98.46 98.7 98.11

0.5 DATE 69.67 67.53 68.23 86.71 93.09 72.37
MDF 73.81 70.51 72.85 87.81 93.77 75.27
Ours 89.72 89.71 88.9 97.00 98.56 94.04

0.75 DATE 66.88 83.22 41.34 86.38 95.03 63.83
MDF 69.42 85.78 45.83 83.18 93.83 59.05
Ours 87.21 94.51 71.69 96.52 98.84 91.1

HWU64 0.25 DATE 69.85 44.43 85.77 79.36 59.23 91.00
MDF 77.19 60.51 88.95 85.15 73.5 93.62
Ours 85.25 72.25 92.84 91.69 82.97 96.69

0.5 DATE 64.82 64.04 61.68 79.78 72.68 83.96
MDF 68.60 70.22 65.37 82.32 77.22 86.55
Ours 81.43 81.99 79.12 91.39 87.08 94.15

0.75 DATE 63.03 82.97 34.58 81.55 80.19 79.74
MDF 66.96 85.84 36.41 83.986 83.77 83.03
Ours 78.63 91.11 52.88 90.46 89.33 90.76

BANKING77 0.25 DATE 75.36 44.24 90.34 98.41 97.7 98.9
MDF 70.81 55.62 70.51 99.42 99.09 99.56
Ours 88.72 77.04 95.31 99.83 99.72 99.82

0.5 DATE 66.70 61.76 68.84 98.21 98.56 97.78
MDF 64.73 63.46 63.48 99.14 99.11 98.73
Ours 78.63 77.34 79.3 99.21 99.38 98.95

0.75 DATE 60.65 79.25 38.31 97.94 98.83 96.64
MDF 61.61 81.43 35.66 98.94 98.71 98.45
Ours 70.34 85.87 46.51 98.57 99.27 97.46

Table 1: OOD detection performance with different IND class ratios (25%, 50%, and 75%) on three datasets,
CLINC150, HWU64, and BANKING77. Scores in bold type are the best results. For all of our methods, we report
the averaged results using Mahalanobis distance-based score and the number of clusters equal to the number of
IND classes due to space limitations. We collected the results for other methods (Xu et al., 2021, Manolache et al.,
2021b) by running their released codes.

CLINC150 (Larson et al., 2019) is a dataset de-
signed for OOD detection. The training set con-
tains 15,000 utterances with 10 domains and 150
classes (e.g., travel.timezone, home.reminder, and
credit_cards.rewards_balance). This dataset also
provides 1,000 OOD samples that are not within
any of 150 classes. For evaluation, we use 4,500
IND and 1,000 OOD samples from the test set.

HWU64 (Xingkun Liu and Rieser, 2019) in-
cludes 8,954 utterances for 64 intents with 21 do-
mains (e.g., alarm_set, cooking_recipe, and cal-
endar_query). For evaluation, we use 1,076 IND
samples from the test set.

BANKING77 (Casanueva et al., 2020) contains
8,622 utterances related to banking with 77 differ-
ent fine-grained intents in the training set. Despite
consisting of a single domain, this dataset is chal-
lenging, as it requires fine-grained differentiation
between very similar intents. For evaluation, we
use 3,080 IND samples from the test set.

4.2 Experimental setting

We carefully design experimental scenarios as-
suming that training data consist of instances dis-
tributed across multiple domains with any category
given. Inspired by Zhang et al., 2022, we divide
OOD samples into two types: near-OOD and far-
OOD. We suppose that the near-OOD samples are
distributed in the same domain with the training
samples but labeled as different categories, whereas
the far-OOD samples are distributed in distinct do-
mains. The proposed scenarios are more challeng-
ing because OOD can share characteristics with
IND.

For our scenarios, we randomly select a subset of
classes in the training data as IND, with IND class
ratios of 25%, 50%, and 75% and use the remain-
ing classes as near-OOD. Following (Zhang et al.,
2022), we use the OOD samples in the CLINC150
dataset as far-OOD. We split each dataset five times
with different random seeds, which are shared
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across all the models for a fair comparison.

4.3 Baselines

We compare our method with the following un-
supervised OOD detection methods: MDF (Xu
et al., 2021) and DATE (Manolache et al., 2021a).
MDF utilizes full features from all the layers of
a pretrain-transformer model and calculates the
Mahalanobis distance vector from the layer repre-
sentations, which is in turn used as input to OC-
SVM. In addition, there are additional training
stages such as IMLM (In-domain Masked Lan-
guage Model) and BCAD (Binary Classification
with Auxiliary Dataset) before feature extraction.
DATE is a pseudo label based approach. It uses a
self-supervised learning method of ELECTRA that
distinguishes whether each token is replaced or not
to generate anomaly scores from the loss obtained
by pseudo-labeled tokens.

4.4 Evaluation Metric

To evaluate our proposed method, we report three
different metrics following (Liang et al., 2018; Xu
et al., 2021). The area under the receiver operating
characteristic curve (AUROC) depicts the relation-
ship between the true positive rate and the false
positive rate. A higher score indicates improved dis-
tinguishment between IND and OOD by the model.
The area under the precision-recall curve (AUPR)
shows the precision and recall against each other,
for IND and OOD testing sentences, denoted by
AUIN and AUOUT, respectively.

4.5 Implement details

For a fair comparison, we also select roberta-base
from Huggingface’s Transformers (Wolf et al.,
2020) as a base architecture for the sentence en-
coder, the same as MDF. In stage 1, we choose
τ = 0.5, λ = 10, and α = 1. We use a constant
learning rate of 3e-6 to optimize the sentence en-
coder and 3e-4 to optimize g() and the liner layer
for soft cluster assignment. In stage 2, we set the
learning rate to 3e-5. We use the Adam optimizer
(Kingma and Ba, 2015) with a batch size of 128 for
both stages. We used the same hyperparameters for
all datasets and splits following Manolache et al.,
2021a.

Figure 2: The OOD detection performance with respect
to different ratios of IND classes (0.25%, 0.50%, and
0.75%).

5 Result

5.1 Comparisons with baseline methods

Table 1 presents the performance of each method
on the three datasets with different IND class ratios
(25%, 50%, and 75%). The proposed framework
outperforms two baselines, DATE and MDF, by a
large margin for the AUROC, AUIN, and AUOUT
scores across all three datasets regardless of IND
class ratios in the near-OOD and far-OOD setting,
except just one case (BANKING77 with the ratio
0.75). In particular, our method greatly improves
the performance over other methods on the near-
OOD dataset, which represents a more challenging
scenario. This shows that the proposed method is
robust in multi-domain IND settings regardless of
OOD types. In HWU64 dataset that contains more
heterogenous domains than the other two datasets,
the OCC-based models, MDF and DATE, appear
to have weaknesses in more heterogeneous domain
settings, but our method shows good performance.
In addition, in the BANKING77 that is the least
heterogeneous setting, our method shows similar
or higher performance than the other methods as
well.

Figure 2 shows the performance with respect to
the IND class ratio on three datasets. The perfor-
mance of all models tend to increase when the ratio
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Figure 3: Effect of the number of clusters K with an ablation study. The first row is for the near-OOD setting, the
second row is for the far-OOD setting. The columns sequentially correspond to the results on CLINC150, HWU64,
and Banking77 datasets for the IND class ratio of 0.75. We compare our proposed method (shown in blue) with the
result using only Lstage1 (orange) and the result using only LCL (red). The green line denoted as supervised shows
the result when the ground truth labels of IND classes are used during training.

decreases, which is as expected, because fewer IND
classes imply less heterogeneous IND distributions
and hence easier scenarios. In addition, our method
shows more accurate and robust performance with
smaller variances (shown as vertical line segments).
However, OCC-based methods are more suscep-
tible to randomness during training because they
need to bind one characteristic.

5.2 Number of clusters K

The selection of the number of clusters K is an
open problem for unsupervised OOD detection
since there is no validation OOD set to choose
the hyperparameter value. For the results shown
in Table 1 and Figure 2, we set K as the number
of IND labels given. To measure the influence of
K, we plot the change of performance as K is
increased in Figure 3. The blue curve indicates
our method and the orange line indicates clustering
based method with clustering loss and contrastive
loss. We find that a larger number of clusters K
generally leads to better results for OOD detection.
As K increases, the blue curve moves upward to
the right, showing that the larger number of clusters
allows more detailed consideration of IND samples.
It allows more OOD samples to be pushed away
from the clusters. In other words, OOD samples
that are placed inside a cluster can be located in
between as the clusters become more segregated.
Therefore, choosing an appropriately large K is ad-

Dataset Model Near OOD Far OOD
MSP 76.51 89

CLINC150 Energy 78.55 91.53
Mahalanobis 87.21 96.52
MSP 69.32 78.34

HWE Energy 71.32 83.31
Mahalanobis 78.63 90.46
MSP 58.62 88.07

BANKING77 Energy 58.87 92.23
Mahalanobis 70.34 98.57

Table 2: Performance comparison using different confi-
dence score functions. In this result, we set the number
of clusters K equal to the number of IND classes in
each dataset

vantageous for OOD detection. This is empirically
demonstrated in Figure 3.

5.3 Ablation study

As shown in Figure 3, our two-stage approach com-
bining clustering and PLL outperforms clustering-
based approaches (shown in orange and red) es-
pecially on near-OOD setups. This result reveals
that PLL at the second stage utilizes more categori-
cal information than the clustering-based models
in stage 1. In far-OOD, our method shows lower
performance in only one case (BANKING77) with
a very small margin (less than 0.5%). The green
line indicates the performance of the oracle model
that is supervised by ground truth labels of IND
samples during training. In CLINC150, the perfor-
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Dataset Model max min mean median
CLINC150 Clustering(Only) 4.268 2.464 3.508 3.566

PLL 18.776 4.46 9.92 8.968
HWU Clustering(Only) 7.523 3.577 5.439 5.35

PLL 16.997 5.588 10.082 9.153
BANKING Clustering(Only) 5.054 3.706 4.428 4.386

PLL 16.44 5.654 12.1 12.114

Table 3: Intra-cluster variance statistics

mance of our proposing model with high enough
k can be almost close to the green line in the near-
OOD setting. In addition, our methods show simi-
lar performance with the supervised model on the
HWU64 dataset in far-OOD settings.

Regarding to the choice for a scoring function,
Mahalanobis distance shows the best result regard-
less of datasets and OOD settings (Table 2). This is
because MSP and energy-based methods are based
on the predicted class probabilities while pseudo
labels can contain errors. In contrast, Mahalanobis
distance is based on representations, so it can be
more robust to clustering results even when there
are miss-labeled instances.

Figure 4: Inter-cluster distance statistics with different
numbers of nearest cluster centers.

Figure 5: Average silhouette score before and after PLL.

5.4 Analysis of representation space

To investigate why our PLL approach improves
OOD detection performance over clustering-based
methods, we additionally examine three metrics:
intra-cluster variance, inter-cluster distance, and

Figure 6: Distributions of the confidence scores before
PLL (left) and after PLL (right) on CLINC150 dataset
with IND class ratio of 0.75. The confidence score
distribution is shown in green for IND, yellow for near-
OOD, and blue for far-OOD.

the silhouette score. Table 3 shows the statis-
tics of intra-cluster variance, which can indicate
the degree of clustering of the data representa-
tions within a cluster. Specifically, we average
the distances of the representations of samples
with the same pseudo label to the cluster center
in the test set as intra-cluster variance, then report
min/max/mean/median values on all clusters. And
Figure 4 shows the inter-class distances. We aver-
age dot product distances between each class center
to its C nearest class centers, then average results
from all classes as inter-class distance. The x-axis
denotes the number of nearest centers C. We find
that the intra-cluster variance becomes higher when
the clustering is followed by PLL, which means
PLL can ruin intra-cluster distribution. However,
the inter-cluster distances are also significantly in-
creased through PLL. To find out the balance of
the two distances, we compare the silhouette scores
before and after PLL in Figure 5, which shows that
PLL improves the silhouette scores by a large mar-
gin. This implies that PLL can make the clusters far
apart from each other and therefore OOD sample
to be placed in between the clusters.

5.5 Visualizations

We visualize the confidence score distributions to
confirm the effectiveness of our PLL scheme. Fig-
ure 6 shows the confidence score distribution on
CLINC150 test set with the IND ratio of 0.75. Al-
though the score distributions of near-OOD and
IND still overlap when we apply clustering only, af-
ter performing PLL, the score distribution for IND
shifted to the left, while the distributions of both
OOD samples shifted to the other side. Therefore,
the score distributions become more discriminable
between IND and OOD samples through PLL.
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6 Conclusion

In this work, we proposed a two-stage framework
for unsupervised OOD detection that effectively uti-
lizes the categorical information of IND instances
by pseudo labeling and pseudo label learning. In
addition, for a more systematic analysis of OOD
performance, we introduced the near-OOD setting,
which is a more challenging yet realistic scenario.
In most of our experimental settings, our frame-
work outperforms the baseline models with signifi-
cant margins. We further justify the improvement
of the proposed model’s OOD detection perfor-
mance by analyzing the embedding space with in-
ter or intra-cluster distances and silhouette scores.
In future work, we will further investigate how to
reduce intra-cluster variations while maintaining
inter-cluster distances.

Limitations

The proposed methods show relatively stable per-
formance with respect to the number of clusters
(K), but it still has a limitation of choosing the
optimal one. In particular, we conduct the experi-
ment by setting the maximum value of K to 300.
However, a too large K can degrade the model
performance by reducing the number of samples
per cluster for classification in stage 2. In addition,
since the proposed framework depends on a clus-
tering method, its performance can be limited by
the clustering performance. Experiments are only
conducted on three intent task datasets due to the
near-OOD and the far-OOD settings in heteroge-
neous domains. We remain those limitations for
future works.
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