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Abstract

Scarcity of large-scale datasets, especially for
resource-impoverished languages encouraged
exploration of data-efficient methods for hate
speech detection. In this work, we progress
implicit and explicit hate speech detection us-
ing an input-level data augmentation technique,
task reformulation using entailment and cross-
learning across five languages. Our proposed
data augmentation technique EasyMixup, im-
proves the F1 performance across languages by
0.5-9%. We also observe substantial F1 gains
of 1-8% by reformulating hate speech detec-
tion as Entailment-style problem. We
further probe the contextual models and ob-
serve that higher layers encode implicit hate
while lower layers focus on explicit hate, high-
lighting the importance of token-level under-
standing for explicit and context-level for im-
plicit hate speech detection. 1

1 Introduction

Deep learning based methods (Badjatiya et al.,
2017; Zhang et al., 2018; Kshirsagar et al., 2018)
have shown impressive results in detecting hate
speech. Transformer based models (Caselli et al.,
2021; Tekiroğlu et al., 2020; Aluru et al., 2020;
Mozafari et al., 2019; Dutta et al., 2022) have fur-
ther pushed the state-of-the-art by leveraging large
amount of unlabeled data in a self-supervised man-
ner. Various hate speech detection datasets have
been contributed in textual (Gibert et al., 2018;
Davidson et al., 2017; Founta et al., 2018), au-
dio (Gupta et al., 2022) and visual (Gomez et al.,
2020) domains. However, these algorithms are
data-hungry and motivate development of algo-
rithms which are data-efficient.

To tackle this, we introduce an input-level
data augmentation technique EasyMixup and im-
prove hate speech detection in monolingual and

∗Work done during internship at ShareChat
1Code and Dataset splits - https://github.com/

Sumegh-git/data_efficient_hatedetect

multilingual settings. EasyMixup is inspired
by mixup based augmentation techniques which
are broadly categorized into input-level mixup (Yun
et al., 2019; Kim et al., 2020; Uddin et al., 2021;
Walawalkar et al., 2020) and hidden-level mixup
(Verma et al., 2019). EasyMixup follows the
input-level paradigm and leverages a simple ob-
servation that the label of a hateful instance is
preserved on concatenation with a hateful or non-
hateful instance. Similarly, label of a non-hateful
instance does not change on concatenation with
another non-hateful instance.

We also study the efficacy of reformulating hate
speech detection as Entailment-style prob-
lem. We extend the work by (Wang et al., 2021)
and perform detailed experiments under implicit,
explicit and multilingual settings. We observe that
monolingual entailment performs better than En-
glish based entailment. This observation is intu-
itive because the models are pretrained using pair
of sentences from same language and monolingual
entailment reflects the same settings.

Majority of the existing textual datasets focus
on explicit hate speech where swear, cuss, abusive
words are used to express the hateful intent. In
contrast, implicit hate speech employs subtle, indi-
rect and contextual ways for expressing hate speech
making it extremely harmful and difficult, as shown
in (ElSherief et al., 2021). Acknowledging this dif-
ference of expression, we explore the relationship
between explicit and implicit hate speech using
cross-learning and observe strong correlations. We
also perform probing experiments and observe that
lower layers focus on explicit hate speech while
higher layers are responsible for encoding implicit
hate speech. This alludes to the hypothesis that im-
plicit hate speech is more contextual in nature and
requires more understanding, while explicit hate
speech can be detected by leveraging lower-level
information.

In summary, our main contributions are:
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• We propose input-level data augmentation
technique EasyMixup which outperforms
previous methods for our task.

• We show performance gains by reformulat-
ing hate speech detection as monolingual
Entailment-style problem.

• We probe contextual models and observe that
higher layers encode implicit hate speech
while lower layers focus on explicit hate
speech.

• We show that correlations exist between ex-
plicit and implicit hate speech and leverage
that for improving hate speech detection.

Figure 1: (top) Mixing hateful (red) samples with either
hate (red) or non-hate (green) samples doesn’t change the final
label. Similarly mixing two non-hate (green) samples preserve
the final label. (bottom) Posing hatespeech classification as
entailment task. [Best viewed in color]

2 Methodology

2.1 EasyMixup

EasyMixup is an input-level data augmentation
technique where we leverage the observation that
ground truth label of a hateful sample does not
change on concatenation with another hateful or
non-hateful samples. Similarly, concatenation of
a non-hate sample with another non-hate sample
results in a novel non-hate sample as shown in
Figure 1(top). More formally, let’s say (si, yi) is
the sentence and it’s corresponding label y ∈ {hate,
non-hate} in a minibatch S and D is the entire

dataset,

S = {(s0, y0), (s1, y1), ..., (sn, yn)|(si, yi) ∈ D}

For every sample in the batch, si ∈ S, we
randomly select (si, yi) ∈ D with si ̸= si and
augmentation probability paug to create new aug-
mented sample:

siaug = ϕ(si, si), yiaug = yi ∨ yi

where ϕ is defined as :

ϕ(si, si) =

{
concat(si; si) p > pflip

concat(si; si) , otherwise

where, pflip is the sentence flipping probability and
concat() refers to concatenation. Flipping intro-
duces more augmentation and prevents the model
from learning positional bias. Finally, we get the
updated minibatch S by replacing original with
augmented samples (siaug , yiaug).

2.2 Entailment-style

We reformulate hate speech classification task
as an entailment-style task (Wang et al., 2021).
The (input, target) for the contextual model is:
(si[sep]lj , yi), where, si is the original sentence,
lj is the label-prompt, [sep] is the separator and
yi ∈ {0, 1} as shown in Figure 1 (bottom). Label-
prompt represents the ground-truth label of the sen-
tence in textual format. For example, this post
contains hatespeech / this post contains normal
words can be used as label-prompt for hate and
non-hate sentences respectively (Table B). The tar-
get to the model, yi = 0 indicates that the sentence,
si and label-prompt, lj do not entail each other.
yi = 1 indicates entailment. We extend analysis of
Entailment-style for multiple languages us-
ing monolingual and multilingual label-prompts.

2.3 Explicit and Implicit Hate Speech

In this section, we study the correlation between
explicit and implicit. As discussed previously, ex-
plicit hate speech comprises of cuss, swear, abu-
sive, profane words but implicit hate speech is more
contextual and indirect. While the manner of ex-
pression is different, the intent behind both these
modes is similar. To leverage this, we pretrain
on the task of explicit hate speech detection and
finetune it on implicit hate speech dataset and vice-
versa and observe consistent gains. We probe the
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Model Acc F1 ∆F1
RoBERTa-base 68.61 67.20 -
RoBERTa-Tw 69.18 67.64 +0.44
RoBERTa-TwS 69.54 67.88 +0.24
RoBERTa-TwS-EasyMixup 69.80 68.33 +0.45
Mathew et al. (2021) 69.00 67.40 -

Table 1: Explicit Hate: Accuracy and F1 score on
HateXplain dataset averaged over 3 runs.

Model Acc F1 ∆F1
RoBERTa-base 76.91 74.09 -
RoBERTa-Tw 77.86 75.77 +0.68
RoBERTa-TwS 78.36 76.13 +0.36
RoBERTa-TwS-EasyMixup 78.38 76.66 +0.53
ElSherief et al. (2021) 77.50 70.40 -

Table 2: Implicit Hate: Accuracy and F1 score on
LatentHatred dataset averaged over 3 runs.

layers of contextual models by extracting the fea-
tures from each layer and training a classifier over
these representations to understand how contextual
models encode the information about hate speech
and observe that explicit and implicit hate speech
is encoded differently.

3 Dataset and Models

Explicit: We experiment with HateXplain
(HX)(Mathew et al., 2021) dataset for explicit hate
speech study. HateXplain (HX) captures ex-
plicit lexicon based hate speech posts collected
from popular social media sites like Twitter and
Gab.
Implicit: For implicit hate speech, we use
LatentHatred (LH)(ElSherief et al., 2021),
which comprises of implicit hate speech containing
indirect/coded language.
Multilingual: We also experiment with explicit
hate speech datasets in French (FR), Spanish (ES),
Arabic (AR) and Portuguese (PT) 2 for evaluating
our methodolgy for different languages. Since the
taxonomy was different for each label, we focus
on the datapoints annotated with hate and non-hate
labels only (Poletto et al., 2021). In Appendix
Section A, we summarize the details and statistics

2hatespeechdata.com

Model Accuracy F1 Score ∆F1
RoBERTa-Tw 69.18 67.64 -
RoBERTa-Tw-IH 70.74 68.88 +1.24
RoBERTa-Tw 77.86 75.77 -
RoBERTa-Tw-EH 78.38 75.95 +0.18

Table 3: Cross-Learning results between explicit and implicit
hate speech detection.

Lang DL XLM-R XLM-Tw XLM-TwS EM-mo EM-mu
FR 65.95 64.48 68.36 72.73 78.58 81.16
ES 73.29 76.99 77.27 77.87 79.23 80.66
AR 83.20 82.36 83.57 84.50 84.80 85.60
PT 69.41 71.83 72.35 72.76 73.60 74.09

Table 4: F1 score on two-way classification (hate, non-
hate) for different languages using adaptation and mono-
lingual (EM-mo) and multilingual (EM-mu) variations of
EasyMixup augmentation. DL((Aluru et al., 2020))

Baseline + prompt-en + prompt
Acc F1 Acc F1 Acc F1

HX 69.85 68.36 72.97 71.39 72.97 71.39
LH 77.81 74.42 78.57 75.97 78.57 75.97
FR 88.46 84.62 88.55 84.64 94.23 92.83
ES 76.13 75.87 77.06 76.74 80.44 79.97
AR 89.67 78.09 89.30 78.51 90.41 82.03
PT 72.19 66.50 75.00 67.98 79.23 71.04

Table 5: F1 score on entailment task for all datasets using en-
glish prompts (prompt-en) and language-specific prompts
(prompt). Baseline corresponds to BERT-base for HX,
LH and mBERT for rest. For English datasets, prompt is
equivalent to prompt-en.

of all the datasets.
Models: We consider RoBERTa-base (Liu et al.,
2019) and XLM-R (Conneau et al., 2020) as
the baseline model for English and other lan-
guages respectively. For exploring the impact
of domain adaptive models, we experiment with
RoBERTa-Tw and XLM-Tw models. For the mul-
tilingual experiments, we use XLM-TwS, which
is the XLM-Tw model finetuned on the UMSAB
dataset (Barbieri et al., 2021).More details in Ap-
pendix Section C.

4 Results

Explicit: In Table 1, we report the results
on HateXplain dataset. We observe that
RoBERTa-Tw improves upon the results of
RoBERTa-base model. This shows that the pre-
training over similar domain (social media) helps
in achieving better performance. RoBERTa-TwS
which has been trained for sentiment detection
demonstrates further improvement highlighting
the correlation between sentiments and hate-
speech detection. On adding our augmentation
(RoBERTa-TwS-EasyMixup), we notice fur-
ther performance gains demonstrating the bene-
fits of EasyMixup augmentation. Overall, our
results improve upon the previously reported base-
line (Mathew et al., 2021).
Implicit: We conduct similar experiments on
LatentHatred dataset. We notice gains by
using the domain adapted RoBERTa-Tw model.
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Figure 2: Layer-wise probing results on HateXplain
(top) and LatentHatred (bottom) datasets for
RoBERTa-base, RoBERTa-Tw and RoBERTa-TwS
[Best viewed in color].

RoBERTa-TwS does not improve the accuracy
but improves upon the F1 score which is a bet-
ter metrics due to data imbalance. Addition
of EasyMixup (RoBERTa-TwS-EasyMixup)
further improves the performance. Our results im-
prove upon the previously reported state-of-the-art
results 2.
Explicit-Multilingual: We evaluate our method
on 4 more languages in Table 4 and observe similar
trends. For all the languages, multilingual domain
(XLM-Tw) and task adapted (XLM-TwS) mod-
els perform better than the base model (XLM-R).
On integration of EasyMixup, we further note
improvements. We also experiment with sam-
pling augmented samples from other languages
(EM-mu) and notice further gains highlighting
the cross learning between languages by 1-3%.
We compare EasyMixup with state-of-the-art
method SSMixup in Table 6 and observe that
EasyMixup improves the performance by 1-2%
for both implicit and explicit hate-speech detection.
Entailment-style: In Table 5, we report the re-
sults using monolingual3 and English prompts and
observe that monolingual prompts outperform En-
glish prompts. This is not surprising considering
that models are trained on pairs of sentences from
same language only. We use mBERT/ BERT-base
for this study as it has been trained with NSP task
which aligns with Entailment-style. Check
Appendix B for more details.
Implicit-Explicit Correlation: We finetune the
RoBERTa-Tw model on implicit hate speech

3We used Google Translate to obtain monolingual prompt

Model Acc F1
LatentHatred

BERT-base 76.51 73.70
+SSMixup (Yoon et al., 2021) 77.30 74.76
+EasyMixup 77.52 75.28

HateXplain
BERT-base (Mathew et al., 2021) 69.00 67.40
+SSMixup 69.59 67.72
+EasyMixup 69.70 68.66

Table 6: Comparing EasyMixupwith SSMixup (Yoon et al.,
2021)

(RoBERTa-Tw-IH) before training it for implicit
hate speech and observe the F1 improvement from
67.64 to 68.88 in Table 3. This shows that implicit
hate speech detection benefits the task of explicit
hate speech. Similarly, F1 score of implicit hate
speech detection improves from 75.77 to 75.95 by
finetuning using explicit hate speech dataset.

Probing: In Figure 2, we plot the F1 score of
RoBERTa-base and RoBERTa-Tw for explicit
and implicit hate speech across different layers of
the contextual model. We note that lower layers
show higher F1 for explicit hate speech detection
(expected layer = 0.98), while higher layers demon-
strate better implicit hate detection performance
(expected layer = 5.12). This alludes to the hypoth-
esis that implicit hate speech is contextual in nature
while explicit hate speech can be detected by using
token-level information also. Training details are
described in Appendix Section D.

5 Conclusion

In this work, we introduced a novel input-
level data-augmentation technique, EasyMixup
which shows performance gains over monolin-
gual and multilingual settings. We also explored
reformulation of hate speech classification as
Entailment-style problem and achieved sub-
stantial performance gains using monolingual en-
tailment. We also performed layer probing to
find that higher layers encode implicit hate in-
formation, while lower layers are more focused
on explicit hate speech highlighting the contex-
tual nature of implicit and token-level depen-
dence of explicit hate speech. In future work,
we would like to explore how EasyMixup and
Entailment-style perform when ensembled
together in both mono, multi-lingual settings.
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6 Limitations

One limitation would be that EasyMixup won’t
be applicable in tasks like sentiment analysis where
the final mixed label might not be binary.
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A Dataset

In Table 7, we note the dataset size and source
of the datasets used in our study. Majority of the
datasets are source from Twitter and have data im-
balance.
Explicit Hate (HX): HateXplain dataset has
been sourced from Twitter and Gab. The lexicon
set from (Davidson et al., 2017), (Ousidhoum et al.,
2019a) & (Mathew et al., 2019) is combined to sam-
ple 1% tweets in the period Jan-2019 to Jun-2020.
For Gab, they use the dataset provided by (Mathew
et al., 2019). All posts containing embedded links,
pictures, videos were removed and usernames were
anonymized by replacing with user token. Each
post in the dataset is labelled into 3 categories: Nor-
mal, Offensive or Hateful. For the annotation task,
Amazon Mechanical Turk (MTurk) workers are
used where each post is labelled by 3 annotators
and the ground truth class is chosen by majority
voting. Finally, 19,229 posts were annotated of
which 5,935 were hateful, 5,480 were offensive
and 7,814 were normal. For the rest 919 posts the
annotators provided 3 different classes and hence
these were discarded.
Implicit Hate (LH): LatentHatred introduces
a theoretically-justified taxonomy of implicit hate-
speech with fine-grained labels on eight ideological
clusters of US hate groups as given by the SPCL
report - Black Separatist, White Nationalist, Neo-
Nazi, Anti-Muslim, Racist Skinhead, Ku Klux Clan,
Anti-LGBT and Anti-Immigrant. For high-level
categorization, the tweets were categorized into ex-
plicit hate, implicit hate & non-hateful. Overall,
the dataset contains 21,480 tweets, where 7,100
were implicit hate, 1,089 explicit hate and 13,291
non-hateful. Using majority vote, labels were ob-
tained for 19,112 tweets of which 4,909 were im-
plicit hate, 13,291 non-hateful and rest 933 explicit
hate were discarded. For a finer categorization, 6
labels were chosen representing principal axes of
implicit hate - White Grievance, Incitement, Inferi-
ority, Irony, Stereotypes & Threatening. The 4,909
implicit hate tweets labeled in the high-level stage
were further annotated using the above mentioned
fine-grained labels.
Multilingual: We collected 6 publicly available
datasets in 4 different languages - French, Spanish,
Arabic and Portuguese and combined them individ-
ually. Each dataset had a variety of labels - hate,
abusive, profanity, offensive etc. Since the taxon-
omy is different for each label, we focus on the

Dataset Source #datapoints %hate
HateXplain Twitter, Gab 19,229 30.86
LatentHatred Twitter 20,391 34.82
Arabic Twitter 5,418 17.07
Portuguese Twitter 5,670 31.53
Spanish Twitter 11,150 33.29
French Twitter 1,028 20.14

Table 7: Dataset Statistics

datapoints annotated with hate and non-hate labels.
We describe each dataset in following section.

• Arabic (AR): Mulki et al. (2019) contains
Syrian/Lebanese political tweets labeled as
abusive, normal or hate. (Ousidhoum et al.,
2019b) consists of multi-labeled tweets based
on attributes like hostility, target, directness,
etc.

• Spanish (ES): Basile et al. (2019) provided
a multilingual hatespeech dataset against
women & immigrants. Quijano-Sanchez et al.
(2019) collected a small hatespeech dataset in
spanish with hate/non-hate labels.

• Portuguese (PT): Fortuna et al. (2019) pro-
vided a hierarchically labeled hatespeech
dataset of which we use only the binary la-
bels for our task.

• French (FR): Ousidhoum et al. (2019b) con-
sists of multi-labeled tweets based on at-
tributes like hostility, target, directness, etc.

B Prompts used for
Entailment-style task

Refer to Table 8.

C Model Details

RoBERTa-Tw is based on RoBERTa-base
model trained on 60M English tweets. XLM-Tw
(Barbieri et al., 2021) is a XLM-R model trained
on 200M tweets retrieved from 30+ languages. For
task-adaptive models, we take RoBERTa-TwS and
RoBERTa-Tw-EH which are initialized with the
RoBERTa-Tw model and further finetuned using
Sentiment and Hatespeech classification data from
the TweetEval (Barbieri et al., 2020) benchmark.

D Implementation Details

We perform all experiments with 3 different seeds
on a single NVIDIA V100 GPU and report the
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Language Label Description
HateXplain this post contains hate speech / this post contains {offensive,normal} words
LatentHatred this is implicit hate / this is normal
French c’est odieux / c’est normal
Spanish esto es odioso / esto es normal
Arabic
Portuguese este post contém discurso de ódio / este post contém palavras normais

Table 8: Prompts used across various datasets for Entailment-style task.

average score. We use a batch size of 16 and
maximum sequence length of 128. We choose
initial learning rate from {3e-5, 4e-5, 5e-5} and
perform linear decay after 10% warmup steps. We
use the AdamW optimizer and train our models
for 5 epochs. The classifier head consists of a
2-layer MLP with ReLU activation. We choose
the best checkpoint using validation metrics ev-
ery epoch. From our experiments, we found best
reported results were obtained by combining offen-
sive+normal & hate+normal classes for HateX-
plain and hate+normal classes for LatentHatred
and keeping paug = 0.2 and pflip = 0.5.

For the probing experiments, we train the 2-layer
MLP probe classifier for 50 epochs with batch size
64 and learning rate 1e-3.

For the entailment experiments, we use a batch
size 128 (required for entailment method to get
good gains) consistently for all methods and learn-
ing rate 3e-5.

E Effect of Length

We used the max sequence length of 128 in
our experiments. < 1% of samples exceed
this limit across all datasets - HateXplain,
LatentHatred, MultilingualHate.
Thus, length of 128 tokens does not degrade
Entailment-style performance. However,
in case of EasyMixup, length of concatenated
sentences could exceed 128 tokens. To evaluate
the impact, we repeat experiments using best per-
forming model - RoBERTa-TwS-EasyMixup
(averaged over 3 random seeds) keeping maximum
sequence length as 512. For HateXplain,
∆ Accuracy / F1 ∼ 0.00 / -0.03 % and for
LatentHatred ∆ Accuracy / F1 ∼ +0.21 /
-0.05 %. As we can see there is no significant
impact from the reported results. This can be
attributed to the fact that we do probabilistic mixup
in EasyMixup (paug = 0.2 and pflip = 0.5).
Thus the model sees all type of examples during
the training phase.

F Ethical Considerations

All the datasets that we use are publicly available.
We report only aggregated results in the main paper.
We have not or do not intend to share any Person-
ally Identifiable Data with this paper. We release
the code and data associated with this paper as well
- https://anonymous.4open.science/
r/data_efficient_hatedetect/
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