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Abstract

Natural language instructions are a powerful in-
terface for editing the outputs of text-to-image
diffusion models. However, several challenges
need to be addressed: 1) underspecification
(the need to model the implicit meaning of in-
structions) 2) grounding (the need to localize
where the edit has to be performed), 3) faith-
fulness (the need to preserve the elements of
the image not affected by the edit instruction).
Current approaches focusing on image editing
with natural language instructions rely on au-
tomatically generated paired data, which, as
shown in our investigation, is noisy and some-
times nonsensical, exacerbating the above is-
sues. Building on recent advances in segmenta-
tion, Chain-of-Thought prompting, and visual
question answering, we significantly improve
the quality of the paired data. In addition, we
enhance the supervision signal by highlighting
parts of the image that need to be changed by
the instruction. The model fine-tuned on the
improved data is capable of performing fine-
grained object-centric edits better than state-of-
the-art baselines, mitigating the problems out-
lined above, as shown by automatic and human
evaluations. Moreover, our model is capable of
generalizing to domains unseen during training,
such as visual metaphors.

1 Introduction

Frameworks for large-scale text-conditional image
synthesis, which rely on diffusion processes (Sa-
haria et al., 2022; Rombach et al., 2022a; Ramesh
et al., 2021; Nichol et al., 2021) have shown im-
pressive generative capabilities and practical uses.
Notably, image editing guided by text has garnered
considerable attention due to its ease of use and
seemingly high-quality results (Avrahami et al.,
2022b,a; Hertz et al., 2022a; Kawar et al., 2023).
These advances are now utilized in leading industry
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Figure 1: (a) Input Image (b) Edited image from In-
structPix2Pix (Brooks et al., 2023) with the instruction
Add a lighthouse.

tools such as Adobe Photoshop1, bridging the gap
between technology and content creators.

While natural language instructions act as a
powerful interface for editing images, following
them remains a challenging task for several reasons.
First, these instructions are often underspecified,
requiring models to uncover their implicit meaning.
For example, in Figure 1 for the input image (a),
the user provides a prompt Add a lighthouse. The
model needs to understand how a lighthouse looks,
that only one lighthouse needs to be added and that
it needs to be placed on land and not in the water.
Second, models must be able to localize where the
“background" is in the image so that the lighthouse
can be added appropriately (grounding). Finally,
models must follow instructions faithfully, i.e. pre-
serve the elements of the image not affected by the
edit instruction (e.g., both houses in Figure 1 (a)).

One of the key challenges for making progress
on the task of image editing via natural language
instructions is the lack of high-quality annotated
or naturally occurring data. Recently, Brooks et al.
(2023) proposed a way to handle this by automat-
ically creating a paired dataset utilizing large lan-
guage models and text-to-image models. They

1adobe.com/sensei/generative-ai
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(a) Add a lighthouse (b) (c) (d)

Figure 2: Steps to create parallel data: (a) Input Image + Edit Instruction; (b) Image with grounding in the form of a
bounding box for the entity where transformation has to be made; (c) Masked localized segment of the grounded
image where the transformation has to be made; (d) Final output.

further train a conditional diffusion model on this
paired data of synthetic examples and show that
their model is capable of editing images condi-
tioned on natural language instructions at run-time.
However, closer inspection reveals that the data is
noisy and sometimes nonsensical. As can be seen
in Figure 1 (b) the model adds three lighthouses
instead of one, likely due to the underspecification
of the instruction and the lack of grounding. Fur-
thermore, it compromises faithfulness by removing
both houses from the input image.

To tackle these challenges we first create a high-
quality corpus starting from the parallel data re-
leased by Brooks et al. (2023). For example, given
the caption of the input image in Figure 1, Ocean
Cottage by Todd Baxter, and an edit instruction
Add a lighthouse, we use recent advances in Chain-
of-Thought prompting (Wei et al., 2022) to iden-
tify whether the transformation can be performed
in the context of the input image and what entity
should be transformed. The entity and the input
image are fed to an object detection model Ground-
ingDINO (Liu et al., 2023). As can be seen in Fig-
ure 2 (b), DINO draws a bounding box to denote
“background". However, grounding in the form
of bounding boxes cannot entirely disentangle the
entity of interest. Thus, we use recent advances
in image segmentation (Kirillov et al., 2023) to
identify the exact segment containing the entity
that needs to be masked (see Figure 2 (c)) and and
use Stable Diffusion+Inpainting (Rombach et al.,
2022a) with the masked image (c) to obtain the
edited output (Figure 2(d)).

To further account for faithfulness in our paired
training data we leverage techniques from VQA
(Antol et al., 2015) to ensure that the edited im-

ages remain faithful to the entities in the original
image. For this, we generate relevant questions
with ’Yes/No’ answers regarding the unmodified
elements in the image such as "Does this image
contain a cottage" or questions regarding objects
in the instruction "Is there a lighthouse in the im-
age" using the Vicuna-13B model (Chiang et al.,
2023). Given an image-question pair, we then use
the BLIP-2 VQA-model Li et al. (2023) to collect
responses and re-rank generated images from Sta-
ble Diffusion+Inpainting by faithfulness scores in
terms of correct answers and select the best one
for higher quality. We then fine-tune the model on
this newly created parallel data. In addition, both
during finetuning and inference, we enhance the
supervision signal by denoising parts of the image
that need to be changed by the instruction as shown
in Figure 5.

To summarize, our contributions are:

• Improving the quality of existing paired datasets
used for image editing via natural language in-
structions with the help of recent advances in
segmentation, Chain-of-Thought prompting, and
visual question answering.

• Curating a test set of diverse non-noisy instruc-
tions, consisting of both in-domain and out-of-
domain examples and conducting a thorough
evaluation across SOTA baselines and our model
ablations.

• Demonstrating that fine-tuning a diffusion model
on our parallel data enhanced with supervision
signal leads to a significant improvement over
several compelling baselines in terms of faithful-
ness using TIFA scores (Hu et al., 2023) as well
as instruction satisfiability. Our human evalua-
tion corroborates these findings.
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(a) (b)

(c) (d)

Figure 3: Examples of noisy edit instructions and image-pairs: (a) Make her look like an android; (b) Make the
rocky mountains look like a chessboard; (c) Replace her with a bird; (d) Have it be a lighthouse.

We release our code, data and pretrained models.2

2 Data

2.1 Problems with Existing Datasets

The dataset introduced by (Brooks et al., 2023)
marked a significant step towards enabling diffu-
sion models to comprehend instructions for im-
age editing. However, since GPT-3 was used to
generate captions and edit instructions (Figure 9
in Appendix A), the constructed image-edit pairs
suffered from various limitations that makes the
editing process less precise and efficient.

One of the frequent concerns in the edit instruc-
tions is that many of them are vague and incompre-
hensible to perform a successful edit. Furthermore,
many of the edit instructions suffer from language
model hallucinations. For instance, in Figure 3 (b),
the instruction “Make the rocky mountains look
like a chessboard" is not sensible in the context of
the input image. In Figure 3 (c), the gold image
does not actually represent the instruction, creating
issues in the instruction following the fine-tuned
model. Furthermore, object-centric instructions are
inherently harder for diffusion models. Models that
cannot localize the corresponding entity or region
in the image end up performing incorrect or exces-
sive modifications, resulting in images that are not
faithful to the instruction or input image as can be
seen in Figures 3 (c) and (d). This undermines the

2github.com/tuhinjubcse/FaithfulEdits_EMNLP2023

quality of the training set and leads to non-faithful
edits by fine-tuned diffusion models.

2.2 High-Quality Training Dataset Curation
We describe our approach for curating the dataset
with focus on addressing the above-mentioned
challenges including underspecification, ground-
ing, and faithfulness.

Filtering noise and handling under-specification
To improve the noisy synthetically generated edit
instructions from (Brooks et al., 2023), we leverage
the reasoning capabilities of large language models
through Chain-of-Thought prompting (Wei et al.,
2022) to jointly predict whether the instruction is
appropriate w.r.t the context present in the original
caption and to generate the entity/region that needs
to be grounded and changed for performing the edit.
Table 3 in Appendix A shows how we jointly elicit
the edit entity as well as a verdict on whether the
transformation is possible. Large language models
can uncover implicit entities in image editing tasks
based on their own commonsense knowledge, even
without explicit mentions in the input caption or
edit instruction. For instance, in Figure 4 given the
original image with the caption Buttermere Lake
District and edit instruction Add an aurora borealis,
the model outputs that the entity to which the edit
is applied is sky, using the implicit commonsense
knowledge that “aurora borealis" has to appear in
the sky.

We filter object-centric image-instruction pairs
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CAPTION:
Buttermere Lake District

Is the edit possible?

NO

YES

Add segmented 
image

Add 3 generated 
images

VQA: [ “Is there a lake district in the painting?” , “Does the image contain an aurora borealis?”] 

 

INSTRUCTION:
Add an aurora borealis

COT 
PROMPT

Discard 
Sample

Grounding
DINO

Edit Entity: 
SKY

NO

Segment
Anything Mask

Stable 
Diffusion 
Inpainting

Figure 4: Steps to create high-quality training parallel data: Given an input image, caption, and edit instruction we
first use Chain-of-Thought (CoT) prompting with ChatGPT to identify whether the edit instruction is sensible and if
it is, what is the entity that needs to be transformed. Using the LLM-generated edit entity we use GroundingDINO
to localize it and SAM (Segment Anything Mask) to segment it. We then use Stable Diffusion Inpainting to generate
3 images and filter out the best image with the help of VQA.

that align with the original caption, discarding im-
ages lacking a specific segment for editing. This
ensures high-quality, precise, and contextually ap-
propriate entity-centric image editing.

Incorporating Grounding We utilize object
detection and segmentation to provide addi-
tional supervision signals for grounded-image edit-
ing. The edit entity generated from ChatGPT
(gpt-3.5-turbo) in the previous step is given as
an input to the open-set object detection model
GroundingDINO (Liu et al., 2023) that generates a
rectangular box around the region/entity that needs
to be altered. After getting the box coordinates
from GroundingDINO, we further perform the im-
age segmentation using the SOTA model SAM
(Segment Anything Mask) (Kirillov et al., 2023),
which takes point inputs for generating a segmenta-
tion mask over the entity. These steps can be seen
in Figure 4: ChatGPT outputs the entity to which
the edit has to be applied given the caption and
the instruction (sky), GroundingDINO locates the
entity (red rectangular box), and the SAM model
further disentangles the sky from the mountains.

Generating Images using Stable Diffusion In-
painting Stable Diffusion Inpainting is a latent

text-to-image diffusion model capable of gener-
ating photo-realistic images given any text input,
with the extra capability of inpainting a specified
area of an image given a mask. However, this
model does not understand implicit instructions
and requires captions of the original image, so we
use the "edited caption" (See Figure 9 in Appendix
A) present in the existing dataset to perform the
edit operation on the image. We feed the binary
image-segmentation mask generated by the SAM
model as seen in Figure 4 along with the input im-
age and the edited caption to perform the required
entity-centric edit on the image. Stable Diffusion
Inpainting generated images might not be always
faithful, so we generate three images per input and
re-rank them based on faithfulness as described
below.

Ensuring Faithfulness To further account for
faithfulness, we leverage techniques from Visual
Question Answering (Antol et al., 2015) to ensure
that the edited images are faithful to the instruction
as well as to the entities in the original image. We
formulate relevant questions regarding the unmodi-
fied elements in the image such as the presence of
specific objects or contextual information. We gen-

9633



erate these questions using the Vicuna-13B model
(Chiang et al., 2023), a LLaMA model (Touvron
et al., 2023) fine-tuned for instruction following.
We use the edited caption available in the dataset
to extract noun phrases and drop entities which
are either locations or names of individuals. For
example, in Figure 4, given the edited caption "But-
termere Lake District with Aurora Borealis" and
the extracted entities Buttermere, Lake District and
Aurora Borealis, we drop Buttermere and pass the
other two entities to the Vicuna model to generate
question-answer pairs. Figure 4 shows the gen-
erated questions corresponding to the individual
entities.

For Remove or Delete instructions, we need to
ensure that the edit entity is not present in the re-
sulting image. Along with the edited caption and
the extracted entities, we also pass the edit instruc-
tion to generate a question ensuring a successful
edit. For instance, suppose the original caption is
Buttermere Lake District with Aurora Borealis and
the edit instruction is Remove Aurora Borealis. We
input the edited caption Buttermere Lake District,
the entity lake district, and the edit instruction to
generate the following questions: Is there a lake
district in the picture? and Does the picture contain
Aurora Borealis? along with the corresponding cor-
rect answers Yes, No.

We input the questions and the image generated
by Stable Diffusion Inpainting in the SOTA VQA-
model BLIP-2 (Li et al., 2023) to extract whether
entities are present in the edited image. We count
the number of correct answers (No for remove in-
structions, Yes for other instructions) for each of
the three images generated using Stable Diffusion
Inpainting and select the one having the largest
number of correct answers.

2.3 Test Data creation

Our test set of 465 <image, instruction> pairs is
curated carefully across both in-domain and out-of-
domain images to account for model robustness and
generalization capabilities. To create an in-domain
test set, we deployed a filtering strategy where we
only retained those examples in our test having a
CLIP-similarity score (Radford et al., 2021) less
than 0.7 with every other training image. We fur-
ther focus on multiple carefully chosen verbs such
as Replace, Swap, Add, Turn, Change and generate
20 images per verb leading to 200 diverse <image,
instruction> pairs.

Dataset Type Total Pairs
Instr-Pix2Pix (In-domain) 200

Magic-Brush (Out-domain) 200
Visual-Metaphors (Out-domain) 65

Table 1: Test split and number of image-caption pairs.

For creating an out-of-domain test set, we use
two sources of examples. First, we consider the
recently released MagicBrush dataset (Zhang et al.,
2023). This is a manually annotated dataset for
instruction-guided image editing that covers multi-
ple scenarios including single-turn and multi-turn
edits. They sample real-world images from the MS-
COCO (Lin et al., 2015) dataset, ask annotators to
write instructions, and use the DALLE-2 (Ramesh
et al., 2022) image editing platform to interactively
synthesize target images. For our experiments, we
only consider single-turn edits. We discard the
Change Action instructions such as Make the per-
son jump, Make the dog look away as they were
not present in the original InstructPix2Pix data. We
finally select 200 random images from the Mag-
icBrush test set after the above considerations.

Second, we use a dataset of 100 DALLE-
generated imperfect visual metaphor images paired
with expert-written natural language instructions to
improve them (Chakrabarty et al., 2023). We select
65 single-turn images with verbs that are already
present in our in-domain test set.

3 Fine-tuning with Additional
Supervision

Our training set curation pipeline led to a set of
52,208 high-quality instruction-images pairs. We
split this data in 80:10:10 for the training, valida-
tion, and test sets, respectively.

We follow the same protocol as InstructPix2Pix
training and use their codebase. For an image x,
the diffusion process adds noise to the encoded la-
tent producing a noisy latent z = E(x) where the
noise level zt increases over timesteps t ∈ T . We
learn a network θ that predicts the noise added to
the noisy latent zt given image conditioning cI and
text instruction conditioning cT . We minimize the
latent diffusion objective and initialize the weights
of our model with the InstructPix2Pix checkpoint.
To support image conditioning, we add input chan-
nels to the first convolutional layer, concatenating
zt and E(cI). All available weights of the diffusion
model are initialized from the pre-trained check-
points, and weights that operate on the newly added
input channels are initialized to zero. We reuse the
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same text conditioning mechanism that was origi-
nally intended for captions to instead take as input
the text edit instruction cT . We experiment with
two different training strategies with additional su-
pervision on top of the vanilla InstructPix2Pix.

1. Bounding Box Supervision: During fine-
tuning, the image conditioning cI is set to
an image with the bounding box around the
region of interest (see Figure 5 (a)).

2. Segmentation Mask Supervision: During
fine-tuning, the image conditioning cI is set
to the image with a denoised segmentation
mask around the region/entity of interest. (see
Figure 5 (b)).

(a) (b)

Figure 5: (a) Bounding Box supervision (b) Segmenta-
tion Mask supervision. Edit instruction: make the skirt
red.

We initialized our model weights from the In-
structPix2Pix model and finetuned for an additional
8k steps on NVIDIA-A100GPUs. We adopt the
rest of the hyperparameters from the public Instruct-
Pix2Pix public repository. Further details for hy-
perparameters during inference are mentioned in
Appendix A.

4 Models

Below we describe how we use some of the state-
of-the-art baselines as well as ablations of our best
model to generate outputs based on the test set
instruction-image pairs.

InstructPix2Pix We use the off-the-shelf In-
structPix2Pix (Brooks et al., 2023) model check-
point.

Instruct-X-Decoder Zou et al. (2023) released
the X-Decoder model that provides a unified way
to support all types of image segmentation and a

variety of vision-language (VL) tasks. Given the
high-quality referring segmentation results with
X-Decoder, they further combine it with an off-the-
shelf Stable Diffusion image inpainting model and
perform zero-shot referring image editing.3

Grounded Inpainting Grounded-Inpainting
module proposed by (Liu et al., 2023) deployed
with gpt-3.5-turbo language model to identify
the region/object of interest from the correspond-
ing edit instruction. The pipeline then includes
identifying the bounding box for the region of
interest and generating a binary segmentation mask
before passing it to the Stable Diffusion Inpainting
model (Rombach et al., 2022b). We only provide
the instruction to the inpainting module as opposed
to the complete caption during the training dataset
curation for fairness to other baselines.

InstructPix2Pix+BoundingBox We use the
model fine-tuned with a bounding box supervision
signal described in section 3. During the infer-
ence, the bounding box is constructed with the
GroundingDINO model (Liu et al., 2023) using
the entity extracted from the edit instruction by
gpt-3.5-turbo.

InstructPix2Pix+EntityMask We use the model
fine-tuned with a segmentation mask supervision
signal described in section 3. During the inference,
the segmentation mask is constructed with the Seg-
ment Anything Mask (SAM) model (Kirillov et al.,
2023) using the entity extracted from the edit in-
struction by gpt-3.5-turbo.

5 Evaluation

Automatic Evaluation using TIFA-Score We
use a recent metric proposed by Hu et al. (2023),
TIFA (Text-to-image Faithfulness evaluation with
question-answering),4 for evaluating the faithful-
ness of the generated images to their text inputs.
TIFA evaluates a generated image using a two-stage
pipeline: first, generates a list of question-answer
pairs that cover various aspects of the contextual
information provided in the given caption, and then
uses SOTA VQA models such as BLIP-2 to an-
swer these questions and match the correct answers
for faithfulness. This framework is proposed for
benchmarking diffusion models. The framework
generates 7-10 question-answer pairs per image

3github.com/microsoft/X-Decoder
4tifa-benchmark.github.io
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caption (modified, which covers the instructional
edit aspects too). We average the score for individ-
ual images over all these question pairs. The final
score is reported as the average of the TIFA score
over all the images in the test set.

Human evaluation We randomly sample 100
examples from our test set with 50 images from
in-domain and 50 images from out-of-domain. We
recruit 31 annotators on Amazon Mechanical Turk
through a rigorous qualification test. We require
three distinct workers to do one HIT. Given an
input image and an edit instruction, they are asked
to judge if the output images from five systems
satisfy the edit by choosing between Yes, Partially
Yes, and No. Following prior work (Kayser et al.,
2021; Majumder et al., 2021; Chakrabarty et al.,
2022), we map these to 1, 12 , 0 respectively and
report the average as Hscore. Additionally, we ask
the annotators to consider how faithful the output
image is to the input: if the output image changes
several elements that were beyond the scope of the
edit instruction, they are asked to respond No. We
require them to provide justification for their choice
(see Figure 6) to prevent random guessing.

(a)

(b)

Figure 6: Human evaluation framework (a) Input Image
with Edit Instruction (b) Example of a bad edit

6 Results

Table 2 shows the performance of our model and
the baselines on the in-domain and out-of-domain
parts of the test set in terms of both automatic and
human evaluation. InstructPix2Pix+EntityMask
appears to be the winning system with Instruct-
Pix2Pix+BoundingBox coming second. These re-
sults indicate that our improved data combined with

the additional supervision signal lead to better ed-
its.

System TIFA Hscore-I Hscore-O

Instruct-X-Decoder 58.10 29.1 17.5
Grounded Inpainting 56.74 40.3 22.3
InstrP2P 62.24 49.3 25.2

InstrP2P+BOUNDINGBOX 63.39 62.8 37.7
InstrP2P+ENTITYMASK 65.84 69.8 65.1

Table 2: Automatic evaluation using TIFA scores on the
entire test set and human evaluation on in-domain(Hscore-
I) and out-of-domain (Hscore-O) parts of the test set.

TIFA acts well as a reference-free automatic eval-
uation metric and is useful in real-world settings
gold images are not necessarily available. For in-
stance, given the edited caption Red skirt balle-
rina for the edit Make it a red skirt (see top row
in Figure 7), TIFA generates several <question,
choices, answer> tuples such as <Is there a red
skirt?, [Yes, No], Yes>, <Who is wearing the red
skirt?, [Ballerina, Singer, Actress, Model], Bal-
lerina> , <What color is the skirt?, [Red, Blue,
Green, Yellow], Red> which are then scored by a
VQA model for correctness.

For human evaluation, as mentioned earlier,
three MTurkers were recruited for each instance.
The IAA using Krippendorff’s α (Krippendorff,
2011) is 0.58, indicating moderate agreement. Hu-
man judges consistently preferred our Instruct-
Pix2Pix+Entity Mask model and the gap between
our best model and the other baselines are sub-
stantial. All judges unanimously agreed that the
original InstructPix2Pix changes the images follow-
ing the instructions; however, the resulting images
exhibit excessive modification and lack photoreal-
ism. For instance, for image (iv) in the top row
in Figure 7 human judges rate the edit as bad and
give the following justification: The entire dress
has been changed to red and the background is a
different color. These explanations shed light on
user preferences corroborating the fact that humans
like the edits to be precise and faithful. Qualitative
examples in Figure 8 demonstrate that our model is
capable of generalizing to instructions and images
(primarily illustrations) from a completely different
domain. See more examples in Appendix B.

7 Related Work

Prior work can be categorized primarily among
text-guided image editing, involving the applica-
tion of multiple models such as language mod-
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(a) Make it a red skirt

(b) Change the white couch to a brown couch

Figure 7: Sample generations for an image from (a) instruct-pix2pix dataset (b) Magicbrush dataset. The images
displayed are following order (i) input-image, (ii) Grounded-Inpainting, (iii) X-Decoder, (iv) InstructPix2Pix, (v)
InstructPix2Pix+BoundingBox, (vi) InstructPix2Pix+EntityMask

(a) (b)

(c) (d)

Figure 8: Sample edits showing <Input, InstructPix2Pix, InstructPix2Pix+Entity Mask> for the metaphors and
corresponding edit instructions (a)["Her song is like a cloud of heavy smoke", "Add more smoke near the
microphone"] (b)["My heart is a garden tired with autumn", "Change the heart such that it is made of autumn
leaves"] (c) ["My head is like a vase growing","Replace the body of the purple vase with the face of a man"]
(d)["The river is a ribbon wide", "Add a landscape"]

els and diffusion models in a pipelined fashion
and purely diffusion-based generative models. Ap-
proaches falling under the paradigm of text-guided
image editing can be further subdivided into global-
description-guided editing and local-description-
guided editing. Imagic (Kawar et al., 2023) refines
a textual representation so that it aligns with a given
image and then blends this with a target description
to create diverse image edits. On the other hand,
Text2LIVE (Bar-Tal et al., 2022) employs a unique
approach that teaches a model to generate an edit
layer. This layer is then merged with the input
image, allowing for localized modifications. Coua-

iron et al. (2022) automatically generates a mask
highlighting regions of the input image that need to
be edited, by contrasting predictions of a diffusion
model conditioned on different text prompts. They
further rely on latent inference to preserve content
in those regions of interest and show excellent syn-
ergies with mask-based diffusion.

Methods such as Prompt2Prompt Hertz et al.
(2022b) utilize both local and global parts of the
image using a cross-attention network to perform
edits. Approaches proposed by Avrahami et al.
(2022b); Wang et al. (2023) work on regional de-
scriptions for localized editing. Instruction-guided
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editing as suggested by Brooks et al. (2023); Chen
et al. (2023); Fu et al. (2020); El-Nouby et al.
(2019) argues towards an approach to edit images
via language instructions without explicitly men-
tioning the contextual information. Recent works
from Liu et al. (2023) explore a strong object-
detection model coupled with strong segmentation
(Kirillov et al., 2023) model to edit via Stable Diffu-
sion model (Rombach et al., 2022a). Further work
(Saharia et al., 2022), (Richardson et al., 2021),
(Fu et al., 2020) explores stylistic-image editing
including via generative models. Unlike several ex-
isting prior works we focus on the faithfulness and
specificity of object-centric edits. Like Zhang et al.
(2023) we argue that high-quality training data and
incorporating grounding is the key to achieving
high-quality edits.

Recently there has been a growing interest in
using text-to-image diffusion models for creative
tasks such as creating illustrations or abstract art.
Akula et al. (2023) release MetaCLUE, consist-
ing of four interesting tasks (Classification, Under-
standing, Localization, and Generation) related to
metaphorical interpretation and generation of im-
ages. Chakrabarty et al. (2023) release a dataset
of visual metaphors through collaboration between
large language models and text-to-image models.
These model-generated outputs while being impres-
sive are often imperfect and require further edits.
Our results on editing imperfect visual metaphors
open up opportunities for content creators who can
simply use natural language instructions to steer
AI-generated images to their liking.

8 Conclusion

We address challenges in natural language-based
image editing tasks and provide a novel approach
to enhance the quality of the training data. We im-
prove the supervision signal and tackle the issues of
underspecification, grounding, and faithfulness by
leveraging advancements in segmentation, Chain-
of-Thought prompting, and VQA. Our models fine-
tuned on the improved dataset with enhanced su-
pervision signal outperform the existing baselines
on object-centric image editing both in terms of
automatic and human evaluation. Moreover, our
models showcase the capability to edit faithfully
on out-of-domain datasets. Overall our findings
highlight the significance of high-quality annota-
tion and grounded supervision signals for precise
and faithful image editing.

Limitations

While our best-performing model supports various
edit types on real images, we do not benchmark for
global editing (e.g., style transfer). Our method can
greatly enhance text-guided image editing, making
it accessible to more users without professional
knowledge, boosting their efficiency. However, the
risk of misuse for creating fake or harmful con-
tent is a concern. Therefore, implementing robust
safeguards and responsible AI protocols is critical.
Finally, while our data creation uses a pipeline of
best-performing state-of-the-art models, there is
still potential for error in our training data. Addi-
tionally, while TIFA score acts as a good reference-
free metric for automatic evaluation it is relying
on VQA model’s correct answers which may be
incorrect. Thus, we corroborate our results with
human evaluation. Our study focuses on single-
turn atomic instructions and does not show results
on multi-turn instructional edits. Additionally, our
method only works for natural language instruc-
tions in English and does not handle instructions in
other languages.

Ethics Statement

The use of text-to-image generation models is sub-
ject to concerns about intellectual property and
copyright of the images generated since the models
are trained on web-crawled images. We use the
LAION-Aesthetics dataset which primarily con-
sists of images from a variety of mediums (pho-
tographs, paintings, digital artwork). To ensure
the collection of high-quality human annotations
and fair treatment of our crowd workers, we have
implemented a meticulous payment plan for the
AMT task. We conduct a pilot study to estimate the
average time required to complete a session. We
pay our workers 18$/hr, which is above minimum
wage. All data collected by human respondents
were anonymized and only pertained to the data
they were being shown. We do not report demo-
graphic or geographic information so as to main-
tain full anonymity. Workers were paid their wages
in full immediately upon the completion of their
work.

References
Arjun R Akula, Brendan Driscoll, Pradyumna Narayana,

Soravit Changpinyo, Zhiwei Jia, Suyash Damle,
Garima Pruthi, Sugato Basu, Leonidas Guibas,

9638



William T Freeman, et al. 2023. Metaclue: Towards
comprehensive visual metaphors research. In Pro-
ceedings of the IEEE/CVF Conference on Computer
Vision and Pattern Recognition, pages 23201–23211.

Stanislaw Antol, Aishwarya Agrawal, Jiasen Lu, Mar-
garet Mitchell, Dhruv Batra, C Lawrence Zitnick, and
Devi Parikh. 2015. Vqa: Visual question answering.
In Proceedings of the IEEE international conference
on computer vision, pages 2425–2433.

Omri Avrahami, Ohad Fried, and Dani Lischinski.
2022a. Blended latent diffusion. arXiv preprint
arXiv:2206.02779.

Omri Avrahami, Dani Lischinski, and Ohad Fried.
2022b. Blended diffusion for text-driven editing of
natural images. In Proceedings of the IEEE/CVF
Conference on Computer Vision and Pattern Recog-
nition, pages 18208–18218.

Omer Bar-Tal, Dolev Ofri-Amar, Rafail Fridman, Yoni
Kasten, and Tali Dekel. 2022. Text2live: Text-
driven layered image and video editing. In Euro-
pean Conference on Computer Vision, pages 707–
723. Springer.

Tim Brooks, Aleksander Holynski, and Alexei A Efros.
2023. Instructpix2pix: Learning to follow image edit-
ing instructions. In Proceedings of the IEEE/CVF
Conference on Computer Vision and Pattern Recog-
nition, pages 18392–18402.

Tuhin Chakrabarty, Arkadiy Saakyan, Debanjan Ghosh,
and Smaranda Muresan. 2022. FLUTE: Figurative
language understanding through textual explanations.
In Proceedings of the 2022 Conference on Empiri-
cal Methods in Natural Language Processing, pages
7139–7159, Abu Dhabi, United Arab Emirates. As-
sociation for Computational Linguistics.

Tuhin Chakrabarty, Arkadiy Saakyan, Olivia Winn,
Artemis Panagopoulou, Yue Yang, Marianna Apid-
ianaki, and Smaranda Muresan. 2023. I spy a
metaphor: Large language models and diffusion
models co-create visual metaphors. arXiv preprint
arXiv:2305.14724.

Wenhu Chen, Hexiang Hu, Yandong Li, Nataniel Ruiz,
Xuhui Jia, Ming-Wei Chang, and William W. Cohen.
2023. Subject-driven text-to-image generation via
apprenticeship learning.

Wei-Lin Chiang, Zhuohan Li, Zi Lin, Ying Sheng,
Zhanghao Wu, Hao Zhang, Lianmin Zheng, Siyuan
Zhuang, Yonghao Zhuang, Joseph E. Gonzalez, Ion
Stoica, and Eric P. Xing. 2023. Vicuna: An open-
source chatbot impressing gpt-4 with 90%* chatgpt
quality.

Guillaume Couairon, Jakob Verbeek, Holger Schwenk,
and Matthieu Cord. 2022. Diffedit: Diffusion-based
semantic image editing with mask guidance. In The
Eleventh International Conference on Learning Rep-
resentations.

Alaaeldin El-Nouby, Shikhar Sharma, Hannes Schulz,
R Devon Hjelm, Layla El Asri, Samira Ebrahimi Ka-
hou, Yoshua Bengio, and Graham Taylor. 2019. Tell,
draw, and repeat: Generating and modifying images
based on continual linguistic instruction. In 2019
IEEE/CVF International Conference on Computer
Vision (ICCV), pages 10303–10311.

Tsu-Jui Fu, Xin Wang, Scott Grafton, Miguel Eckstein,
and William Yang Wang. 2020. SSCR: Iterative
language-based image editing via self-supervised
counterfactual reasoning. In Proceedings of the 2020
Conference on Empirical Methods in Natural Lan-
guage Processing (EMNLP), pages 4413–4422, On-
line. Association for Computational Linguistics.

Amir Hertz, Ron Mokady, Jay Tenenbaum, Kfir Aber-
man, Yael Pritch, and Daniel Cohen-Or. 2022a.
Prompt-to-prompt image editing with cross attention
control. arXiv preprint arXiv:2208.01626.

Amir Hertz, Ron Mokady, Jay Tenenbaum, Kfir Aber-
man, Yael Pritch, and Daniel Cohen-Or. 2022b.
Prompt-to-prompt image editing with cross attention
control.

Yushi Hu, Benlin Liu, Jungo Kasai, Yizhong Wang,
Mari Ostendorf, Ranjay Krishna, and Noah A Smith.
2023. Tifa: Accurate and interpretable text-to-
image faithfulness evaluation with question answer-
ing. arXiv preprint arXiv:2303.11897.

Bahjat Kawar, Shiran Zada, Oran Lang, Omer Tov, Hui-
wen Chang, Tali Dekel, Inbar Mosseri, and Michal
Irani. 2023. Imagic: Text-based real image edit-
ing with diffusion models. In Proceedings of the
IEEE/CVF Conference on Computer Vision and Pat-
tern Recognition, pages 6007–6017.

Maxime Kayser, Oana-Maria Camburu, Leonard
Salewski, Cornelius Emde, Virginie Do, Zeynep
Akata, and Thomas Lukasiewicz. 2021. e-vil: A
dataset and benchmark for natural language expla-
nations in vision-language tasks. In Proceedings of
the IEEE/CVF international conference on computer
vision, pages 1244–1254.

Alexander Kirillov, Eric Mintun, Nikhila Ravi, Hanzi
Mao, Chloe Rolland, Laura Gustafson, Tete Xiao,
Spencer Whitehead, Alexander C Berg, Wan-Yen
Lo, et al. 2023. Segment anything. arXiv preprint
arXiv:2304.02643.

Klaus Krippendorff. 2011. Computing krippendorff’s
alpha-reliability.

Junnan Li, Dongxu Li, Silvio Savarese, and Steven Hoi.
2023. Blip-2: Bootstrapping language-image pre-
training with frozen image encoders and large lan-
guage models.

Tsung-Yi Lin, Michael Maire, Serge Belongie, Lubomir
Bourdev, Ross Girshick, James Hays, Pietro Perona,
Deva Ramanan, C. Lawrence Zitnick, and Piotr Dol-
lár. 2015. Microsoft coco: Common objects in con-
text.

9639

https://aclanthology.org/2022.emnlp-main.481
https://aclanthology.org/2022.emnlp-main.481
http://arxiv.org/abs/2304.00186
http://arxiv.org/abs/2304.00186
https://lmsys.org/blog/2023-03-30-vicuna/
https://lmsys.org/blog/2023-03-30-vicuna/
https://lmsys.org/blog/2023-03-30-vicuna/
https://doi.org/10.1109/ICCV.2019.01040
https://doi.org/10.1109/ICCV.2019.01040
https://doi.org/10.1109/ICCV.2019.01040
https://doi.org/10.18653/v1/2020.emnlp-main.357
https://doi.org/10.18653/v1/2020.emnlp-main.357
https://doi.org/10.18653/v1/2020.emnlp-main.357
http://arxiv.org/abs/2208.01626
http://arxiv.org/abs/2208.01626
http://arxiv.org/abs/2301.12597
http://arxiv.org/abs/2301.12597
http://arxiv.org/abs/2301.12597
http://arxiv.org/abs/1405.0312
http://arxiv.org/abs/1405.0312


Shilong Liu, Zhaoyang Zeng, Tianhe Ren, Feng Li, Hao
Zhang, Jie Yang, Chunyuan Li, Jianwei Yang, Hang
Su, Jun Zhu, et al. 2023. Grounding dino: Marrying
dino with grounded pre-training for open-set object
detection. arXiv preprint arXiv:2303.05499.

Bodhisattwa Prasad Majumder, Oana-Maria Camburu,
Thomas Lukasiewicz, and Julian McAuley. 2021.
Knowledge-grounded self-rationalization via extrac-
tive and natural language explanations. arXiv
preprint arXiv:2106.13876.

Alex Nichol, Prafulla Dhariwal, Aditya Ramesh,
Pranav Shyam, Pamela Mishkin, Bob McGrew, Ilya
Sutskever, and Mark Chen. 2021. Glide: To-
wards photorealistic image generation and editing
with text-guided diffusion models. arXiv preprint
arXiv:2112.10741.

Alec Radford, Jong Wook Kim, Chris Hallacy, Aditya
Ramesh, Gabriel Goh, Sandhini Agarwal, Girish Sas-
try, Amanda Askell, Pamela Mishkin, Jack Clark,
Gretchen Krueger, and Ilya Sutskever. 2021. Learn-
ing transferable visual models from natural language
supervision.

Aditya Ramesh, Prafulla Dhariwal, Alex Nichol, Casey
Chu, and Mark Chen. 2022. Hierarchical text-
conditional image generation with clip latents.

Aditya Ramesh, Mikhail Pavlov, Gabriel Goh, Scott
Gray, Chelsea Voss, Alec Radford, Mark Chen, and
Ilya Sutskever. 2021. Zero-shot text-to-image gen-
eration. In International Conference on Machine
Learning, pages 8821–8831. PMLR.

Elad Richardson, Yuval Alaluf, Or Patashnik, Yotam
Nitzan, Yaniv Azar, Stav Shapiro, and Daniel Cohen-
Or. 2021. Encoding in style: a stylegan encoder for
image-to-image translation.

Robin Rombach, Andreas Blattmann, Dominik Lorenz,
Patrick Esser, and Björn Ommer. 2022a. High-
resolution image synthesis with latent diffusion mod-
els. In Proceedings of the IEEE/CVF Conference
on Computer Vision and Pattern Recognition, pages
10684–10695.

Robin Rombach, Andreas Blattmann, Dominik Lorenz,
Patrick Esser, and Björn Ommer. 2022b. High-
resolution image synthesis with latent diffusion mod-
els. In Proceedings of the IEEE/CVF Conference on
Computer Vision and Pattern Recognition (CVPR),
pages 10684–10695.

Chitwan Saharia, William Chan, Saurabh Saxena,
Lala Li, Jay Whang, Emily L Denton, Kam-
yar Ghasemipour, Raphael Gontijo Lopes, Burcu
Karagol Ayan, Tim Salimans, et al. 2022. Photo-
realistic text-to-image diffusion models with deep
language understanding. Advances in Neural Infor-
mation Processing Systems, 35:36479–36494.

Hugo Touvron, Thibaut Lavril, Gautier Izacard, Xavier
Martinet, Marie-Anne Lachaux, Timothée Lacroix,
Baptiste Rozière, Naman Goyal, Eric Hambro,

Faisal Azhar, et al. 2023. Llama: Open and effi-
cient foundation language models. arXiv preprint
arXiv:2302.13971.

Su Wang, Chitwan Saharia, Ceslee Montgomery, Jordi
Pont-Tuset, Shai Noy, Stefano Pellegrini, Yasumasa
Onoe, Sarah Laszlo, David J. Fleet, Radu Soricut, Ja-
son Baldridge, Mohammad Norouzi, Peter Anderson,
and William Chan. 2023. Imagen editor and edit-
bench: Advancing and evaluating text-guided image
inpainting.

Jason Wei, Xuezhi Wang, Dale Schuurmans, Maarten
Bosma, Ed Chi, Quoc Le, and Denny Zhou. 2022.
Chain of thought prompting elicits reasoning in large
language models. arXiv preprint arXiv:2201.11903.

Kai Zhang, Lingbo Mo, Wenhu Chen, Huan Sun, and
Yu Su. 2023. Magicbrush: A manually annotated
dataset for instruction-guided image editing.

Xueyan Zou, Zi-Yi Dou, Jianwei Yang, Zhe Gan, Linjie
Li, Chunyuan Li, Xiyang Dai, Harkirat Behl, Jian-
feng Wang, Lu Yuan, et al. 2023. Generalized decod-
ing for pixel, image, and language. In Proceedings of
the IEEE/CVF Conference on Computer Vision and
Pattern Recognition, pages 15116–15127.

9640

http://arxiv.org/abs/2103.00020
http://arxiv.org/abs/2103.00020
http://arxiv.org/abs/2103.00020
http://arxiv.org/abs/2204.06125
http://arxiv.org/abs/2204.06125
http://arxiv.org/abs/2008.00951
http://arxiv.org/abs/2008.00951
http://arxiv.org/abs/2212.06909
http://arxiv.org/abs/2212.06909
http://arxiv.org/abs/2212.06909
http://arxiv.org/abs/2306.10012
http://arxiv.org/abs/2306.10012


A Pormpts, hyperparameters, annotation

A.1 Few-shot Prompts for filtering noise and
handling under-specification

We describe our few-shot prompts given to the
ChatGPT model (gpt-3.5-turbo) for our dataset-
generation pipeline.

You will be given an input caption of an image and
an instruction to transform it by an image editor.
Sometimes, however, the instruction does not make
sense as the resulting transformation would result in a
nonsensical image. Based on the input caption and
instruction, reason how the resulting image would look
like and whether the resulting image would be possible
to imagine. Provide your verdict on whether the
transformation is possible. If the verdict is true, also state
the entity. First, provide your reasoning, starting with
the words “The resulting image would show. . . ”.
Then, return the verdict and the entity in JSON format.
Caption: Barn In Autumn Smoky Mountains by
David Chasey
Instruction: Change the barn to a castle
The resulting image would show a castle in the
mountains, which is a sensible image.
{ "verdict": “true”,
"entity": “barn”}
Caption: Sligachan Bridge by English Landscape
Prints,
Instruction: change the bridge to a wooden ship,
The resulting image would show a ship up in the air
which does not make logical sense.
{ "verdict": “false”,
"entity": “none”}
Caption:......
Caption:......
Caption:......

Table 3: Five shot prompt given to ChatGPT
(gpt-3.5-turbo) to elicit verdict on whether instruc-
tion is valid in the context of input image caption and
edit entity

A.2 Few-shot Prompts for generating
questions using Vicuna model

For question-answer pair generation to evaluate
faithfulness during the dataset cutation, we provide
three-shot prompt to the Vicuna model as provided
in Table-4.

A.3 Hyperparameters for training and
inference

We finetuned the the InstructPix2Pix checkpoint
from their official repository for 8k steps on
NVIDIA-A100GPUs with a learning rate of 1e− 4.
We take the rest of the hyper-parameters from the
official implementation of InstructPix2Pix reposi-
tory. For generation during inference, we set cfg-
text=7.5 and cfg-image=1.5 for instruct-pix2pix

You are given an image description and the corresponding
entities present in the caption. Generate a question per
entity to check whether the image aligns with the text.
Caption: handsome man wearing a tuxedo and top
hat in casual style clothes over blurred mountain
background. Entity: Handsome man, tuxedo and top hat,
casual style clothes, blurred mountain background
Entity: Handsome man
Question: Is the person in the picture a handsome man?
Answer: Yes
Entity: Tuxedo and top hat
Question: Is the man wearing a tuxedo and a top hat?
Answer: Yes
Entity: Casual style clothes
Question: Is the man dressed in casual style clothes?
Answer: Yes
Entity: Blurred mountain background
Question: Is there a blurred mountain background
in the picture?
Answer: Yes
Caption:......
Caption:......

Table 4: Three shot prompt given to Vicuna-13b to
generate question for ensuring faithfulness wrt original
caption and instruction

baselines and its ablations. For evaluation using
TIFA, we use GPT-4 for generating questions and
flan-t5-xxl version of the BLIP-2 model for visual
question answering.

A.4 InstructPix2Pix training data creation
Figure 9 shows the training data creation pipeline
for InstructPix2Pix by (Brooks et al., 2023).

A.5 Human annotation and explanations
Table 5 shows the rationale chosen by human
judges for edits from different baselines. Image
in row 1 + Entity Mask is deemed as perfect as
can be seen in the written explanation. The vanilla
model edits the image too much beyond the scope
as can be seen in the images in row 3 and 4 of Table
5.

B Sample generations for the Metaphor
and MagicBrush datasets

Figure 10 and 11 show sample image genera-
tions from the Metaphor dataset with associated
metaphor-descriptions and corresponding edit in-
structions. Figure 12 and 13 show sample gen-
erations for the Magicbrush dataset. The images
displayed are following order (i) input-image, (ii)
Grounded-Inpainting, (iii) X-Decoder, (iv) Instruct-
Pix2Pix, (v) InstructPix2Pix+BoundingBox, (vi)
InstructPix2Pix+EntityMask
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Figure 9: Data creation pipeline for Instruct-Pix2Pix (Brooks et al., 2023)

Input Instruction Output Explanation

Change the fashion
to medieval

This is a good edit because
the dress looks like something
that could come out of
medieval times ( armor)

Add street lamps

This edit is partially good
because it adds the street
lamps but it removes the
benches from the picture

Make the hair of
the boy spiky

This edit makes the hair
more spiky but also changes
the face.

Put carrots on
the styrofoam tray

It put carrots on the styrofoam
tray but it took off the other
items from the tray which
wasn’t a command

Table 5: Images from Indomain test set(Top two) and Out Of Domain test set (Bottom Two). The verdict chosen by
human judges for the four transformations are i)Yes ii) Partially Yes iii)No iv) No
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(a) ["The sun is a wounded deer", "Make the deer injured and bleeding"]

(b) ["A star crowns the Christmas Tree", "Add a christmas trees around the star"]

(c) ["Thought is a vulture", "Remove the text"]

(d) ["Her mouth is a mystical poison-flower", "Change expression of the girl to portray anger"]

(e) ["My brain is like a box of crayons", "Add crayons inside the brain"]

(f) ["Darcy had a reputation for being like a butterfly gathering nectar", "Replace the man’s head with a butterfly"]

(g) ["Everything is like a snowflake touching skin", "Change expression of the boy to be happy"]

Figure 10: Sample image generations from the Metaphor dataset with associated metaphor-descriptions and
corresponding edit instructions. The images displayed are following order (i) input-image, (ii) Grounded-Inpainting,
(iii) X-Decoder, (iv) InstructPix2Pix, (v) InstructPix2Pix+BoundingBox, (vi) InstructPix2Pix+EntityMask
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(a) ["He carried the knowledge or beliefs of his tribe", "Add glowing lightbulbs near the man’s head"]

(b) ["He stands like a perfect marbled statue, never once looking away from me", "Turn the man into a marble statue looking
forward"]

(c) ["He was like a block of cement", "Swap color of the head from yellow to grey"]

Figure 11: Sample image generations from the Metaphor dataset with associated metaphor-descriptions and
corresponding edit instructions. The images displayed are following order (i) input-image, (ii) Grounded-Inpainting,
(iii) X-Decoder, (iv) InstructPix2Pix, (v) InstructPix2Pix+BoundingBox, (vi) InstructPix2Pix+EntityMask
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(a) "Remove the broccoli on the side"

(b) "Let the car turn blue."

(c) "let the remote turn into a VR headset."

(d) "Change the fire hydrant from red to yellow."

(e) "Make the teddy bear black."

(f) "Can the refrigerator be blue?"

(g) "Have there be a birthday cake on the table."

Figure 12: Sample generations for images from the Magicbrush dataset. The images displayed are following order
(i) input-image, (ii) Grounded-Inpainting, (iii) X-Decoder, (iv) InstructPix2Pix, (v) InstructPix2Pix+BoundingBox,
(vi) InstructPix2Pix+EntityMask

9645



(a) "Let the bird turn yellow."

(b) "replace the lime green to red cup."

(c) "let there be a painting instead of a sign."

Figure 13: Sample generations for image outputs from the Magicbrush dataset. The images displayed are
following order (i) input-image, (ii) Grounded-Inpainting, (iii) X-Decoder, (iv) InstructPix2Pix, (v) Instruct-
Pix2Pix+BoundingBox, (vi) InstructPix2Pix+EntityMask
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