
Findings of the Association for Computational Linguistics: IJCNLP-AACL 2023, pages 149–160
November 1–4, 2023. ©2023 Asian Federation of Natural Language Processing

149

Context Helps Determine Spatial Knowledge from Tweets

Zhaomin Xiao
University of North Texas
zhaominxiao@my.unt.edu

Yan Huang
University of North Texas

yan.huang@unt.edu

Eduardo Blanco
University of Arizona

eduardoblanco@arizona.edu

Abstract

This paper introduces the problem of determin-
ing whether people are located in the locations
they mention in their Twitter streams. In partic-
ular, we investigate the role of context—tweets
published before and after a tweet mentioning
a location—in this challenging problem. We
present a new corpus of Twitter streams with
spatial information. Our analyses show that
context is key to define the ground truth, as hu-
man judgments depend on whether annotators
have access to context. Experimental results
show that a neural architecture that takes into
account context in addition to the tweet men-
tioning a location yields better results. We also
conduct an error analysis to provide insights
into the errors made by our best model.

1 Introduction

Information extraction has been popular since
decades ago (Cardie, 1997). One of its subareas
is geotagging (Cheng et al., 2010; Mahmud et al.,
2021; Jurgens et al., 2021), which aims at adding
geographical information to an entity. A common
example of geotagging is to predict the home loca-
tion of Twitter users (Elmongui et al., 2015). Geo-
tagging users with their home location is challeng-
ing because people change their location often thus
they may not tweet from their home location.

Twitter is a social network in which users post
short messages known as tweets. Business reports
state that the number of daily active users went
from 166 million in April 2021 to 229 million in
April 2022 (Kemp, 2022). According to a recent
report (Dean, 2021), (a) the Twitter app was down-
loaded over 6 million times in the fourth quarter
of 2020, and (b) Twitter users in the US spend on
average 158.2 minutes per month on the app. In
addition, Beveridge (2021) reports that more than
500 million tweets are published per day.

Users rarely geotag their tweets with their GPS
coordinates. Previous studies estimate that only
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Figure 1: Tweet mentioning Miami (t0) and the tweets
published before and after (tbefore and tafter). t0 by itself
is insufficient to determine whether the author was in
Miami: (a) based on the text, the author could be tweet-
ing about Miami from anywhere, and (b) the picture
of the sky could be from almost anywhere. Consid-
ering context—the tweets published before and after—
provides enough evidence to conclude that the author
was in Miami when he published t0 as he was there on
vacation and eventually had to go back to work.

0.85% of tweets are geotagged (Sloan et al., 2013).
Alternatively, tweets mentioning a city can still
be rich in spatial information. Mentioning a city,
however, does not guarantee that the author was
in the city when he tweeted—people often tweet
about a city from elsewhere (Han et al., 2016).

In this paper, we explore the problem of deter-
mining whether people are located in the cities they
mention in their tweets. More specifically, we ex-
plore the role of context—tweets published before
and after the tweet that mentions a city—in this
challenging problem. Consider the three tweets in
Figure 1, which were published in chronological
order from top to bottom. Taking into account only
the tweet mentioning Miami (t0), it is unsound to
conclude that the author was there when he pub-
lished this tweet. Indeed, the text only states that
Miami has the best beach, and the picture of the sky
could be from almost anywhere. The tweets pub-
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lished before and after, however, provide enough
context to conclude that the author was on vaca-
tion in Miami (sat in the beach, have to go back to
work, etc.) thus he was in Miami when he tweeted
t0. Note that t0 is the only tweet mentioning Mi-
ami yet taking into account context is necessary to
correctly determine whether the author was there.

While the work presented here could be con-
sidered fundamental research, it opens the door
to several applications. For example, emergency
management systems could issue customized alerts
to individuals who were, are, or are about to be
located near a natural disaster. Similarly, location
information can be utilized to facilitate transporta-
tion planning to provide positive long-term and
sustainable economic impacts on many regions.

The main contributions of this paper are:1 (a) a
corpus of 3,494 tweets mentioning a city (t0),
their context (3 tweets before and 3 tweets af-
ter), and annotations indicating whether the author
was in the city when he published t0; (b) analy-
sis showing that the problem requires taking into
account context—annotations change depending
on whether crowdworkers have access to the con-
text; (c) experimental results showing that taking
into account tweets published both before and af-
ter the tweet mentioning the city is beneficial; and
(d) qualitative analysis providing insights into the
errors made by our best model, including charac-
teristics of both t0 and the tweets in the context.

2 Related Work

Previous works within information extraction have
targeted either spatial or temporal information.
Works targeting spatial information extraction
include event localization (Pustejovsky, 2013),
and geolocation prediction (Mousset et al., 2020;
Chong and Lim, 2017). Works targeting tem-
poral information extraction include event order-
ing (Naik et al., 2019; Cassidy et al., 2014; Ning
et al., 2020) and event understanding (Ma et al.,
2021). In some tasks, such as human interaction
prediction (Ke et al., 2016) and facial expression
recognition (Zhang et al., 2017), spatial and tempo-
ral information are complementary to each other. In
these works, spatial/temporal information is used
as contextual information.

Various kinds of context have been proved use-
ful in many tasks. Yu et al. (2022) investigate the

1Corpus and code available at https://github.com/
zhaomin1995/aacl2023 repo

role of conversational context in annotation and
detections of hate speech and counter-hate speech.
Wang et al. (2015) use topic, history, and conver-
sation information as context to detect sarcasm in
Twitter. Ren et al. (2016) and Vanzo et al. (2014)
use similar context to approach the task of senti-
ment classification. Similar to their works, we also
use history tweets as the context. Therefore, the
temporal information contained in history tweets is
used as the context to extract spatial information.

Most previous works targeting spatial informa-
tion extraction are centered around events (Mousset
et al., 2020; Chong and Lim, 2017; Frisoni et al.,
2021). Unlike us, these efforts do not aim at de-
termining spatial information about people. As
we shall see, people often mention places despite
they are not located there. In addition, knowing
the location where an event occurs does not nec-
essarily indicate the location of the participants in
the event or people talking about the event. For
example, one can state that there is a housing mar-
ket bubble somewhere without ever stepping foot
there. Finally, we note that people change their
location often and most events are much shorter
than a human lifespan.

More related to our work, Fuchs et al. (2013)
analyze personal behavioral patterns using geo-
tagged tweets from the Seattle, Washington area
(i.e., tweets published with geographical coordi-
nates within Seattle). Since only 0.85% of tweets
are geotagged (Sloan et al., 2013), their work may
suffer from lack of generality. We work with tweets
mentioning cities across the United States without
requiring a geotag. Doudagiri et al. (2018) anno-
tate whether people are located at the locations they
tweet about. Their corpus is not publicly available
at the time of writing, and experimental results are
not presented. The paper presented here is comple-
mentary. Xiao and Blanco (2022) work on a task
similar to ours, though they investigate the role of
modality in the annotation and learning method
of spatial information extraction. Differently, we
show that context—tweets published before and
after—must be taken into account.

3 A Corpus of Tweets and Spatial
Knowledge

Our main goal is to investigate whether contextual
information is beneficial to infer spatial informa-
tion between authors of tweets and the locations
they mention in their tweets. To our knowledge, we

https://github.com/zhaomin1995/aacl2023_repo
https://github.com/zhaomin1995/aacl2023_repo
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are the first to tackle this problem, so we create a
new corpus. Doing so allows us to analyze whether
human judgments depend on whether they have
access to the context (i.e., tweets published before
and after the tweet mentioning a location).
Collecting Tweets While one could start with a
new collection of tweets, we choose to build upon
an existing corpus with spatial annotations disre-
garding context (Xiao and Blanco, 2022). This cor-
pus contains 6,540 English tweets mentioning a city
and crowdsourced annotations indicating whether
the author was in the city when he tweeted based
on the content of the tweet and nothing else. Build-
ing upon this corpus allows us to (a) leverage their
context-unaware annotations and (b) focus on our
main goal: to investigate the role of context.

We refer to the tweets in the existing corpus as
target tweets. We complement target tweets with
the three tweets published immediately before and
after within a window of 90 days2. We refer to
these tweets as earlier tweets and later tweets re-
spectively. We also refer to both earlier tweets and
later tweets as context tweets. An instance thus con-
tains seven tweets: one target tweet mentioning a
city, three earlier tweets, and three later tweets (we
discarded target tweets without enough context).
Annotation Guidelines We aim at capturing spa-
tial information intuitively understood by humans.
To this end, we crowdsource annotations from non-
experts asking two questions. The first question is
“Was the author of the tweet located in city when
the target tweet was published?”. Crowdworkers
choose between two options:

• yes: the author of the tweets was located in
city when the target tweet was published; or

• no: I cannot tell whether the author of the
tweets was located in city when the target
tweet was published.

Note that no does not guarantee that the author was
not in city. It rather indicates that the crowdworkers
cannot establish that the author was in city. The
results of our pilot annotation show that annotators
cannot determine whether the author of the tweet
was in city in more than 95% of the instances that
are not labeled as yes.

The second question is “How confident are you
about your answer to the first question?” Crowd-
workers choose options from a modified Likert
scale with five options: Extremely confident, Very

2The 90 days is the maximal time window. If there are
more than three tweets within 90 days, we choose the closest
three. These seven tweets are published by the same user.

confident, Moderately confident, Slightly confident,
and Not confident at all. The second question com-
plements the first question and allows annotators
to bridge the semantic gap between yes and no an-
swers to the first question. During pilot annotations
designed to refine the annotation guidelines, we dis-
covered that asking these two questions results in
more reliable annotations than, for example, includ-
ing probably yes and probably no as options for the
first question and skipping the second question.
Annotation Interface and Process We crowd-
source annotations on Amazon Mechanical Turk.
Crowdworkers answer the questions above for one
instance (the target tweet mentioning a city, three
earlier tweets, and three later tweets) before mov-
ing to the next instance. In order to ensure crowd-
workers read the tweets in the order they were pub-
lished, the interface displays the earlier tweets, the
target tweet, and the later tweets with short delays
in between after workers click on the appropriate
button. We display screenshots of tweets from the
Twitter’s website to ensure that all characters, sym-
bols, emojis, and images are correctly displayed.

A total of 329 annotators participated in our an-
notation task. The hourly pay for crowd workers
ranged from $9 to $13 (the federal minimum wage
is $7.25). After collecting multiple annotations
for each instance (Section 3.1), we replace yes la-
bels with no if the confidence level is lower than
or equal to Moderately confident. Our rationale is
that yes with low confidence level indicates that
there is not enough evidence about the author being
located in city when the target tweet was published,
which is actually the definition of no.

3.1 Annotation Quality

Ensuring annotation quality is critical in any crowd-
sourcing effort. Our first defense is to recruit crowd-
workers located in the United States with an ap-
proval rate above 95%. Second, we do not allow
workers to continue to work on our task if the aver-
age completing time per Human Intelligence Task
in the past (i.e., the average time spent before sub-
mitting answers to both questions per instance) is
under 8 seconds. We decided on 8 seconds based
on observations during pilot annotations—one just
cannot read seven tweets and answer two questions
in eight seconds. In addition, we split all instances
into batches of 500 instances and publish one batch
every 8 hours to avoid annotator fatigue.

Our last defense is to collect five annotations per
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instance and filter out unreliable annotations until
we obtain substantial inter-annotator agreement for
each batch. We do so using Multi-Annotator Com-
petence Estimation (Hovy et al., 2013, MACE) and
Krippendorff’s α (Krippendorff, 2011). MACE
ranks annotators by their competence scores and
adjudicates labels according to these scores. Krip-
pendorff’s α is used to measure inter-annotator
agreement. α = 0 indicates only the agreement
expected by chance, while α = 1 indicates annota-
tors always agree. Krippendorff’s α coefficients at
or above 0.6 are considered substantial and above
0.8 (almost) perfect (Artstein and Poesio, 2008).
We repeat these steps for each batch until α ≥ 0.6:

1. Use MACE to calculate competence scores for
workers and sort them in descending order.

2. Discard all the annotations by the crowd-
worker with the lowest score.

3. Calculate the Krippendorff’s α coefficient on
the remaining annotations.

We discard instances left without annotations
after the above steps. The final corpus consists
of 3,494 annotated instances with Krippendorff’s
α = 0.76. In the rest of this paper, we work with
these instances. We reserve for future work a thor-
ough analysis of the instances with the most dis-
agreements between annotators.

3.2 Ethical considerations

Determining where people are located has the
potential to open the door to malicious (or un-
wanted) tracking and surveillance. For exam-
ple, applications that track location data may turn
around and sell that data, revealing someone’s ev-
ery movement—whether it is to a retail store or
potential malicious users such as stalkers. Equally
important, Twitter users may not be aware that their
tweets can be used for research purposes (Fiesler
and Proferes, 2018). We are not interested in track-
ing people or surveillance. Instead, we are inter-
ested in investigating the very definition of the
problem and analyzing whether and how context
complements target tweets. In order to alleviate
the issues above, we implemented the following
safeguards:

• Our corpus only contains seven tweets per
user published within 90 days thus tracking
and surveillance are not enabled by this work.
Neither user information nor any metadata is
included in the public corpus.

• Our analyses and experiments only take into

after adding context
(our annotations)

yes no

before adding context yes 74.5 25.5
(original annotations) no 60.7 39.3

Table 1: Label percentages depend on whether annota-
tors have access to context (i.e., tweets published before
and after). Many labels change if annotators have access
to context, especially if the label is no (60.7%) before
adding context. The correct ground truth labels are the
ones collected with context.

account the text and image in a tweet. We do
not consider user information or any metadata.

• We have designed a takedown request process
following Mirowski et al. (2019). People can
request us to delete tweets via an online form.
We will propagate takedown requests to re-
searchers who download the corpus and the
license will require them to delete them.

4 Corpus Analysis

The 3,494 instances in our corpus mention 94
unique cities. The most common cities are Miami
(17% of target tweets) and Chicago (6%); other
cities account for at most 5% each. The annota-
tion process results in the following label distribu-
tion: Most instances are annotated yes (67.7%),
and around one-third are annotated no (32.3%).
Do labels depend on whether context is available
to crowdworkers? Yes, crowdworkers understand
substantially different spatial information depend-
ing on whether they have access to context. Table 1
compares our annotations and the original annota-
tions that do not consider context. Note that the
correct ground truth labels are the ones obtained
taking into account context.

Most target tweets annotated no without consid-
ering context are annotated yes considering context
(60.7%). The percentage of annotation changes
for target tweets annotated yes without context is
smaller but substantial (25.5%). In other words,
figuring out whether the author of a tweet is in the
city he tweets about requires looking at context.

We show examples of annotation changes in Fig-
ure 2. In the first example, annotators understood
that the target tweet is a news report about Philadel-
phia. As a result, annotators could not determine
whether the author was located in Philadelphia
when the target tweet was published. The later
tweet, however, implicitly mentions that the author
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Earlier tweet Target tweet (t0) Later tweet

Was the author in Philadelphia when t0 was published? Without context: no; With context: yes

Earlier tweet Target tweet (t0) Later tweet

Was the author in Reno when t0 was published? Without context: yes; With context: no

Figure 2: Examples of tweets with different human judgments depending on whether we show context to annotators.
Note that the correct ground truth is the label obtained when annotators have access to context. We only show
selected tweets in the context because of space constraints (recall that we show annotators the three tweets published
before and after a target tweet). Annotators understood that the target tweet in the first example was probably a
news update and did not conclude that the author was in Philadelphia when they did not have access to context.
The tweet published after, however, implicitly states that the author lives in that city (his bedroom is in Philly) thus
the correct label is yes. The target tweet in the second example is about a local election campaign and annotators
understood that the author was in Reno looking only at the target tweet. Tweets published before and after within an
hour, however, mention distant locations and annotators rightfully concluded that the author was not in Reno.

lives in South Philly—his bedroom is there. Since
the target and later tweets were published in con-
secutive days, annotators concluded that the author
was in Philadelphia. In this example, context pro-
vides evidence that the target tweet is not just a
news report about Philadelphia, but a report from
someone who lives there.

In the second example, the target tweet shares
information about a campaign event to take place
in Reno, where the author lives (right on my neigh-
borhood). Without context, annotators understood
that the author was there when he published the
target tweet despite the only information available
was that he lives there. Looking at earlier and later
tweets, however, annotators concluded that he was
not in Reno as he tweeted from San Gabriel near
Los Angeles shortly after.

5 Experiments and Results

We use the 3,494 instances in our corpus to conduct
experiments to automatically determine whether
authors of tweets are located in the cities they men-
tion in their tweets. Each instance consists of seven
tweets published in chronological order. We reduce
the problem to a classification task. The inputs to
the model are seven tweets. The output is a label
indicating whether the author of the tweets was
located in the city when the target tweet was pub-
lished (yes or no). We create stratified training and
test splits (80% / 20%) and reserve 20% of the train-
ing split for validation. Our models do not take into
account user information. They make predictions
solely based on the tweets’ text. 3 We use Pytorch
(Paszke et al., 2019) and the pretrained models
(i.e., BERT) released by HuggingFace (Wolf et al.,

3Since only part of context tweets contain images, we only
take into account tweets’ text.
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Figure 3: Neural network architecture for determining whether the author of a tweet (target tweet) is located in
the places mentioned in the tweet. We represent the target tweet and context tweets by concatenating their BERT
representations and social media features. The BiLSTM processes the sequence of tweets and two fully connected
layers after mean pooling make the final prediction.

no yes Weighted Average

P R F1 P R F1 P R F1

Majority baseline 0.00 0.00 0.00 0.68 1.00 0.81 0.46 0.68 0.55

Context-Unaware Network (target tweet) 0.00 0.00 0.00 0.68 1.00 0.81 0.46 0.68 0.55

Context-Aware Networks
earlier + target tweets 0.00 0.00 0.00 0.68 1.00 0.81 0.46 0.68 0.55
target + later tweets 0.00 0.00 0.00 0.68 1.00 0.81 0.46 0.68 0.55
earlier + target + later tweets 0.44 0.28 0.35 0.71 0.83 0.76 0.62 0.65 0.63

without social media features 0.39 0.30 0.34 0.70 0.78 0.74 0.60 0.62 0.61

Table 2: Results obtained with the majority baseline, context-unaware network (i.e., only taking into account the
target tweet), and context-aware networks (three tweets published before and after). The context-unaware network
does not outperform the majority baseline, indicating the need of contextual information. The results obtained with
context-aware networks demonstrate that it is beneficial to consider (a) both earlier tweets and later tweets (only
considering either one does not outperform the baseline), and (b) the social media features.

2020). We train all the neural networks for up to
100 epochs using the Adam optimizer (Kingma
and Ba, 2014), categorical cross entropy as the loss
function, and batch size 8. We stop the training pro-
cess before 100 epochs if there is no improvement
in the validation set for 10 epochs.

Context-Unaware Neural Baseline First, we ex-
periment with a neural network that only takes into
account the target tweet (t0) to establish a neural
baseline. The inputs of the context-unaware neural
network include the tweet text and social media
features we extract from the tweet text. The so-
cial media features characterize the text in a tweet
and include the number of hashtags and features
targeting emojis and subjective language. The sup-
plementary materials detail all the features we work
with. We use the vector associated with the CLS
token returned by BERT 4 (Devlin et al., 2019) as

4We use bert-base-uncased version of BERT. Note that
during the model training process, BERT is held fixed; its
parameters are not updated during the training procedure.

the text representations. We concatenate the text
representations and social media features and apply
two trainable fully connected layers (sizes: 512 and
2) to make the final prediction (yes or no). We use
dropout (Srivastava et al., 2014) in the second-to-
last fully connected layer (rate: 0.2).
Context-Aware Neural Network Figure 3 shows
the architecture of our context-aware network. The
inputs of context-aware networks are the same
as the context-unaware network, except that the
context-unaware network only uses one tweet (tar-
get tweet), while the context-aware networks use
seven tweets (three earlier tweets, one target tweet,
and three later tweets). Since BERT 5 is pretrained
using masked language modeling and next sentence
prediction—two general tasks not related to extract-
ing spatiotemporal knowledge from social media
posts—we extract social media features to enhance
the BERT representations. We provide the details

5Similar to the experiments with the context-unaware neu-
ral baseline, BERT is held fixed during the training process.
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about social media features in the supplementary
materials. The social media features are concate-
nated with the BERT representations. Note that
BERT tokenizer can preprocess the inputs, thus we
do not have a data preprocessing step. We use a
BiLSTM (size: 1024) (Hochreiter and Schmidhu-
ber, 1997) to encode the sequence of tweets (earlier,
target and later tweets). We use a mean pooling
layer (Lin et al., 2014) to downsample the feature
map and keep the most informative features. We
use two fully-connected layers to reduce the di-
mensionality. The numbers of units in the two
fully connected layers are set to 512 and 2, respec-
tively. We use dropout (Srivastava et al., 2014) 6

and ReLU (Nair and Hinton, 2010) in the second-
to-last fully connected layer to avoid overfitting
and vanishing gradient problems. We experimented
with alternative pretrained text encoders and vari-
ous configurations, including different sizes for the
BiLSTM and fully connected layers. Specifically,
we have explored BERTweet (Nguyen et al., 2020)
and max pooling. However, we do not observe any
improvements from these alternative choices.

5.1 Results

Table 2 shows the experimental results with the test
split using the majority baseline (always yes), the
context-unaware neural network, and the context-
aware networks. The context-unaware network
does not outperform the majority baseline. This
indicates that the context tweets are essential for
the neural network to extract spatial information.

We present results with the context-aware net-
work using four inputs to represent an instance:
(a) earlier tweets and target tweet, (b) target tweet
and later tweets, (c) earlier tweets, target tweet
and later tweets (full input), and (d) same as (c)
but excluding the social media features. We note
several interesting observations:

• Neither earlier nor later tweets are beneficial
by themselves. Only considering either yields
the same results than the majority baseline
and the context-unaware network.

• The social media features characterizing the
text in the tweet are beneficial (F1: 0.61 vs.
0.63). In other words, these features provide
information that is not captured in the dis-
tributed representation generated by BERT.
Note that social media features are beneficial
only when combining earlier and later tweets.

6Dropout rate is 0.2.

Packing any of the earlier, target, and later
tweets with social media features does not
yield better results (F1: 0.55 vs. 0.63).

5.2 Qualitative Analysis

To better understand what kind of mistakes our best-
performing model makes, we perform a qualitative
analysis. We randomly picked 100 errors made by
the best-performing model. In order to analyze the
source of the errors, we divide the errors into two
parts. The first part (46% of all errors) contains the
errors that occur when the context tweets mislead
the model. We refer to these errors as context errors.
The second part (54% of all errors) contains the
errors that occur when the target tweets mislead the
model. We refer to these errors as target errors.

When and why did context tweets mislead the
model? Figure 4 shows the two most common
errors in the context errors. We only show one
earlier and one later tweet due to space constraints.
Note that the percentages are relative to the number
of context errors. The most common error (63%)
occurs when there are multiple references to peo-
ple and named entities in the context and target
tweets. The first example (top) exemplifies this er-
ror. The tweets refer to, among others, Tom Hanks,
his family, Black college student, and Peter Liang.
We hypothesize that the model struggles to identify
which reference to people, if any, is semantically
close to the author. The second most common error
(21%) occurs when the publication timestamps is
key to make the right prediction. The tweets in the
second example (bottom) were published within
5 hours and mention Denver, San Diego, and Ba-
hamas. Taking as a whole, it is not possible to tell
whether the author was in any of those locations.
The model, however, struggles to figure this out as
it does not have access to publication timestamps.

When and why did target tweets mislead the
model? Figure 5 shows the most common errors
in the target errors. Note that the percentages are
relative to the number of target errors. We only
show the most common errors and the target tweets
due to space constraints. The most frequent error
(48%) occurs when the target tweet is a news report.
In the example (left), the author is reporting on a
news event taking place in Arlington and the model
wrongly predicts yes despite there is no evidence
that the author was there. The second most com-
mon errors (42%) occurs when the target tweet is
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Multiple references to people and named entities (63%)

Earlier tweet Target tweet (t0) Later tweet

Was the author in Miami when t0 was published? Ground Truth: no; Predicted: yes

Tweet timestamps are key (21%)

Earlier tweet Target tweet (t0) Later tweet

Was the author in San Diego when t0 was published? Ground Truth: no; Predicted: yes

Figure 4: Examples of the most common context-related errors made by the best-performing model (bottom row
in Table 2). The most common error (63%) occurs when there are many named entities in the tweets, especially
persons. The first example (top) illustrates this error type. The many mentions of people (Tom Hanks, his family,
Black college students, and Peter Liang) mislead the model. The second most common error (21%) occurs because
the model does not have access to tweet timestamps. The second example (bottom) exemplifies this scenario. It is
unlikely that somebody is in Denver, San Diego and Bahamas within 5 hours, and the model wrongly predicted that
the author was in San Diego when he published the target tweet despite earlier and later tweets indicate otherwise.

(48%) News (42%) Advertisement

Target tweet (t0) Target tweet (t0)

Was the author in Arlington
when t0 was published?

Was the author in Boston
when t0 was published?

Ground Truth: no Ground Truth: no
Predicted: yes Predicted: yes

Figure 5: Most common errors made by the best-
performing model when it is mislead by the target tweet.

an advertisement and the model predicts yes de-
spite there is no evidence that the author was in the
city at hand, as the example on the right shows. A
less common source of errors (10%) occurs when
the city mentioned in the target tweet is not a loca-
tion. For example, Houston is sometimes used to
refer to the singer rather than the city.

6 Conclusions and Future Work

Context does matter in determining the relationship
between the authors of tweets and the places they
mention in their tweets. We have demonstrated so
by (a) analyzing whether human judgments change
depending on whether we show them context tweets
and (b) investigating whether neural networks ben-
efit from incorporating context tweets. We found
that 36.9% of human judgments change depending
on whether we show context tweets. Experimental
results demonstrate that networks that incorporate
context tweets yield better results.

We have created a corpus of 3,494 instances
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which consists of seven tweets (three eariler tweets,
one target tweet, and three later tweets) published
in chronological order. The annotations include
whether the authors of tweets are in the locations
they mention in a target tweet. As part of our future
work, we plan to experiment with longer contexts
and include tweet timestamps. Also, we plan to
address the most common cause of errors: multi-
ple mentions to people and named entities. Our
research agenda includes investigating how to dif-
ferentiate between entities mentioned in a tweet
and those who participate in the events described
in a tweet (including the author), or more generally,
described in social media data.

7 Limitations

The work presented here has several limitations:

Corpus and annotations. First, our corpus only
contains tweets written in English and containing
a city in the US. While accounting for any loca-
tion worldwide is outside the scope of the paper, it
is possible that the corpus does not generalize to
other locales. Second, in order to ensure high agree-
ments, we disregarded annotations of the worse-
performing crowdworkers (final corpus size: 3,494
instances). This strategy has the potential to also
disregard the most challenging instances (i.e., most
ambiguous in the eyes of the annotators) and may
simplify the problem of extracting saptial knowl-
edge in general.

Experiments and results. Our models rely on
large pre-trained transformer that are not available
in all languages and require substantial computa-
tion. We note, however, that the social media fea-
tures we define manually do not have this issue
and bring substantial improvements. Additional
limitations of the current models are described in
the Qualitative Analysis (Section 5.2).
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Name Description

Hashtags num hashtag The number of hashtags
within hashtag Whether the location is within a hashtag, e.g., #houston

Emojis num emoji The number of emojis
most common emoji The three most common emojis

Subjectivity num strong subj The number of strongly subjective words (e.g., excoriate)
num weak subj The number of weakly subjective words (e.g., say)

Other within mention Whether the location is within a mention, e.g., @dallasnews
num URL The number of URLs
num token The number of tokens
num elongated The number of elongated words (e.g., looooove)
num exclamation The number of exclamation marks

Table 3: Social media features used to complement the BERT representation of text in a tweet (Section 5, Figure 3).
Note that the strongly subjective words and weakly subjective words are from MPQA (Deng and Wiebe, 2015).
Experimental results show that taking these social media features into account is beneficial. In other words, these
features complement the BERT representation when context (earlier and later tweets) are fed to the network.


