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Abstract

This paper introduces an innovative approach
for incorporating environmental, social, and
governance (ESG) factors into AI-based finan-
cial decision-making processes. Recent devel-
opments in AI and NLP have predominantly
focused on financial outcomes, often disregard-
ing the significant impacts that corporations
can have on society and the environment. This
perspective overlooks potential business risks
associated with environmental and social issues.
We propose a task, the Multilingual ESG Issue
Identification Task (ML-ESG), that seeks to in-
tegrate the ESG paradigm into financial NLP
systems. The ML-ESG is designed according
to the MSCI ESG rating methodology and re-
quires systems to classify news articles into
35 key ESG issues. Moreover, systems must
identify the target company and its industry, as
the weighting of each issue varies accordingly.
This paper presents an overview of the ML-
ESG shared task, implemented as part of the
FinNLP-2023 workshop, detailing the datasets,
methods, and participant performances.

1 Introduction

Finance often brings to mind a world dominated by
monetary transactions and market forecasts. The
environmental and social implications of invest-
ment decisions, significant factors in today’s busi-
ness environment, have been largely overlooked
in machine learning models. For instance, even in
scenarios where a corporation is reported to be en-
gaged in environmentally harmful practices, such
as improper waste disposal, AI models may still
recommend purchasing the corporation’s stock fol-
lowing a market overreaction to the news. Such
decisions, while potentially profitable in the short-
term, can lack foresight into potential long-term
risks associated with the corporation’s practices.

To address this concern, we introduce the con-
cept of ESG (environmental, social, and gover-
nance) into our shared task, aiming to help AI

models consider the broader impacts of investment
decisions. By integrating insights from the finan-
cial domain into NLP research, we hope to promote
long-term, value-driven investments that also ac-
count for non-monetary factors like environmental
and social impacts.

The ESG concept, initially proposed by the UN
Global Compact in 2005, has gained increasing
attention over the past few years, particularly since
2020. The idea of ESG has matured over time, with
a growing body of research analyzing and eval-
uating these non-monetary factors (Amel-Zadeh
and Serafeim, 2018; Matos, 2020). In last year’s
FinNLP workshop, we proposed the first step to-
wards integrating ESG considerations into NLP
with the FinSim-2022 task, which focused on learn-
ing semantic similarities. This task aimed to clas-
sify given words into ESG-related taxonomies and
sentences into sustainable or unsustainable descrip-
tions, thereby evaluating models’ understanding of
ESG narratives.

Building on this foundation, this year’s FinNLP
workshop presents a more detailed task: the Multi-
lingual ESG Issue Identification Task (ML-ESG).
This task is designed according to the MSCI ESG
rating methodology and requires systems to classify
news articles into 35 key ESG issues, as depicted in
Figure 1. The ESG Industry Materiality Map pro-
vides these weights thus, the system’s primary task
is to identify the topic. In this shared task, we offer
multilingual datasets (English, Chinese, French) to
identify ESG issues in news articles. This paper
provides an overview of the ML-ESG shared task in
the FinNLP-2023 workshop, detailing the dataset,
participant methods, and performances. Twenty-
seven teams registered, ten of which submitted their
system outputs for the official evaluation.

2 Dataset and Task Setting

This section outlines the composition of our pro-
posed datasets and elucidates the corresponding
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Figure 1: List of the ESG issues and examples of the weighting. This is the screenshot of the ESG Industry
Materiality Map.

English French Chinese
Train 1,199 1,200 900
Development - - 100
Test 300 300 238
Total 1,499 1,500 1,238

Table 1: Statistics of Datasets

task settings, as depicted in Table 1.

2.1 English and French Datasets
The English and French datasets are collected from
ESG-related news articles acquired from ESGTo-
day (English)1, RSEDATANEWS (French)2, and
Novethic (French)3. Given a news article, anno-
tators are asked to select the related issues from
the 35 pre-defined ESG Key Issues by MSCI4, and
then label it with the most relevant issues. The En-
glish and French datasets are annotated by experts
(2 annotators and 1 reviewer) in Fortia’s Data &
Language Analyst team.

Many events comprise multiple components, in-
cluding various pillars (e.g., Environment + Social),
themes within the same pillar (e.g., Environment
> Natural Capital + Pollution & Waste), or even
within the same theme (e.g., Environment > Pol-
lution & Waste > Toxic Emissions & Electronic
Waste). Although key issues are clearly defined
to establish boundaries between somewhat similar
themes, real-life events are not always so clear-cut.

For that reason, we have chosen to divide a news
article into multiple paragraphs based on the topic.

1https://www.esgtoday.com/category/
esg-news/companies/

2https://www.rsedatanews.net/
3https://www.novethic.fr/actualite/

environnement.html
4https://www.msci.com/our-solutions/

esg-investing/esg-ratings/
esg-ratings-key-issue-framework

In both the English and French task settings, the ob-
jective is to predict one of the ESG issues based on
a specific paragraph extracted from a news article.

2.2 Chinese Dataset

Our Chinese dataset is sourced from ESG-related
news articles available on ESG-BusinessToday
(Chinese)5. Seven postgraduate students from the
Graduate Institute of Information Management at
National Taipei University undertake the annota-
tion of this dataset. To maintain consistency and ac-
curacy in annotation, we organize bi-weekly meet-
ings to address arising issues and ensure a consen-
sus on the guidelines and labels.

Given that Chinese news articles are annotated
on an article-based framework, each article may
pertain to more than one ESG issue, which calls for
a multi-label task setting in the Chinese dataset.

Furthermore, we noted that some articles on the
ESG news platform do not truly align with ESG
or ESG scoring principles. To account for this
discrepancy, we have included an additional label
to identify articles that are not related to ESG.

To gain a more comprehensive understanding
of ESG issues, we have merged the SASB Stan-
dard with MSCI’s guidelines, which has yielded 44
issues.6

3 Methods

3.1 French and English

Exploring diverse BERT language model strate-
gies, such as SVM (Cortes and Vapnik, 1995) with

5https://esg.businesstoday.com.tw/
6For a more detailed definition, please refer to the

following document: https://drive.google.com/
file/d/12ia_CF3nrjv_R8s_e44SLnZnNcHH-D0_
/view?usp=sharing
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Submission Precision Recall F1-Score
NCMU_English_1 0.69 0.70 0.69
TradingCentralLabs_English_1 0.67 0.68 0.67
NCMU_English_2 0.68 0.66 0.66
kaka-ML-ESG_English_Test_gpt 0.67 0.67 0.65
Jetsons_English_1 0.64 0.65 0.64
Jetsons_English_2 0.63 0.64 0.63
LASTI_English_2 0.64 0.63 0.63
NCMU_English_3 0.65 0.63 0.63
HKESG_English_3 0.63 0.63 0.62
Jetsons_English_3 0.63 0.64 0.62
kaka-ML-ESG_English_Test_word2vec_tfidf 0.62 0.63 0.61
LASTI_English_3 0.62 0.62 0.61
TradingCentralLabs_English_2 0.61 0.63 0.61
HKESG_English_1 0.61 0.62 0.60
kaka-ML-ESG_English_Test_roberta 0.62 0.62 0.60
LASTI_English_1 0.61 0.60 0.60
HKESG_English_2 0.59 0.59 0.58
TradingCentralLabs_English_3 0.59 0.59 0.58
HHU_English_3 0.60 0.58 0.57
HHU_English_1 0.55 0.59 0.56
HHU_English_2 0.42 0.36 0.35
LivermoreSXI_English_1 0.36 0.33 0.30
wwy_test_English_1 0.28 0.37 0.30

Table 2: Experimental results in English Dataset.

SBERT embeddings (Reimers and Gurevych, 2019)
and RoBERTa, Linhares Pontes et al. (2023) con-
duct experiments on monolingual and multilingual
data. Their findings reveal that RoBERTa per-
forms best on monolingual data for the English
dataset, while on the French dataset, RoBERTa
excels on multilingual data, achieving superior
results. Glenn et al. (2023) generate synthetic
data using a large language model - gpt-3.5-turbo
- in order to augment the training data which is
then used to fine-tune the multilingual BERT for
classification. Hanwool et al. (2023) use gener-
ative models like Pythia (Biderman et al., 2023),
CerebrasGPT (Dey et al., 2023), and OPT (Zhang
et al., 2022), along with the zero-shot (Xian et al.,
2017), GPT3Mix (Yoo et al., 2021) and trans-
lation as augmentation techniques to tackle the
data imbalance issue; then, explore encoder mod-
els, RoBERTa (Liu et al., 2019), DeBERTa (He
et al., 2021), and FinBERT (Araci and Genç, 2020).
Mashkin and Chersoni experiment with ESG Trans-
formers (Mukut, 2020), and for classification, Lo-
gistic Regression, Random Forests and Support
Vector Machine achieving the best results with
SVM classifier for both languages. Billert and
Conrad introduce adapter modules (Houlsby et al.,
2019) to a multilingual base model, mBERT (De-
vlin et al., 2019), then train it using Masked Lan-
guage Modeling (MLM) (Pfeiffer et al., 2020).

3.2 Chinese

Wang et al. (2023) leverage MacBERT (Cui
et al., 2020)—a contrastive learning frame-
work—enhancing performance using both unla-
beled and pseudo-labeled data. Linhares Pontes
et al. (2023) explores the performance of
SVM (Cortes and Vapnik, 1995) when combined
with SentenceBERT’s embeddings (Reimers and
Gurevych, 2019) (SBERT). Additionally, Glenn
et al. (2023) outlines a method for utilizing syn-
thetic data generated by a large language model,
ChatGPT,7 to enhance the performance of multilin-
gual BERT (mBERT).

4 Results

Performance metrics, including precision, recall,
and F1-score, were utilized to evaluate the English
and French datasets. Given the distinctive task set-
tings of the Chinese dataset, micro-averaged F1,
macro-averaged F1, and weighted F1 were adopted
for evaluation. Tables 2, 3, and 4 display the ex-
perimental results from the participants’ system
outputs in the official evaluation round.

We find that BERT-like language models with
data augmentation by LLMs perform well for the
English and French results. NCMU (Hanwool
et al., 2023) ranks first and second in these two
datasets. Jetsons (Glenn et al., 2023) also uses

7gpt-3.5-turbo: https://platform.openai.com/
docs/models/gpt-3-5
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Submission Precision Recall F1-Score
Jetsons_French_2 0.80 0.79 0.78
NCMU_French_1 0.80 0.79 0.78
HHU_French_3 0.80 0.77 0.77
Jetsons_French_1 0.78 0.78 0.77
HHU_French_1 0.78 0.75 0.75
TradingCentralLabs_French_2 0.76 0.76 0.75
kaka-ML-ESG_French_Test_gpt 0.75 0.75 0.74
HHU_French_2 0.76 0.74 0.73
TradingCentralLabs_French_3 0.74 0.74 0.73
HKESG_French_3 0.72 0.72 0.71
TradingCentralLabs_French_1 0.73 0.72 0.71
Jetsons_French_3 0.70 0.71 0.70
NCMU_French_2 0.71 0.70 0.69
HKESG_French_1 0.69 0.68 0.67
HKESG_French_2 0.65 0.62 0.62
kaka-ML-ESG_French_Test_word2vec_tfidf 0.62 0.61 0.60
LASTI_French_1 0.60 0.59 0.59
LASTI_French_2 0.61 0.60 0.59
LASTI_French_3 0.56 0.56 0.55
LivermoreSXI_French_1 0.32 0.33 0.28
kaka-ML-ESG_French_Test_roberta 0.16 0.25 0.18

Table 3: Experimental results in French Dataset.

Submission Micro F1 Macro F1 Weighted F1
CheryFS_Chinese_2 (Wang et al., 2023) 0.391 0.180 0.392
TradingCentralLabs_Chinese_3 (Linhares Pontes et al., 2023) 0.279 0.137 0.263
TradingCentralLabs_Chinese_2 (Linhares Pontes et al., 2023) 0.267 0.103 0.233
TradingCentralLabs_Chinese_1 (Linhares Pontes et al., 2023) 0.212 0.073 0.179
Jetsons_Chinese_1 (Glenn et al., 2023) 0.134 0.042 0.102
Jetsons_Chinese_3 (Glenn et al., 2023) 0.134 0.042 0.102
Jetsons_Chinese_2 (Glenn et al., 2023) 0.121 0.038 0.091
CheryFS_Chinese_1 (Wang et al., 2023) 0.089 0.074 0.123

Table 4: Experimental results in Chinese Dataset.

synthetical data to get the best performance in the
French dataset.

For the Chinese dataset, the performance is
lower due to the multiple-label task setting. The
MacBERT with data augmentation method pro-
posed by Wang et al. (2023) gets the best perfor-
mances.

5 Conclusion

This paper presents the findings of the ML-ESG
shared task and highlights the impact of data aug-
mentation methods on performance, regardless of
the language employed. It is worth noting, how-
ever, that the effectiveness of data generated by
LLMs may not always yield favorable outcomes.
Selecting the optimal LLM for data augmentation
remains an unresolved challenge, with participants
opting for a practical approach of utilizing data gen-
erated by diverse augmentation methods. Moving
forward, our next objective within the ML-ESG ini-
tiative is to determine whether a given news event
can be classified as an opportunity or risk within
the realm of ESG considerations.
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