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Abstract

We propose the use of conversational GPT
models for easy and quick few-shot text clas-
sification in the financial domain using the
Banking77 dataset. Our approach involves
in-context learning with GPT-3.5 and GPT-4,
which minimizes the technical expertise re-
quired and eliminates the need for expensive
GPU computing while yielding quick and ac-
curate results. Additionally, we fine-tune other
pre-trained, masked language models with Set-
Fit, a recent contrastive learning technique, to
achieve state-of-the-art results both in full-data
and few-shot settings. Our findings show that
querying GPT-3.5 and GPT-4 can outperform
fine-tuned, non-generative models even with
fewer examples. However, subscription fees
associated with these solutions may be consid-
ered costly for small organizations. Lastly, we
find that generative models perform better on
the given task when shown representative sam-
ples selected by a human expert rather than
when shown random ones. We conclude that a)
our proposed methods offer a practical solution
for few-shot tasks in datasets with limited label
availability, and b) our state-of-the-art results
can inspire future work in the area.

1 Introduction

Virtual agents have become increasingly popular
in recent years, with conversational models like
GPT-3.5 (Ouyang et al., 2022) and its successor
ChatGPT1 garnering attention worldwide. While
the intent detection task, as seen in the customer
assistance domain, has been a well-known problem
in academia for many years, it is under-explored
in the financial industry due to the limited avail-
ability of datasets (Galitsky and Ilvovsky, 2019;
Casanueva et al., 2020). This study aims to bridge
the gap between the financial industry and the latest
developments in academia.

1https://chat.openai.com/

Financial Intent Label

It declined my transfer. Declined Transfer
How can I trade currencies with this app? Exchange Via App
How do your exchange rates factor in? Exchange Rate
I just topped up, and the app denied it. Top-up Failed
There has been a red flag on my top up. Top-up Failed
Tell me how to replace my expired card. Card About to Expire
... ...
My card is needed soon. Card Delivery Estimate
What caused my transfer to fail? Failed Transfer

Table 1: Example financial intents and their labels from
the Banking77 dataset. In total, there are 77 different
labels in the dataset.

In this paper, we use Banking77 (Casanueva
et al., 2020), a real-life dataset of customer service
intents and their classification labels. Unlike many
datasets in the intent detection literature, Bank-
ing77 covers the niche of a single domain, contains
a large number of labels (77), and many of the
classes have tight overlaps between them, making
it perfect for a business use-case scenario. Previous
works have focused on fixing labeling errors (Ying
and Thomas, 2022) or exploring pre-training intent
representations (Li et al., 2022), which require a
high level of technical expertise.

First, we demonstrate how well (and quickly)
we can solve a few-shot financial text classifica-
tion task using conversational GPT models. Sec-
ondly, we fine-tune other, non-generative, pre-
trained models, based on MPNet (Song et al.,
2020), with SetFit (Tunstall et al., 2022), a recent
contrastive learning technique developed by Hug-
gingFace which minimizes the time and samples
needed to fine-tune a pre-trained model.

Our contributions include demonstrating a clever
use of in-context learning with GPT-3.5 and GPT-
4 to solve a challenging intent classification task.
This solution is a) especially handy when rapid
and accurate results are needed for few-shot tasks
in financial datasets with limited label availability,
and b) requires no GPUs and minimizes the need
for technical expertise, which is often lacking in
the banking industry. We also show that in-context
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learning can perform better than fine-tuned masked
language models (MLMs), even when presented
with fewer examples. However, such solutions may
be costly for small organizations due to subscrip-
tion fees and often have limited token capacity,
which only allows us to show the model 3 samples,
for example. Lastly, we report state-of-the-art re-
sults by fine-tuning pre-trained models both when
using the whole training dataset (Full-Data setting)
and in a few-shot setting where only 10 training
instances per class were used (10-shot setting) by
employing SetFit and selecting representative sam-
ples after hiring a human expert.

2 Related Work

2.1 Studies on Banking77

Previous research papers provide important in-
sights into improving the performance of finan-
cial intent classification models on the Banking77
dataset through the correction of label errors, the
pre-training of intent representations, and the use of
unattended tokens and example-driven training to
improve utterance classification models. Initially,
Casanueva et al. (2020) established a baseline accu-
racy of 93.66% by fine-tuning BERT (Devlin et al.,
2019) for the Full-Data setting, and an 85.19% for
the 10-shot setting by using a Universal Sentence
Encoder (Cer et al., 2018) and efficient Transformer
representations (Henderson et al., 2020).

Ying and Thomas (2022) aimed at reducing label
errors in the Banking77 dataset through a confident
learning framework (Northcutt et al., 2017, 2021)
and a cosine similarity approach. Their classifiers
achieved an 88.2% accuracy and 87.8% F1-Score
on the original dataset, increasing to 92.4% accu-
racy and 92.0% F1-Score on the refined dataset.

Li et al. (2022) demonstrated that pre-training
intent representations can improve intent classifi-
cation, achieving an 82.76% accuracy and 87.35%
Macro-F1 Score on the Banking77 benchmark. The
strategy involved prefix-tuning and only fine-tuning
the last layer of an LLM.

Lastly, Mehri and Eric (2021) proposed to en-
hance text classification models in dialog systems
using observer tokens and example-driven training.
The combination of these approaches resulted in an
85.95% accuracy in the 10-shot setting and 93.83%
in the Full-Data setting.

Banking77 Statistics Train Test

Number of examples 10,003 3,080

Minimum length in characters 13 13
Average length in characters 59.5 54.2
Maximum length in characters 433 368

Minimum word count 2 2
Average word count 11.9 10.9
Maximum word count 79 69

Table 2: Dataset statistics for the Banking77 dataset.
The dataset contains 10,003 examples for training and
3,080 examples for testing, with 77 different intents.
Text length statistics are also provided.

2.2 Few-Shot Text Classification
Learning from just a few training instances is cru-
cial when data collection is difficult. Interestingly,
the predominant training paradigm of fine-tuning
LMs exhibits poor performance in few-shot scenar-
ios (Dodge et al., 2020), while the growing size of
LMs often makes their use in this paradigm pro-
hibitive. An alternative is to use in-context learning
(Brown et al., 2020), where a generative LLM is
prompted with a context and is asked to solve NLP
tasks without any fine-tuning. The context typi-
cally contains a short description of the task, a few
demonstrations (the context), and the instance to
be classified. The intuition behind in-context learn-
ing is that the LLM has already learned several
tasks during its pre-training and the prompt tries
to locate the appropriate one (Reynolds and Mc-
Donell, 2021). Selecting the appropriate prompt is
not trivial, though; LLMs are unable to understand
the meaning of the prompt (Webson and Pavlick,
2022). This phenomenon was somewhat alleviated
by fine-tuning LLMs to follow human instructions
(Ouyang et al., 2022; OpenAI, 2023). Nonetheless,
in-context learning is still correlated with term fre-
quencies encountered during pre-training (Razeghi
et al., 2022), while instruct-based LLMs like GPT-
3.5 and GPT-4 carry the biases of the human an-
notators that provided the training instructions. To
further deal with the difficulties of in-context learn-
ing, prompt-tuning has emerged as a promising
research direction (Lester et al., 2021; Zhou et al.,
2021; Jia et al., 2022).

3 Task and Dataset

Intent detection is a special case of text classifi-
cation, and it has a crucial role in task-oriented
conversational systems in various domains. It re-
flects the complexity of real-world financial and
commercial systems which can be attributed to the
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partially overlapping intent categories, the need for
fine-grained decisions, and the usual lack of data
in finance (Casanueva et al., 2020; Loukas et al.,
2021, 2022; Zavitsanos et al., 2022).

However, publicly available intent detection
datasets are limited, and existing datasets oversim-
plify the task and do not reflect the complexity of
real-world industrial systems (Braun et al., 2017;
Coucke et al., 2018). Following the recent trends
towards building robust datasets for industry-ready
systems (Larson et al., 2019; Liu et al., 2019a,
2021), Banking77 (Casanueva et al., 2020) was
created by PolyAI2 as part of their study on a new
intent classifier using pre-trained dual sentence
encoders based on fixed Universal Sentence En-
coders (Cer et al., 2018) and ConveRT (Henderson
et al., 2020). In contrast to other multi-domain and
broad-intent datasets, which may not capture the
full complexity of each domain, Banking77 is a
single-domain dataset that contains a large num-
ber (77) of fine-grained intents related to banking.
Casanueva et al. believe that the dataset’s single-
domain focus and the large number of intents make
the intent detection task more realistic and chal-
lenging. However, some intent categories partially
overlap with others, requiring fine-grained deci-
sions that cannot rely solely on the semantics of
individual words, indicating the tasks’s difficulty.

The dataset comprises 13,083 annotated cus-
tomer service queries labeled with 77 intents and
is split into two subsets: train (10,003 examples)
and test (3,080 samples) (Table 2). The label distri-
bution is heavily imbalanced in the training subset
(Figure 1), demonstrating the challenge in develop-
ing classifiers in the Full-Data setting.

4 Methodology

4.1 In-Context Learning

For in-context learning, we use GPT-3.5 (Ouyang
et al., 2022) and GPT-4 (OpenAI, 2023), which are
based on the Generative Pre-trained Transformer
(GPT) (Radford et al., 2018, 2019) and further
trained with Reinforcement Learning from Human
Preferences (RLHF) (Christiano et al., 2017) to
follow instructions. GPT-3.5 is a 175B-parameter
model able to consume a context o 4,096 tokens,
while GPT-4 is a multi-modal model able to con-
sume 32,768 tokens.

2https://github.com/PolyAI-LDN/
task-specific-datasets

4.2 Fine-tuning MLMs

MPNet (Song et al., 2020) is a family of mod-
els based on the transformer architecture (Vaswani
et al., 2017; Devlin et al., 2019), which adopts
a novel pre-training objective that leverages the
dependency among predicted tokens through per-
muted language modeling and takes auxiliary po-
sition information as input. MPNet is pre-trained
on 160GB text corpora and outperforms other mod-
els like BERT (Devlin et al., 2019), XLNet (Yang
et al., 2019), and RoBERTa (Liu et al., 2019b) on
various downstream tasks. We use a variation of
MPNet, establishing it as a prominent method for
our task. We use two variants of MPNet, dubbed
S-MPNet-v23 and P-MPNet-v2.4 Both variants
were trained to identify similarities between pairs
of texts which we believe allows the model to learn
representations that encapsulate the more salient se-
mantic details of the texts. Also, P-MPNet-v2 was
trained with a more strict objective than S-MPNet-
v2, which required both texts in the pair to have the
exact same meaning.

4.3 Few-Shot Contrastive Learning

SetFit (Tunstall et al., 2022) is a few-shot learning
methodology that fine-tunes a pre-trained Sentence
Transformer (like S-MPNet-v2) on a small number
of text pairs with contrastive learning (Chen et al.,
2020). Tunstall et al. showed that using SetFit and
8 training examples has comparable performance
to training models on the complete dataset.

4.4 Human Expert Annotation

Casanueva et al. (2020) identified class overlaps
during the creation of Banking77. To address these
challenges, we curated a subset of Banking77 for
few-shot text classification with the help of a hu-
man expert who reviewed a sample of 10 examples
per class and selected the top 3 examples based on
their relevance to the intent they represent. This ap-
proach provided a light curation that helped avoid
overlaps and ensured that each example was highly
relevant to its intended intent. We expect these
training instances to lead to better performance
than randomly selecting training instances per class
in the few-shot setting.

3https://huggingface.co/
sentence-transformers/all-mpnet-base-v2

4https://huggingface.
co/sentence-transformers/
paraphrase-mpnet-base-v2
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5 Experimental Setup

Fine-tuning: For all of our methods, we use Ten-
sorFlow (Abadi et al., 2015) and HuggingFace
(Wolf et al., 2020). For the Few-shot Experiments,
we use SetFit following the developers’ recom-
mended practises.5

Prompt Engineering: We experimented with dif-
ferent prompt settings, as found in Appendix B.

In-context Learning: We utilize the OpenAI API
when employing GPT-3.5.6 Due to maximum to-
ken limitations, we use the 1-Shot setting for GPT-
3.5 and the 3-shot setting for GPT-4. The prompt
we use can be broken down into three parts. The
first contains the description of the task and the
available classes, the second provides a few exam-
ples, and the third presents the text to be classified.
The prompt can be found in the Appendix A.

Note that although models like GPT-3.5 or GPT-
4 can provide a quick solution without the need for
technical expertise, they come at a cost as they are
only accessed behind a paywall. Our experiments
cost around 60$ when using GPT-3.5 ($0.002 per
1K tokens) and 1,480$ when using GPT-4 ($0.03
per 1K tokens for the 8K context model).7

6 Results

To understand the model’s performance, we re-
port micro-F1 (µ-F1) and macro-F1 (m-F1). Ta-
ble 3 shows that S-MPNet-v2 achieves competi-
tive results across all few-shot settings using Set-
Fit. When trained on only 3 samples, it achieves
scores of 76.3 µ-F1 and 75.6 m-F1. As we increase
the number of samples, the performance improves,
reaching a 91.2 micro-F1 and 91.3 macro-F1 score
with 20 samples. This is only 3 percentage points
(pp) lower than fine-tuning the model with all the
data. Lastly, S-MPNet-v2 outperforms the previ-
ous state-of-the-art (Mehri and Eric, 2021), both in
the 10-shot setting (by 2.2 pp) and in the Full-Data
setting (by 0.2 pp). P-MPNet-v2 has a similar but
slightly worse behavior than S-MPNet-v2.

GPT-3.5 achieves competitive results despite
that it is presented with only 1 sample per class
(either representative or random). It outperforms
S-MPNet-v2 and P-MPNet-v2 by a large margin
(over 17 pp) in the 1-shot setting, while being com-
parable in the 3-shot setting. As expected, using our

5https://github.com/huggingface/setfit
6We use the gpt-3.5-turbo variant.
7https://openai.com/pricing

Methods Setting µ-F1 m-F1

Mehri and Eric (2021) Full-Data 93.8 NA
Mehri and Eric (2021) 10-shot 85.8 NA
Ying and Thomas (2022) Full-Data NA 92.0

S-MPNet-v2 (ours) Full-Data 94.0 93.9
P-MPNet-v2 (ours) Full-Data 93.0 93.0

S-MPNet-v2 1-shot 57.4 55.9
P-MPNet-v2 1-shot 50.6 48.7
GPT-3.5 (representative samples) 1-shot 75.2 74.3
GPT-3.5 (random samples) 1-shot 74.0 72.3

S-MPNet-v2 3-shot 76.3 75.6
P-MPNet-v2 3-shot 71.4 70.9
GPT-4 (representative samples) 3-shot 83.1 82.7
GPT-4 (random samples) 3-shot 74.2 73.7

S-MPNet-v2 5-shot 83.5 83.3
S-MPNet-v2 10-shot 88.0 87.9
S-MPNet-v2 15-shot 90.6 90.5
S-MPNet-v2 20-shot 91.2 91.3

P-MPNet-v2 5-shot 79.2 79.1
P-MPNet-v2 10-shot 85.7 85.8
P-MPNet-v2 15-shot 88.4 88.4
P-MPNet-v2 20-shot 90.1 90.0

Table 3: Classification results for all models on the test
data, with N-Shot indicating the number of samples
used during training. All MPNet variants are fine-tuned
without the SetFit method on the Full-Data setting.

human-curated representative samples leads to bet-
ter in-context learning results. GPT-4 also shows
potential for few-shot classification, outperforming
all other models on the 3-shot setting by more than
6 pp. Similarly to GPT-3.5, its performance drops
substantially (approximately 9 pp) when trained on
random samples as opposed to when trained on the
human-curated representative ones.

7 Conclusion

We presented a few-shot text classification study
on the financial domain. Experimenting with Bank-
ing77, a financial intent classification dataset, we
showed that in-context learning with conversational
LLMs can be a straightforward solution when one
needs fast and accurate results in few-shot settings.
In addition, we demonstrated that generative LLMs,
like GPT-3.5 and GPT-4, can perform better than
MLM models, even with fewer examples. While
LLMs minimize the technical expertise needed or
omit GPU training times, they can be considered
costly for small organizations, given that LLMs can
be only accessed behind a paywall (approximately
1,600$ for GPT-3.5 and GPT-4). On the other side,
by fine-tuning S-MPNet-v2 with SetFit, we sur-
passed the previous state-of-the-art in the 10-shot
setting by 2 pp. The same model also achieved
state-of-the-art results in the Full-Data setting with
standard fine-tuning.
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A In-context Learning Prompt
You are an expert assistant in the field of customer service. Your
task is to help workers in the customer service department of
a company. Your task is to classify the customer’s question in
order to help the customer service worker to answer the question.
In order to help the worker, you MUST respond with the number
and the name of one of the following classes you know. If you
cannot answer the question, respond: "-1 Unknown". In case
you reply with something else, you will be penalized.

The classes are:
0 activate_my_card
1 age_limit
.. ..
75 wrong_amount_of_cash_received
76 wrong_exchange_rate_for_cash_withdrawal

Here are some examples of questions and their classes:
How do I top-up while traveling? automatic_top_up
How do I set up auto top-up? automatic_top_up
... ...
It declined my transfer. declined_transfer

How do I locate my card?

B Prompt Engineering

We experiment with two different prompt settings
using GPT-4 in a 3-shot setting on a held-out vali-
dation subset.8 In the first setting, we present the
few-shot examples as the previous chat history. In
the second setting, the few-shot examples are pre-
sented as a message from the system, which is
one of the roles in the conversational setting of
OpenAI. The second setting yielded the best re-
sults (Table 4), and we proceed to use it for the
rest of our experiments. As seen in Table 4, by
presenting the few-shot examples to the OpenAI
API via previous chat history, we score a 77.5 µ-F1

and a 74.4 m-F1 score. However, presenting the
examples as a system message hyperparameter
to the API, which sets the assistant behavior, we
achieve an improved µ-F1 of 77.7 and a m-F1 of
77.0.

Thus, we present the few-shot examples as
system in the OpenAI later in our prompt-tuning
methods (GPT-3.5 and GPT-4).

Few shot examples given as µ-F1 m-F1

Previous chat history 75.5 74.4
System context 77.7 77.0

Table 4: Validation Micro-F1 and Macro-F1 scores for
our two prompt settings with GPT-4 in the 3-Shot sce-
nario.

C Class Distribution

Figure 1: Class distribution of the 77 intents used over
the training subset. Intent indices are shown instead of
tag names for brevity.

8We used 5% of the training data.
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