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Abstract
This paper presents our findings in the ML-
ESG-2 task, which focused on classifying a
news snippet of various languages as “Risk”
or “Opportunity” in the ESG (Environmental,
Social, and Governance) context. We experi-
mented with data augmentation and translation
facilitated by Large Language Models (LLM).
We found that augmenting the English dataset
did not help to improve the performance. By
fine-tuning RoBERTa models with the original
data, we achieved the top position for the En-
glish and second place for the French task. In
contrast, we could achieve comparable results
on the French dataset by solely using the En-
glish translation, securing the third position for
the French task with only marginal F1 differ-
ences to the second-place model.

1 Introduction

ESG factors have gained increasing prominence
in recent years, not only among stakeholders but
also in the decision-making processes of investors
and financial institutions. As the awareness of ESG
risks grows, so does the need for precise and real-
time classification of these risks. Traditional ESG
risk analysis has largely relied on structured data,
such as company disclosures, financial reports, and
pre-defined ESG metrics. However, these sources
often provide an incomplete and lagging view of
a company’s ESG footprint. Moreover, they are
subject to reporting biases and may lack granularity
in capturing the diverse dimensions of ESG risks.

The proliferation of online news media offers a
fertile ground for harvesting a more comprehen-
sive set of data on ESG issues. News articles, in
particular, often capture real-time events, public
sentiment, and expert opinions, providing a more
immediate and multifaceted perspective on ESG
risks than can be obtained from traditional struc-
tured data. Yet, leveraging this unstructured textual
data to accurately classify ESG risks presents com-
putational challenges. These challenges include

but are not limited to, natural language understand-
ing, sentiment analysis, and the development of a
robust taxonomy for ESG risk classification.

The FinNLP-2022 workshop introduced a
FinSim4-ESG1 shared task that centres on ESG
issues. To deepen the understanding of these areas,
FinNLP@IJCAI-2023 released a new dataset for
the FinNLP community. This dataset is designed
to explore the task of identifying key ESG issues
in multiple languages, guided by the MSCI ESG
rating framework, which includes 35 key issues for
categorisation.

Expanding on this discourse, a new task dubbed
Multi-Lingual ESG Impact Type Identification
(ML-ESG-2) was introduced. The primary objec-
tive of this task is to identify the type of ESG im-
pact a given piece of news may have. Specifically,
models are tasked with determining whether the
news presents an ESG-related opportunity or risk.
This aspect of impact identification is structured as
a single-choice question.

In this study, we present our methodology for
tackling the ML-ESG-2 shared task, using datasets
in both English and French. We conducted our ex-
periments using two primary methods: fine-tuning
language models on the dataset and training a
logistic regression model using Sentence-BERT
(SBERT) embeddings (Reimers and Gurevych,
2019). Our findings suggest that the optimal ap-
proach can be achieved solely by relying on the
given datasets, without the need for any data aug-
mentation. Furthermore, we found that comparable
results could be obtained on the French dataset by
first translating the text into English and then em-
ploying a model pre-trained specifically on English
text. Using this strategy, our models secured first
place in the English language dataset and second
and third places in the French language dataset.

1https://sites.google.com/nlg.csie.ntu.edu.tw/
finnlp-2022/shared-task-finsim4-esg

https://sites.google.com/nlg.csie.ntu.edu.tw/finnlp-2022/shared-task-finsim4-esg
https://sites.google.com/nlg.csie.ntu.edu.tw/finnlp-2022/shared-task-finsim4-esg
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2 Datasets

In ML-ESG-2, a new task called “ESG Impact Type
Identification” was introduced to advance discus-
sions on ESG ratings from the previous shared task
(Chen et al., 2023). This task requires models to
discern whether a given news article signifies an
ESG “opportunity” or “risk”. Each data point con-
sists of the URL, title, content, and the assigned
impact type for a given article. An overview of the
English and French datasets can be seen in Table 1.

English French

Training-Opportunity 694 (85.9%) 458 (56.0%)
Training-Risk 114 (14.1%) 360 (44.0%)

Test-Opportunity 191 (87.6%) 111 (55.5%)
Test-Risk 27 (12.4%) 89 (44.5%)

Table 1: Summary statistics of the datasets

Data Augmentation While the French dataset
exhibits a relatively balanced distribution across its
classes, the English dataset has significantly more
instances labelled as “Opportunity” compared to
“Risk”. Drawing inspiration from the successful
approach employed by the previous ML-ESG task
winner (Lee et al., 2023), we experimented with
data augmentation using GPT3Mix (Yoo et al.,
2021) to augment the “Risk” training data dur-
ing the fine-tuning of the English models. For
more details on this process, please refer to Ap-
pendix A.1. Our approach involved leveraging the
text-davinci-003 model from OpenAI to gener-
ate the additional training data.

Data Translation As a pivotal component of our
experimental approach, we employed large lan-
guage models (LLMs) to facilitate the translation
of training data from French to English (see Ap-
pendix A.2). This translation step was essential
to ensure that our models, primarily designed for
English text processing, could effectively compre-
hend and learn from the French-language content
within the dataset.

3 Methods

We conducted experiments using two primary
methods: fine-tuning language models on the
dataset and training a logistic regression model
using SBERT embeddings (Reimers and Gurevych,
2019). Given the absence of development sets and
the presence of imbalanced training data, we em-

ployed 5-fold cross-validation to assess the effec-
tiveness of our approaches. Additionally, we ob-
served that the news titles are not unique and two
news contents with the same title can be both “Op-
portunity” and “Risk”. Thus, we decided to disre-
gard the titles altogether and used only the content
as the input.

Baseline. To demonstrate the performance im-
provements achievable through the two methods
mentioned earlier, we initially established a simple
baseline. This benchmark was created by employ-
ing TF-IDF and logistic regression using scikit-
learn (Pedregosa et al., 2011). We retained the top
1000 features identified by TF-IDF and conducted
hyperparameter optimisation (see Appendix A.3).

Fine-tuning language models. We exper-
imented with three well-known pre-trained
encoder models: DistilBERT (Sanh et al., 2019),
RoBERTa (Liu et al., 2019), and DeBERTa (He
et al., 2021). Specifically, the model names
in Hugging Face (Wolf et al., 2020) were
distilbert-base-uncased, roberta-large,
microsoft/deberta-v3-large. We also
experimented with the XLM-RoBERTa
(xlm-roberta-large) model (Conneau et al.,
2020) for the French dataset. We fine-tuned the
pre-trained models on the ML-ESG-2 dataset
and used Optuna (Akiba et al., 2019) to find the
optimal hyperparameters of each model. The final
list of the hyperparameters is shown in Table 2.

Model Name Batch Size Learning Rate Epoch

DistilBERT 32 2.5e-5 4
RoBERTa 16 1.3e-5 2
XLM-RoBERTa 4 6.8e-6 4
DeBERTa 4 2.3e-5 4

Table 2: Hyperparameters used in the model fine-tuning.

Sentence-BERT. Unlike traditional word em-
beddings that represent individual words, SBERT
(Reimers and Gurevych, 2019) is designed to gener-
ate embeddings for entire sentences or paragraphs.
It leverages pre-trained transformer-based models,
such as BERT (Devlin et al., 2019) and RoBERTa
(Liu et al., 2019), and fine-tunes them specifically
for sentence-level tasks. This fine-tuning process
enables SBERT to capture contextual information,
semantic meaning, and the relationships between
sentences. In our experiment, we used Sentence-
T5 (ST5) (Ni et al., 2021), a variant based on T5
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(Raffel et al., 2020), to generate the embeddings
as input for logistic regression. We used ST5 be-
cause it outperformed SBERT in a range of natural
language inference (NLI) and question-and-answer
(Q&A) tasks (Ni et al., 2021). Additionally, we
conducted experiments with different sizes of the
ST5 model in this study.

4 Results

Our experiments revealed several key findings
in the context of model performance. Firstly,
RoBERTa demonstrated outstanding performance
on the English dataset, achieving an impressive
F1 score of 85.19% (Table 3)2. In comparison,
ST5-XXL also performed well with an F1 score
of 81.29%. Remarkably, both models achieved the
best results without the need for data augmentation
and translation.

When subjected to the test set, RoBERTa con-
tinued to shine, outperforming ST5-XXL by a sig-
nificant margin. RoBERTa achieved an F1 score
of 92.00%, while ST5-XXL scored 75.36% (Ta-
ble 5). This discrepancy underscores RoBERTa’s
robustness and suitability for this task.

Shifting our focus to the French dataset,
our cross-validation results favoured ST5-XXL
(FR→EN) over XLM-RoBERTa (FR), with an F1
score of 76.52% versus 72.17% (Table 4). Never-
theless, when assessing the model’s performance
on the test set, XLM-RoBERTa emerged as the
winner, achieving an F1 score of 86.12% (Table 5).
These findings highlight the importance of consid-
ering both cross-validation and test set results when
evaluating model performance.

Furthermore, the test results between XLM-
RoBERTa and ST5-XXL differ only slightly (<1%).
Note that XLM-RoBERTa was trained on the orig-
inal French dataset, but ST5-XXL used the trans-
lated dataset. The results for ST5-XXL raise the
potential of translating other languages to English
and used English-based models for text classifica-
tion.

5 Related Work

In recent studies (Lehman et al., 2023; Xu et al.,
2023), it was discovered that relatively compact
specialised clinical models exhibit significantly

2All F1 scores shown are calculated based on the F1-score
of the “Risk” class. We also include the weighted-F1 scores
for the test set as presented in the final leaderboard of ML-
ESG-2 task for reference.

superior performance compared to all in-context
learning approaches when applied to LLMs. This
superior performance holds true even when these
clinical models are fine-tuned on a limited amount
of annotated data. Additionally, their research
revealed that pretraining on clinical tokens en-
ables the development of smaller, more parameter-
efficient models that can either match or surpass
the performance of much larger language models
trained on general text.

On a similar note, Septiandri et al. (2020) found
that classical NLP techniques, i.e. bag-of-words
and TF-IDF, could produce comparable results to
the more advanced word2vec (Bojanowski et al.,
2017) and BiLSTM with a fraction of the training
time. The study focused on a binary classifica-
tion task, similar to ML-ESG-2. They suggested
that even though the tiny improvement from com-
plex models is crucial in a competition, one should
consider allocating more resources to improve the
quality of the dataset in practical settings.

6 Conclusion

In summary, within the English sub-task of ML-
ESG-2, the RoBERTa model fine-tuned only with
the original data secured the top position, even
without any particular strategy to address the class
imbalance. Our investigation revealed that data
augmentation failed to improve F1 scores on the
training set. Similarly, adding translated French
news for English models did not contribute to im-
proved performance. From these findings, we de-
duce that increasing data quantity through augmen-
tation and translation may not consistently benefit
model performance.

For the French sub-task, we observed that trans-
lating to English provided better results for the
training set. However, the multi-lingual RoBERTa
model (XLM-RoBERTa) fine-tuned on the original
French dataset achieved higher F1 for the test set,
albeit slightly. These results indicate an opportu-
nity for future works: the potential of translating
text to English as a preprocessing strategy in other
languages.

7 Availability

The code is available at https://github.com/
aliakbars/esg-finnlp.

https://github.com/aliakbars/esg-finnlp
https://github.com/aliakbars/esg-finnlp
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Dataset
Model EN EN+AUG EN+FR

Baseline 48.45% ± 9.30% - -
ST5-Base 78.63% ± 5.66% 78.32% ± 7.56% 72.82% ± 11.40%

ST5-XXL 81.29% ± 2.72% 80.01% ± 2.98% 79.08% ± 5.45%

DistilBERT 79.84% ± 9.28% 76.01% ± 14.8% 71.26% ± 11.72%

RoBERTa 85.19% ± 8.97% 83.68% ± 8.30% 82.48% ± 9.65%

DeBERTa 82.23% ± 10.83% 76.92% ± 14.47% 72.19% ± 19.99%

Table 3: F1 scores on the English training dataset. Apart from using only the English dataset (EN), we also
experimented with augmenting the dataset using large language models (EN+AUG), and the English translation of
the French dataset (EN+FR). We were only augmenting the training set using the Risk-labelled data points.

Dataset
Model FR FR→EN

Baseline 65.61% ± 4.66% 63.95% ± 3.38%

ST5-Base - 71.13% ± 4.89%

ST5-XXL - 76.52% ± 4.26%
RoBERTa - 67.33% ± 12.73%

XLM-RoBERTa 72.17% ± 5.43% 71.05% ± 6.09%

Table 4: F1 scores on the French training dataset. FR→EN indicates the use of the English translation of the
French dataset during training.

F1 Weighted F1
Model EN FR EN FR

ST5-XXL 75.36% 85.96% 92.89% 83.94%
RoBERTa 92.00% - 98.10% -
XLM-RoBERTa - 86.12% - 85.54%

Table 5: F1 scores on the test sets using the best models. All models were trained on the vanilla training set,
except ST5-XXL (FR) which used the translated version of the French (FR) dataset.
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A Additional Experimental Details

A.1 Data Augmentation Prompt
We ran the augmentation 100 times, each time us-
ing three distinct samples from the actual dataset
and taking five generated texts. In total, we gener-
ated 500 additional “Risk” contents for the English
dataset using the following prompt:
Each line in the following list contains a

snippet taken from a news article and the
respective ESG impact identification.

ESG impact is one of ’Risk’ and ’Opportunity’.
Opportunity: (a random ’Opportunity’ content)
Risk: (another random ’Risk’ content)
Opportunity: (another random ’Opportunity’

content)
Risk:

A.2 Translating French to English
We experimented with three models to translate
the text from French to English: Flan-T5 (Chung
et al., 2022), DeepL 3, and GPT-3.5 Turbo (Ouyang
et al., 2022)). We found that the English translation
using GPT-3.5 Turbo would result in a better per-
formance. Thus, the results reported in this paper
were based on the GPT-3.5 Turbo translation only.

A.3 Hyperparameter Tuning
For the logistic regression model trained on the
SBERT embeddings and the baseline approach, we
tuned the hyperparameters using the values pro-
vided in Table 6.

Hyperparameter Values tested

C {0.1, 1, 10, 100}
class_weight {1, 2, 5, 10, 20}

Table 6: Hyperparameters tested for logistic regression

3https://www.deepl.com/translator
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