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Abstract

In this paper, we discuss our (Team HHU’s)
submission to the Multi-Lingual ESG Impact
Type Identification task (ML-ESG-2). The goal
of this task is to determine if an ESG-related
news article represents an opportunity or a risk.
We use an adapter-based framework in order
to train multiple adapter modules which cap-
ture different parts of the knowledge present in
the training data. Experimenting with various
Adapter Fusion setups, we focus both on com-
bining the ESG-aspect-specific knowledge, and
on combining the language-specific-knowledge.
Our results show that in both cases, it is pos-
sible to effectively compose the knowledge in
order to improve the impact type determination.

1 Introduction

The substantial rise in Environmental, Social, and
Governance (ESG) research over the past few
years underscores the growing significance of
sustainability in the corporate world (Zumente and
Bistrova, 2021). Both investors and companies
have a growing interest in ESG issues, as it
becomes clearer that they are vital for a company’s
brand and, consequently, also value (Schramm-
Klein et al., 2016), (Islam et al., 2021). Studies
show that investor interest in a company’s stock
depends significantly on whether an estimation of
their ESG-practices is available or not (Zumente
and Lāce, 2021).
Different agencies have developed a variety of
ESG-scoring mechanisms in order to quantify
the sustainability practices of companies which
offers investors an easier way to determine the
ESG-related risk a company represents in their
portfolio. Popular examples of this are MSCI1

and Sustainalytics2. However, inconsistencies in

1https://www.msci.com/our-solutions/
esg-investing/esg-ratings

2https://www.sustainalytics.com/
esg-data

the scoring practices and discrepancies between
different score-providers cast doubt on the
available ESG-scores (Berg et al., 2019), (Clément
et al., 2023). This doubt could be alleviated by
providing a more detailed overview of the various
aspects of sustainability a company is involved in.
Researchers in the field of natural language
processing (NLP) have recently made efforts to
enhance conventional ESG scoring methodologies
by incorporating alternative data sources, aimed at
offering a clearer understanding of a company’s
sustainability practices. (Nicolas et al., 2023)
underscores the impact of ESG-risk events found in
social media data, illustrating how they can result
in adverse financial returns. Meanwhile, (Aue
et al., 2022) focuses on analyzing news articles to
construct a predictive model for determining ESG
scores.
The ML-ESG series of shared tasks aims to
advance research in this area of using natural
language processing to provide more transparency
in ESG topics. ML-ESG-1 focused on determining
the ESG-aspects of news articles (Chen et al.,
2023b). In the next step of the ML-ESG series,
ML-ESG-2 aims to find the impact type of the
information in news articles, meaning detecting if
they represent opportunities or risks (Chen et al.,
2023a).

In this paper, we present our submission for the
French and English part of the ML-ESG-2 shared
task. We train adapters on different parts of the
dataset and experiment with several approaches in
order to combine their knowledge using Adapter
Fusion. We show that this knowledge composi-
tion yields a significant improvement of the perfor-
mance compared to simply finetuning an adapter
for the whole dataset. Our submitted approaches
achieve fourth place for French and fifteenth place
for English, however we investigated additional ap-
proaches after the task deadline which improve on

https://www.msci.com/our-solutions/esg-investing/esg-ratings
https://www.msci.com/our-solutions/esg-investing/esg-ratings
https://www.sustainalytics.com/esg-data
https://www.sustainalytics.com/esg-data
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those results.

2 Task Description and Dataset
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Figure 1: Occurrences of the different labels in the
training- and test-data of the task. The top row repre-
sents the English data, the bottom row the French data.
Training data is shown in red, test data in blue. Note:
The test data was released after the task deadline and
was not used during training.

ML-ESG-2 presents data in four different lan-
guages: English, French, Japanese and Chinese.
Because the Japanese and Chinese labels are
slightly different than the English and French ones,
we chose to only participate in the latter languages.
We display information about the training dataset
in Figure 1 in red. For English, the training dataset
contains 808 news articles while there are 818 news
articles for French. Each news article has a news
title, a news content and an associated impact type
label. Different samples can have the same news
title but a different news content and a different
impact type, which happens a total of 100 times in
the two datasets. For this reason, we didn’t use the
news title in our approaches.
The impact type is labelled as either "Opportunity"
or "Risk". While the data is quite imbalanced for
English, with the "Opportunity" label being the ma-
jority class, it is approximately even for French.
The average length of the news content is 412 char-
acters for English and 565 characters for French,
which should fit well within the maximum length
of 512 tokens of BERT-based models. Otherwise,
the samples are truncated.

2.1 ESG-Aspect Dataset
The previous ML-ESG shared task focused on de-
termining one out of 35 key issues defined by
MSCI3, where each key issue belongs to one ESG-
aspect (E/S or G) (Chen et al., 2023b). The dataset

3https://www.msci.com/
our-solutions/esg-investing/
esg-industry-materiality-map

shared there consists of 1200 news articles in En-
glish and French each, some of which overlap
with the news articles used in the dataset we work
on here. We present some approaches of using
the knowledge available in the ML-ESG-1 dataset
to improve the determination of "Opportunity" or
"Risk" of the current task in subsection 3.3.

3 Experimental Approach

The basis of our approach consists of mBERT
(Devlin et al., 2018), a multilingual BERT-based
model. For fine-tuning, we use bottleneck-adapter-
modules (Houlsby et al., 2019), which are a small
set of weights inserted into the layers of the base-
model. In order to account for the specific lan-
guage we are training in, we implement an ap-
proach described in (Pfeiffer et al., 2020b), where
a pre-trained language adapter is inserted before
the adapter that is being fine-tuned (known as the
task-adapter). We use the language adapters from
the adapterhub (Pfeiffer et al., 2020a), which are
available for all task-languages for the mBERT ar-
chitecture. Adapter-modules allow us to be more
flexible in training our model, as we will describe
in subsection 3.2.
To train the adapters, we split the dataset and use
10% as the evaluation set. We use a learning rate of
5e− 5. Finally, to account for the label imbalance
in the training data we can observe in Figure 1, we
use a weighted loss function.

3.1 Data Augmentation

To augment the data available in the two different
languages, we translate both of them to the other
language respectively. Since translating the whole
text at once sometimes produced artifacts, we split
the news content into sentences using nltk’s sen-
tence tokenizer (Bird et al., 2009) and translate a
single sentence at a time. In order to translate, we
use the OPUS-MT models (Tiedemann and Thot-
tingal, 2020) from the huggingface-hub4.

3.2 Adapter Fusion

In section 3, we explain our adapter-based ap-
proach, where we use a base model, a pre-trained
language adapter and finally a task-adapter for fine-
tuning. In this configuration, the different com-
ponents are aligned in series. Adapters can also
be used in parallel, which allows for the combina-
tion of the task-specific knowledge of each adapter.

4https://huggingface.co/Helsinki-NLP

https://www.msci.com/our-solutions/esg-investing/esg-industry-materiality-map
https://www.msci.com/our-solutions/esg-investing/esg-industry-materiality-map
https://www.msci.com/our-solutions/esg-investing/esg-industry-materiality-map
https://huggingface.co/Helsinki-NLP
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Figure 2: Schemata for Methods 2 and 3. The Aspect Model is obtained using data from ML-ESG-1 (Chen et al.,
2023b). The E/S/G-Models in Method 3 are the same ones we train in Method 2.

This is known as Adapter-Fusion. Adapter-Fusion
demonstrates particular advantages in scenarios in-
volving limited datasets, as it can place greater
emphasis on the knowledge obtained from the task-
adapters trained on larger datasets (Pfeiffer et al.,
2021). In addition, Adapter-Fusion has shown to
lead to performance-improvements in multilingual-
scenarios as it can use knowledge from training in
other languages (Billert and Conrad, 2023).
Since the concept of "Opportunity" and "Risk"
can mean different things depending on the con-
text, we aim to use the learnings from ML-ESG-1
(Chen et al., 2023b) in order to train aspect-specific
adapters. These adapters will learn more specifi-
cally to determine "Opportunity" and "Risk" in the
environmental, social and governance context. In
practice this means that we will first train a model
to determine the rough ESG-aspect of a news-
article (environmental, social, governance), be-
fore training three different aspect-specific adapters
to determine the ESG impact type for articles of
each aspect. We achieve an F1-Macro score of
around 0.86 for English and 0.79 for French for
the adapters classifying the ESG-aspect, meaning
that there is still the possibility of misclassifying
the aspect in the first place, which might be detri-
mental for the downstream adapters predicting the
impact type.
After training the three aspect-specific adapters, it
is then possible to train an Adapter Fusion layer to
make a final prediction for the ESG impact type.

3.3 Configurations

In order to test the premise that the ESG impact
type depends on the aspect (as we describe in the
previous subsection), we designed three different
configurations.

• Method 1: Train an adapter on the two impact
type labels directly.

• Method 2: Determine the ESG-aspect first,
then train an adapter for the news articles be-
longing to each aspect separately in order to
determine the impact type.

• Method 3: Use the same approach as in
Method 2, but use Adapter-Fusion in order
to combine the knowledge of the three sepa-
rate adapters.

Method 2 and method 3 are depicted in Figure 2.
Note that for the governance aspect-adapters, we
augment the evaluation data with the governance-
evaluation data from the other language respec-
tively, because the evaluation sets have a very small
amount of samples.

4 Results

The test data is shown in Figure 1 in blue. For
English, the label imbalance in the training set is
also present in the test set. For French, while there
is still no clear imbalance, the "Risk" label now
occurs more often as opposed to the "Opportunity"
label in the training set.
In Table 1, we show the F1-Macro scores of the var-
ious approaches. The three methods we submitted
can be seen on the left side of the table. For En-
glish, method 1 and method 3 have the same score,
with method 2 being much worse than both of them.
For French, method 1 shows the best performance,
with method 3 being slightly worse. Again, method
2 trails far behind.
Interestingly, method 2 shows a big discrepancy to
method 3, even though the same adapters are used,
the only difference being the Adapter-Fusion layer.
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Pre-Deadline Results AD-Fusion Experiments
Language Method 1 Method 2 Method 3 w/o gov Lang-Fusion
EN 0.8098 0.4225 0.8098 0.8771 0.8557
FR 0.7548 0.6169 0.7457 0.7726 0.8084

Table 1: F1-Macro scores of the trained adapters for the test-set. On the left side, the submitted results. On the right
side, there are additional experiments that were done after the deadline. Bold values represent the best achieved
score, while underlined values represent the best submitted score for each language.

4.1 Aspect-Fusion
Since there was not a lot of training data for the
governance adapter in methods 2 and 3, we suspect
that it is detrimental to the adapter fusion perfor-
mance. We do several experiments without the
governance adapter, using only the environmental
and social adapters for the Adapter Fusion. The
results are depicted on the right side of Table 1.
We can see that the performance surpasses both the
previous score of method 3 as well as the score of
method 1, which confirms our previous suspicions
about the governance adapter.
For English, we note an improvement of almost 7
points while for French, we see an increase slightly
lower than 2 points. In both cases, the performance
is significantly higher than the previous highest re-
sult, demonstrating that the concept of ESG impact
type depends on the ESG aspect and that the trained
Adapter Fusion layer successfully composes the
knowledge learned by our aspect-specific adapters.

4.2 Language-Fusion

News

EN FR

Aspect-Model

Model-EN Model-FR

AD-Fusion

Opportunity Risk

Figure 3: Adapter Fusion on the different language
adapters from Method 1.

As mentioned in subsection 3.2, it is also pos-
sible to use Adapter Fusion to combine informa-

tion learned from tasks in different languages. To
test if this also holds true in our case, we train an
Adapter Fusion layer consisting of both language-
specific adapters of method 1. The setup is dis-
played schematically in Figure 3. This is a similar
approach as was used in (Billert and Conrad, 2023),
although we only work with two languages in this
case.
In the rightmost column of Table 1, we can see that
this configuration achieves an outperformance of
about 5 points over just using the language-specific
adapters of method 1. Compared to using the
aspect-fusion approach described in subsection 4.1,
the results are conflicting. For English, the aspect-
fusion shows better results, but for French, using
the language-fusion seems superior.

5 Conclusion

In this work, we present multiple approaches us-
ing adapters to determine the ESG impact type of
news articles. We show that it is possible to gain
significant performance increases by using Adapter
Fusion, which allows us to combine the knowledge
present in the separate adapter modules, by experi-
menting with implementing Adapter Fusion in two
different ways: Firstly, using the prior knowledge
about ESG aspects, we train an adapter for each
aspect and fuse them to determine the ESG impact
type. Secondly, we fuse the adapters trained on the
different languages in order to combine the knowl-
edge learned from the different language datasets.
Further studies could focus on how to combine the
two Adapter Fusions, which we did not attempt in
this work due to time constraints. In addition, it
might be interesting to use the Japanese and Chi-
nese datasets to try to improve the language-fusion
approach even further. Finally, putting more focus
on augmenting the training data, e.g. by using para-
phrases, could bridge the gap between this study
and the top-placed systems.
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