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Abstract

With the growing interest in Green Investing,
Environmental, Social, and Governance (ESG)
factors related to Institutions and financial en-
tities has become extremely important for in-
vestors. While the classification of potential
ESG factors is an important issue, identify-
ing whether the factors positively or negatively
impact the Institution is also a key aspect to
consider while making evaluations for ESG
scores. This paper presents our solution to
identify ESG impact types in four languages
(English, Chinese, Japanese, French) released
as shared tasks during the FinNLP workshop
at the IJCNLP-AACL-2023 conference. We
use a combination of translation, masked lan-
guage modeling, paraphrasing, and classifica-
tion to solve this problem and use a generalized
pipeline that performs well across all four lan-
guages. Our team ranked 1st in the Chinese
and Japanese sub-tasks.

1 Introduction

In recent times, the focus on Institutions’ Environ-
mental, Social, and Governance factors (ESG) has
garnered increased interest from the global invest-
ment and corporate governance communities. Peo-
ple have also grown to be socially responsible and
environmentally conscious while investing. ESG
serves as a third dimension beyond risk and return.
Research also indicates that Institutions with bet-
ter ESG performance directly correlate to better
stock performance and risk management (Whelan
and Atz, 2021). Keeping this in mind, many rating
agencies quantify the nature and impact of ESG
aspects of an institution and publish ratings (Ser-
afeim and Yoon, 2022). Apart from ESG investing,
Impact investing (Berk and van Binsbergen, 2021)
has also gained traction where investors, instead
of investing solely based on ESG benefits, would
look for a combination of better returns as well as a
positive influence in society. Hence, impact identi-
fication is crucial to determine whether statements

are an opportunity or a risk for the Institution.
Most of the scoring processes involved in

ESG and Impact assessments are extremely time-
consuming and require expert involvement and
manual annotations. To automate this, we pro-
pose a generalized pipeline capable of predicting
the impact types of ESG-related news articles (as
shown in Figure 1). This generalized pipeline can
be scaled to other low-resource datasets as well.

Figure 1: The Multilingual ESG Impact Assessment
Task.

The labels primarily indicate if the given news
is an opportunity or a risk from the ESG aspect.
In this shared task, we participated in all four
languages and were ranked 1st in Chinese and
Japanese sub-tasks, 4th in French, and 7th in En-
glish.

2 Related Work

With the advent of green investing, many ap-
proaches and models have been developed to auto-
mate processes in Financial and ESG-based NLP
research, including the development of models like
FinBERT (Araci, 2019), ESGBert (Mehra et al.,
2022), etc. While there has been much work on
ESG-type classifications, including on multilingual
datasets, more work needs to be done on impact-
type classifications. FinNLP 2023 (Chen et al.,
2023) focuses on a similar task where participants
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were required to classify multilingual data into the
ESG issue type, where the best results were ob-
tained by using language-specific BERT models
along with data augmentations using Large Lan-
guage Models. Furthermore, it’s important to note
that extensive research has been conducted on sen-
timent analysis (Pasch and Ehnes, 2022; Aue et al.,
2022), which can be considered a fundamental as-
pect of impact identification. Attempts have also
been made for impact identification in Chinese
(Tseng et al., 2023) and Japanese (Kannan and
Seki, 2023).

3 Task Description

The task is primarily a classification task where
given a text, classify whether the text poses a risk
or an opportunity for the company. As shown in
Figure 1, there are multiple languages with differ-
ences in classes.

4 Data

The dataset primarily contains news articles col-
lected from four different languages, English (en),
Chinese (zh), Japanese (ja), and French (fr), along
with their impact types.

Language Train Test C Wc Wh

English 808 218 2 412.48 76.83
Chinese 1400 156 5 - 33.68
Japanese 896 225 4 - 78.82
French 818 200 2 564.88 96.17

Table 1: Metrics across languages. C denotes the num-
ber of Classes, Wc denotes the average character length
of content and Wh denotes the average character length
of headline. Chinese and Japanese datasets do not have
content columns.

Given that the dataset across languages is small,
and the classwise distribution is highly skewed. To
overcome these challenges, we use a combination
of translation and data paraphrasing on minority
classes.

5 Approaches

We primarily used encoder-based models for this
classification task. Given the limited sample size of
the dataset, variations in languages, and disparity
with class distribution among different languages,
We tried to make a pipeline that accounted for such
differences and performed consistently well across
all languages. We tried a variety of approaches like

Masked Language Modelling (MLM), Paraphras-
ing for augmenting the minority classes, Transla-
tion, and Multilingual Models and used a combi-
nation to finalize our pipeline based on empirical
experiments.

All of the experiments have been run using a
batch size of 32, a learning rate of 2e−5, weight
decay of 0.01, and for ten epochs. The reported
metrics are based on 80 : 20 train-test set splits
with a constant random seed and not on the final
validation sets used for the leaderboard. The code,
data, and models used for inferences are available
at the link.

5.1 Masked Language Modelling
We performed several experiments to decide the
necessary models for classification. Also, we ex-
perimented with pre-training the models before-
hand on the ESG corpus, which was the English
dataset for the Multi-Lingual ESG Issue Identi-
fication (ML-ESG) (Chen et al., 2023) and then
using the fine-tuned models for classifications. We
noticed that across all languages, the models pre-
trained on the ESG corpus and then fine-tuned
for classification outperformed those fine-tuned for
classification.

Approach Title Content
Classification 74.89% 92.48%
MLM + Classification 85.48% 93.16%

Table 2: Comparison across Classification and MLM
+ Classification approaches along with news headlines
and content using bert-base-cased (Devlin et al., 2019)
model. These reported numbers are the weighted F1
with the English dataset.

From Table 2, we also observe that using news
content for training over title performs better. The
French dataset exhibits similar trends, and hence,
for all further analysis, we use the news content for
English and French and the news title for Chinese
and Japanese since they do not have news content
available in the dataset.

5.2 Translation and Multilingual Models
We have also experimented with specific language
models vs. translating and English-based models
primarily due to a larger number of specialized
models pre-trained on ESG data being available
in English. We used Google Translate to translate
data from French, Chinese, and Japanese and lever-
aged this data as additional data while training for
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models. Also, by using English, we were able to
use paraphrasing tools to augment and extend the
minority classes of our dataset.

Approach F1
Translated 68.92%
Chinese 68.45%

Table 3: Comparison of weighted F1 scores while using
translated Chinese to train a bert-base-cased model vs.
using Chinese data to train a bert-base-multilingual-
cased model (Devlin et al., 2019).

While the disparity between the translated text
and the original language may not seem substantial,
there exists a possibility that employing more spe-
cialized language models tailored to the Chinese
language could have potentially delivered better
results. However, this approach would have re-
stricted our ability to employ paraphrasing-based
techniques, as such tools are not as readily avail-
able in non-English languages. Furthermore, it
would have limited our access to English models
predominantly trained on ESG data. Accordingly,
our primary strategy revolved around using trans-
lated text for classification.

5.3 Paraphrasing for Data Augmentation
Given that the dataset across languages is small
and the classwise distribution is highly skewed,
one of the approaches we considered for improving
the classification task is to augment the minority
classes and extend the dataset. While rule-based
paraphrasers are popular and widely used for such
tasks, the variation within sentences is frequently
minor and only offers a slight improvement dur-
ing training. Hence, we considered a T5-based
paraphraser (Vladimir Vorobev, 2023), primarily
fine-tuned on ChatGPT paraphrases. It offers a bet-
ter range of sentence variations than any other ap-
proaches tried. We first translated the dataset from
the respective languages to English and then gener-
ated paraphrased data on minority class data (For
each minority instance, approximately 3-4 para-
phrases were created, depending on the specific
count of instances for that particular label. For the
same reason we did not paraphrase for french lan-
guage since the label distribution was already uni-
form.The paraphrased data can be accessed here.)
and used this along with the original data for train-
ing the classification model.

We observe that across languages, paraphrased
data improved the F1 metrics of models to a great

Approach F1 (en) F1 (zh)
Paraphrased Data 98.91% 84.98%
Original Data 93.16% 68.45%

Table 4: Comparison of weighted F1 while using para-
phrased text vs. original dataset for MLM + Classifica-
tion on the English dataset and The original dataset for
Chinese and the translated + Paraphrased version of the
Chinese dataset. bert-base-cased model was used for
English and bert-base-multilingual-cased for Chinese.

extent. This effect was more prominent in Chinese
and Japanese datasets, where the number of classes
was more prominent, and there was a wider class
disparity. This supports our choice of using trans-
lated text rather than the original despite lackluster
results while just translating and using that data for
classification.

6 Final System Description

For the final system that was used, based on the em-
pirical studies performed above, We used a pipeline
that initially translated all of the given text into En-
glish using Google Translate. Then we use the
T5-based paraphraser (Vladimir Vorobev, 2023) to
generate new minority class instances. We also use
an ESG corpus to initially pre-train a model on this
corpus and then fine-tune it for classification on the
translated and augmented dataset. Figure 2 shows
the exact process.

We also performed more experiments to de-
cide which models best performed on the En-
glish dataset and chose bert-base-cased (Devlin
et al., 2019), Finbert (Araci, 2019), and finbert-
tone (Huang et al., 2023). We used the same mod-
els for the other languages as well. The model
hyper-parameters are the same as mentioned in the
methodology.

We observe that despite using a generalized
pipeline and models for all the languages, the re-
sults are good. Table 5 shows the performance of
models for all of the languages and models used.

Models F1(en) F1 (zh) F1 (ja) F1 (fr)
BBC 98.91% 84.98% 89.64% 78.25%
FB 97.82% 85.31% 91.13% 78.55%
FBT 98.91% 82.26% 89.54% 70.79%

Table 5: Final weighted F1 metrics for the models used
for submission. BBC = bert-base-cased, FB = FinBERT,
FBT = FinBERT Tone

https://github.com/harsha20032020/FinNLP
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Figure 2: The final system pipeline. BBC = bert-base-
cased, FB = FinBERT, FBT = FinBERT Tone

7 Conclusion

Comparing the performance of our models with
that of other participants, we conclude that our
models performed consistently well. We outper-
formed all other teams in the Chinese and Japanese
sub-tasks. One unique feature is despite four dif-
ferent languages, we were able to use the same
pipeline and same set of models and achieve con-
sistently good results across languages, which leads
us to believe that the pipeline is performant for low
resource settings. All of the data generated and
code used can be accessed here.

Limitations

The primary challenge highlighted in the paper’s
approaches is the translation process. While it ex-
pands the possibilities, it also comes with a draw-
back - the loss of language-specific nuances and
information. Integrating language-specific para-
phrasing tools and access to Environmental, Social,
and Governance (ESG) datasets tailored to those
languages could enable us to adapt the existing
pipeline. This adaptation would involve incorpo-
rating regional language models instead of relying
solely on English models, potentially resulting in
improved performance.

We also did not evaluate larger models due to
time and feasibility constraints, but larger models
would have provided better results. Also, since
the number of classes differed across languages,
training a singular multilingual model or similar
approaches resulted in poor metrics for some lan-
guages. Hence we did not pursue this direction.

One of the initial choices for selecting news con-
tent as the primary choice for the classification
approach could also have been flawed. Since head-
lines are generally more read and captivating, it
might have provided a polarized view of the in-
stance and might have been easier to categorize as
an Opportunity or Risk. Idealistically, some form
of ensemble modeling between headlines and con-
tent might improve the performance of the present
approach.

Ethics Statement

In conducting this research, we have not encoun-
tered any significant ethical concerns or consider-
ations that would require special attention in this
paper. Our study focuses on impact type classi-
fication of ESG-related publically available news
instances, and the data and methods employed ad-
here to established ethical guidelines and standards
within the field of computational linguistics.
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A Appendix

In this section, we present the classwise F1 metric
for models based on the language. The models in
consideration are:

• bert-base-cased (BBC)

• Finbert (FB)

• Finbert-Tone (FBT)

• English

Models Label 0 Label 1
BBC (LIP1) 99% 99%
FB (LIPI2) 98% 98%
FBT (LIPI3) 99% 99%
Support 146 130

Table 6: English Language Model Metrics

Note: For English, Label 0 denotes Opportu-
nity and Label 1 signifies Risk.

• French

Note: Label 0 stands for Opportunity and La-
bel 1 represents Risk. The Support is 20% of
the training set as the French dataset has an
almost equal class distribution.

Models Label 0 Label 1
BBC (LIP1) 82% 74%
FB (LIPI2) 81% 76%
FBT (LIPI3) 76% 65%
Support 88 76

Table 7: French Language Model Metrics

• Chinese

Models 0 1 2 3 4
BBC (LIP1) 85% 95% 75% 84% 83%
FB (LIPI2) 84% 93% 86% 83% 86%
FBT (LIPI3) 80% 89% 88% 80% 83%
Support 132 58 29 122 55

Table 8: Chinese Language Model Metrics

Note: In Chinese, Label 0 is Opportunity, 1 is
Risk, 2 is Cannot Distinguish, 3 is Related to
ESG but unrelated to the company, and 4 is
Not Related.

• Japanese

Models Label 0 Label 1 Label 2 Label 3
BBC (LIP1) 88% 86% 92% 97%
FB (LIPI2) 91% 88% 91% 96%
FBT (LIPI3) 90% 85% 88% 97%
Support 86 69 57 49

Table 9: Japanese Language Model Metrics

Note: For Japanese, Label 0 is Positive, 1 is
"Not Available", 2 is Neutral, and 3 is Nega-
tive.

All metrics are derived from the paraphrased
testset, which forms part of the publicly accessible
training set. For further details on the training data,
refer to this repository.
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