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Abstract

To engage human users in meaningful conversa-
tion, open-domain dialogue agents are required
to generate diverse and contextually coherent
dialogue. Despite recent advancements, which
can be attributed to the usage of pretrained lan-
guage models, the generation of diverse and
coherent dialogue remains an open research
problem. A popular approach to address this is-
sue involves the adaptation of variational frame-
works. However, while these approaches suc-
cessfully improve diversity, they tend to com-
promise on contextual coherence. Hence, we
propose the Bayesian Open-domain Dialogue
with Empirical Bayes (BODEB) framework, an
empirical bayes framework for constructing an
Bayesian open-domain dialogue agent by lever-
aging pretrained parameters to inform the prior
and posterior parameter distributions. Empir-
ical results show that BODEB achieves better
results in terms of both diversity and coherence
compared to variational frameworks.

1 Introduction

An open-domain dialogue agent, or chatbot, aims
to engage users in meaningful conversation by gen-
erating diverse, contextually coherent dialogue. In
recent years, advances in deep learning and paral-
lel computing have resulted in significant progress
in open-domain dialogue research. Architectures
incorporating large transformer-based Pretrained
Language Models (PLMs) such as BERT (Devlin
et al., 2019), T5 (Raffel et al., 2019), and GPT-3
(Brown et al., 2020) have achieved state of the art
performance. However, despite recent progress, the
fundamental issues of response diversity persists.
Open-domain dialogue agents still demonstrate a
tendency to generate repetitive, generic responses.

To address this issue, a broad range of ap-
proaches have been proposed. In recent years,
however, the usage of variational, or latent vari-
able, frameworks has emerged as the most popular
approach. Variational approaches broadly involve

the application of variational auto-encoding frame-
works such as the Variational Auto Encoder (VAE)
(Kingma and Welling, 2013), Wasserstein Auto En-
coder(WAE) (Tolstikhin et al., 2017), and the Con-
ditional Variational Auto Encoder (CVAE) (Sohn
et al., 2015) in particular, to open-domain dialogue.
Essentially, these approaches involve modelling the
one-to-many relationship of dialogue by defining
and randomly sampling a latent multivariate Gaus-
sian prior distribution during response generation
(Cai and Cai, 2022). However, while the stochastic-
ity induced via randomly sampling the latent prior
successfully improves response diversity, the coher-
ence of the responses often suffer as the sampled
latent variables fail to accurately capture the seman-
tics of the dialogue context (Sun et al., 2021; Lee
et al., 2022b).

In order to improve diversity while maintain-
ing coherence, we turn to Bayesian deep learning.
Traditionally, deep learning involves performing
inference and optimization on a real-valued, de-
terministic neural network. For Bayesian deep
learning, learning and inference are performed on
a Bayesian Neural Network (BNN), which regards
each model parameter as a Gaussian distribution
(MacKay, 1992). Essentially, a prior distribution
is specified for each weight or bias, and Bayesian
inference is performed to attain the posterior distri-
bution. During inference, each Gaussian posterior
is randomly sampled to attain a single weight or
bias value. In other words, the BNN can be also be
viewed as an ensemble of models. Hence, instead
of relying on randomly sampling a single latent
prior distribution, stochasticity is introduced when
each bayesian parameter is sampled. Similar to
variational frameworks, a BNN would also natu-
rally model the one-to-many property of dialogue.

However, training a BNN from scratch for open-
domain dialogue would be challenging. For BNNs,
the choice of prior is vital to model performance.
Selecting an uninformative, vague prior would re-
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sult in poor performance. In the context of open-
domain dialogue, it would be exceedingly difficult
to select a prior which accounts for the complex-
ities of dialogue data. Moreover, achieving profi-
cient natural language generation usually necessi-
tates a relatively large model trained on a substan-
tial amount of textual data. Additionally, the model
size would be effectively doubled as each network
parameter is now represented by a Gaussian de-
fined by a mean and variance. This results in high
computational cost and long training time.

Since PLMs have demonstrated strong language
understanding and generation capabilities, we at-
tempt to leverage their capabilities via an Empirical
Bayes approach such as the MOdel Priors with Em-
pirical Bayes using DNN (MOPED) framework
(Krishnan et al., 2020). MOPED involves utiliz-
ing the deterministic parameters in a deterministic
neural network to inform the mean of the prior,
and both the mean and variance of the posterior
in a BNN. However, directly applying MOPED
to a PLM for open-domain dialogue generation
presents challenges. This approach would not only
double the already substantial number of parame-
ters but also lead to a significant drop in contextual
coherence. This drop occurs because of the exces-
sive stochasticity introduced when each parame-
ter is randomly sampled from the corresponding
posterior distribution. Hence, we introduce the
Bayesian Open-domain Dialogue with Empirical
Bayes (BODEB) framework, inspired by MOPED
but tailored specifically for open-domain dialogue
generation. BODEB addresses the issue of exces-
sive stochasticity, ensuring response coherence by:

1. Only regarding selected parameters in the
model as Gaussian distributions.

2. Incorporating information regarding the posi-
tion of the parameter when defining the vari-
ance of both the prior and posterior.

3. Utilising a mixture Gaussian prior with a
spike-and-slab distribution instead of a stan-
dard Gaussian prior (a variant with a standard
Gaussian prior is also presented).

To our knowledge, this is the first attempt at con-
structing a Bayesian open-domain dialogue agent
where model parameters are modelled as proba-
bility distributions. We conduct extensive exper-
iments on the DailyDialog (Li et al., 2017) and
EmpatheticDialogs (Rashkin et al., 2019) corpora.

In our implementation, pretrained parameters from
the GPT-2 (Radford et al., 2019) and DialoGPT
(Zhang et al., 2020) PLMs are used. Empirical
results show that BODEB achieves better perfor-
mance in terms of both diversity and coherence
compared to variational frameworks. Additionally,
we also conduct additional experiments to inves-
tigate the impact of Bayesian parameter selection
and posterior variance on overall response diversity
and contextual coherence.

2 Background

Generative Open-Domain Dialogue In this paper,
we will focus on generative open-domain dialogue
generation. Given a dialogue consisting of K ut-
terances, the input, also known as the dialogue
context, X consists of all prior utterances in the
conversation (i.e., X = {x1, x2, · · · , xK−1}). The
label or reference response is simply the final utter-
ance in the dialogue, Y = xK . The agent, which
features an encoder-decoder architecture, then gen-
erates the response ȳ in an autoregressive manner.

In the context of variational open-domain dia-
logue agents (Zhao et al., 2017; Lin et al., 2020;
Luo and Chien, 2021; Lee et al., 2022a; Shen et al.,
2017; Li et al., 2020; Wang et al., 2022; Wu et al.,
2020; Zhou and Wang, 2018; Ruan and Ling, 2021),
during response generation, a latent variable z is
randomly sampled from a latent Gaussian prior dis-
tribution p(z|X). The sampled latent variable z
is then fed to the decoder, which could consist of
recurrent networks such as LSTM or GRUs, Trans-
former networks, or PLMs. During training, the
latent variable is randomly sampled from an ap-
proximated posterior p(z|X, ȳ), where ȳ represents
the reference response. Both p(z|X) and p(z|X, ȳ)
are usually defined by an external networks. Pa-
rameters are optimized by minimizing the KL di-
vergence between the latent prior p(z|X) and the
approximated posterior p(z|X, y). This approach
enhances response diversity through the stochastic
nature of random sampling during response gen-
eration. Ideally, the latent variable z captures the
semantics related to potential dialogue response
intents. However, due to the inherent complexity
of open-domain dialogue, which exhibits both one-
to-many and many-to-one phenomena (Sun et al.,
2021), sampled latent variables often struggle to
accurately capture contextual semantics. Conse-
quently, this leads to a decrease in contextual co-
herence.
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Alternative variational frameworks have also
been designed specifically to address this issue.
Sun et al. (2021) introduced the Self-separated
CVAE which partitions the input data into a number
of groups to reduce the disparity between dialogue
contexts and latent variables. Lee et al. (2022a)
proposed the Uncertainty-Aware CVAE,a variant
of the CVAE which incorporates an estimation of
aleatoric uncertainty during inference. On the other
hand, Gao et al. (2019) and Bao et al. (2020) pro-
pose variational frameworks which utilize discrete
latent variables instead of continuous latent vari-
ables. While these approaches do alleviate this
issue to some extent, there is generally a compro-
mise when it comes to diversity.
Bayesian Neural Networks Bayesian Neural Net-
works (BNNs) provide a probabilistic interpretation
of a standard neural network by representing each
weight as a probability distributions over potential
values. For this discussion x, y, and θ refer to the
model inputs, outputs, and parameters (which con-
sists of both weights and biases) respectively. A
prior distribution over the network weights p(θ)
is defined to capture any initial belief regarding
which parameters would have likely generated the
outputs. Subsequently, we aim to compute the pos-
terior distribution using Bayes rule:

p(θ|x, y) = p(y|x, θ)p(θ)∫
p(y|x, θ)p(θ)dθ (1)

where p(y|x, θ) is known as the likelihood, and the
denominator represents the evidence. Due to the
size of neural networks, computing the posterior
p(θ|x, y) is usually intractable. In the context of
BNNs, some popular approaches to attain a reli-
able approximation of the posterior include Hamil-
tonian Mone-Carlo (Chen et al., 2014; Betancourt,
2017; Zhang et al., 2021), Markov Chain Monte
Carlo (MCMC) (Brooks et al., 2011; Welling and
Teh, 2011; Brosse et al., 2018), variational infer-
ence (Graves, 2011), deep ensembles (Lakshmi-
narayanan et al., 2017), and expectation backprop-
agation (Soudry et al., 2014).
Variational Inference Variational inference in-
volves approximating an intractable posterior
(p(θ|x, y)) with a tractable distribution qϕ(θ),
where ϕ refers to the variational parameters. In
the context of Bayesian neural networks, for qϕ(θ)
is defined as a product of independent Gaussian
distributions, each corresponding to a single param-

eter in the network:

qϕ(θ) =

M∏

j=1

N (µj , σ
2
j ) (2)

where M refers to the number of Bayesian weights
in the network. This formulation is known as mean-
field variational inference. The variational parame-
ters ϕ are optimized by maximizing the evidence
lower bound (ELBO):

L = Eqϕ(θ)[log(p(y|θ, x))]−KL[qϕ(θ)||p(θ)]
(3)

The first term refers to the expected log likelihood,
and the second term is the Kullback-Leibler (KL)
divergence which measures how close qϕ(θ) is to
the prior p(θ). A popular variational inference ap-
proach is the Bayes by Backprop framework (Blun-
dell et al., 2015), which involves optimizing vari-
ational parameters by backpropagation. Other ap-
proaches involve approximations via either monte-
carlo dropout (Gal and Ghahramani, 2016), the
Adam optimizer (Khan et al., 2018), or multiplica-
tive noise (Louizos and Welling, 2017).
Empirical Bayes From a Bayesian viewpoint, pri-
ors should accurately reflect our beliefs about the
network’s parameters θ before any data is observed.
However, Empirical Bayes approaches estimate the
prior distribution from data (Robbins, 1964). As
mentioned in the introduction, the MOPED frame-
work (Krishnan et al., 2020) is an Empirical Bayes,
or more specifically, a Parametric Empirical Bayes
(PEB) framework, designed to inform parameter
priors and posteriors with their Maximum Likeli-
hood Estimate (MLE). In MOPED, the MLE is em-
ployed to determine the prior’s mean and both the
mean and variance of the posterior. This approach
has been applied in the fields of systems medicine
(Klebanov et al., 2016) and risk assessment (Gri-
bok et al., 2020). In our paper, we introduce a PEB
approach for open-domain dialogue. We base the
prior and approximate posterior parameters on their
position in addition to their corresponding MLE.
In our case, the MLE is the pretrained parameters
in GPT-2/DialoGPT: θ̂ = argminθ̂ L(θ̂), where L
refers to the cross-entropy loss used during GPT-
2/DialoGPT pretraining.

3 Bayesian Open-Domain Dialogue via
Empirical Bayes (BODEB)

BODEB involves constructing a Bayesian open-
domain dialogue agent by leveraging pretrained
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Figure 1: Self-attention component of the transformer
under the BODEB framework. Only attention layers (in
blue) are formulated as Bayesian layers. The final linear
layer, which we term the projection layer (in green), is
deterministic. For GPT-2/DialoGPT, N = 12.

Figure 2: Feed forward component of the transformer
under the BODEB framework. Only the first linear
layer (in blue) is formulated as a Bayesian layer. The
second linear layer, which we term the projection layer
(in green), is deterministic.

langauge model parameters for prior definition and
approximate posterior initialization. For this paper,
we will utilize the GPT-2 and DialoGPT PLMs.
While both pretrained models are architecturally
identical, they differ when it comes to pretraining.
DialoGPT has been pretrained exclusively for the
task of multi-turn response generation, while GPT-
2’s pretraining is more general in scope.

3.1 Architecture

We aim to construct a Bayesian open-domain dia-
logue agent that is architecturally identical to GPT-
2/DialoGPT. Only selected layers from the masked
self-attention and feed forward components of the
transformer decoder are formulated as Bayesian
layers. For the masked self-attention component
(Figure 1), only the self-attention layers responsible
for generating the Query, Key, and Value matrices
are formulated as Bayesian layers. For the feed
forward component (Figure 2), only the first linear
layer is formulated as a Bayesian layer. The final
linear layer in both the masked self-attention and
feed forward component, which we term projection
layers, are not treated as Bayesian layers, and con-

sist of deterministic parameters. We found that uti-
lizing Bayesian projection layers would adversely
affect model performance in terms of coherence in
addition to substantially increasing model size.

3.2 Approximate Posterior
In our approach, all Bayesian layers employ a pos-
terior distribution approximation, which takes the
form of a Gaussian distribution characterized by a
mean µ and a standard deviation σ. Following the
methodology outlined in previous works such as
Blundell et al. (2015) and Krishnan et al. (2020),
we adopt the softplus function to ensure that the
standard deviation remains non-negative. Thus, we
parameterize σ as σ = log(1 + eρ). During the
fine-tuning process, both the mean µ and the pa-
rameter ρ associated with each Bayesian parameter
will be updated iteratively.

The initialization of the mean of the posterior
Gaussian distribution is based on the corresponding
weight or bias value in the PLM, denoted as ŵ and
b̂, respectively. To determine the standard deviation,
we introduce a variable, denoted as pos, which sig-
nifies the order or position of the parameter within
the transformer module in the PLM. For instance,
a parameter from the 5th decoder module in GPT-2
will have pos = 5. Enforcing constraints on the
variance of the Gaussian parameter distributions is
crucial to prevent the generation of parameters that
exhibit excessive deviations from the mean during
inference.

Our hypothesis posits that imposing constraints
on the variance, particularly for deeper parameters
(i.e., those with larger pos values), will enhance
coherence in generated responses while preserv-
ing response diversity. For each parameter, the
standard deviation σ is initialized as the product
of three factors: the absolute value of the corre-
sponding pretrained parameter, the position of the
module pos, and a predefined penalty term denoted
as α. Consequently, for any weight w and bias
b within the ith module, the initialization of the
approximate posterior Gaussian is as follows:

w ∼ N (ŵ, (|ŵ| ∗ 1

posi
α)2) (4)

ρi = log(e
|ŵ|∗ 1

posi
α − 1) (5)

b ∼ N (b̂, (|b̂| ∗ 1

posi
α)2) (6)

ρi = log(e
|b̂|∗ 1

posi
α − 1) (7)
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where α is a hyperparameter to be tuned during
finetuning. Increasing α would result in a larger
variance initialization and vice versa.

3.3 Prior
For the prior, we implement two different priors: a
standard Gaussian prior and a mixture prior.
Gaussian Prior The Gaussian prior consists of
a standard Gaussian distribution similar to the
MOPED framework. Similar to the approximate
posterior, the softplus function is applied to the
standard deviation, which is parameterized as
log(1 + eρ). For an arbitrary weight w and bias b
in the ith transformer module, the prior is defined
as follows:

w ∼ N (ŵ, (log(1 + eρi))2) (8)

b ∼ N (b̂, (log(1 + eρi))2) (9)

ρi =
1

posi
(10)

where ŵ and b̂ refer to the value of the correspond-
ing parameter in either GPT-2 or DialoGPT, and
posi represents the position of the ith module. posi
ensures that the variance of the prior decreases for
deeper parameters.
Mixture Prior To impose a tighter constrain on
the resultant posterior, we propose a mixture prior
consisting of two distinct Gaussians (similar to the
original Bayes by Backprop). The mixture prior
can be expressed via the following expression:

p(θ) =
M∏

j=1

ηN (µ1,j , σ
2
1,j) + (1− η)N (µ2,j , σ

2
2,j)

(11)
where the parameter η is a tunable hyperparameter
that determines the contribution of each Gaussian
component, and µ1,j , σ

2
1,j as well as µ2,j , σ

2
2,j rep-

resent the means and variances defining the first
and second Gaussian components. Similar to the
approach used for the approximate posterior, we
parameterize σ1,j and σ2,j as log(1 + eρ1) and
log(1 + eρ2), respectively.

For both the first and second Gaussian compo-
nents, the means µ1,j and µ2,j are kept fixed at the
Maximum Likelihood Estimate (MLE) of the corre-
sponding parameter, and the mean of the resulting
mixture Gaussian prior corresponds to either ŵ or
b̂. However, there is a difference in the standard
deviation values between the two Gaussians. In
the case of the first Gaussian, we set ρ = 1. For

the second Gaussian, at module i, ρ is defined as
the inverse of pos2i . Typically, the variance of the
resulting mixture of two Gaussians is calculated as
σ2 = ησ2

1 + (1− η)σ2
2 + η(1− η)(µ1 − µ2)

2. In
our specific case, the third term, which accounts for
the shift from the individual means relative to the
mixture mean, can be omitted since both Gaussians
have identical means. The final mixture Gaussian
for any weight w and bias b in module i is then
defined as:

w ∼ N (ŵ, ησ2
1 + (1− η)σ2

2) (12)

b ∼ N (b̂, ησ2
1 + (1− η)σ2

2) (13)

σ1 = log(1 + eρ1);σ2 = log(1 + eρ2) (14)

ρ1 = 1; ρ2 =
1

pos2i
(15)

Since the variance of the second Gaussian would
naturally be much smaller than the variance of
the first Gaussian (σ2

2 << σ2
1), our mixture prior

would resemble a spike-and-slab prior. Similarly,
the pos2i term ensures that the variance of the sec-
ond Gaussian decreases exponentially for deeper
parameters, which emphasizes the spike in the prior
distributions for deeper parameters. Thus, unlike
the Gaussian prior, the mixture prior encourages
the approximate posterior to adopt a spike-and-slab
distribution shape during finetuning. This reduces
the probability of sampling a parameter that devi-
ates too far from the pretrained parameter value,
thereby reducing possibility of generating incoher-
ent responses.

3.4 Finetuning & Inference
Once the Bayesian model is constructed, the model
is finetuned on the dialogue corpus. The loss is
computed via Equation 3. Deterministic parame-
ters are optimized via standard backpropagation.
Bayesian parameters (µ, ρ) are optimized via the
reparameterization trick (Kingma et al., 2015). Dur-
ing inference, the approximated posterior corre-
sponding to every Bayesian parameter is randomly
sampled every time a new dialogue context is pre-
sented to the model.

4 Experiment

Corpora For our experiments, we utilize the Dai-
lyDialog (Li et al., 2017) and EmpatheticDialogs
(Rashkin et al., 2019) corpora. Both corpora con-
sists of multi-turn conversations between two inter-
locutors, covering a range of subjects and emotions.
Further details can be found in the Appendix (A.1).
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Implementation We implement two variants of
the BODEB framework: BODEBG and BODEBM
which utilize the Gaussain prior and mixture prior
respectively. Both BODEBG and BODEBM are
implemented with the small version of GPT-2 and
DialoGPT provided by HuggingFace, which con-
sists of 12 transformer decoder components (∼
124 million parameters). Hence, positional param-
eter pos = {1, 2, · · · , 12}. Once the prior and
approximate posterior distributions are defined, the
Bayesian model is finetuned for three epochs. The
AdamW optimizer (Loshchilov and Hutter, 2017) is
used during finetuning (learning rate = 2e-5, batch
size = 16). α is fixed at 5e-2. Also, we use greedy
decoding to generate all responses. Although de-
coding strategies such as beam search, random sam-
pling with temperature, as well as top-p and top-k
sampling are known to impact response diversity,
we use greedy decoding so that any improvements
in diversity can be directly attributed to the model.

Baselines In our study, we assess various
Transformer-based and Pretrained Language Model
(PLM)-based baselines. Among the Transformer-
based models, we train the following architec-
tures: a standard Transformer, a Transformer
decoder-based Conditional Variational Autoen-
coder (CVAE) (Zhao et al., 2017), the Sequential
Variational Transformer (SVT) (Lin et al., 2020),
and the Randomized Link (RL) Transformer (Lee
et al., 2022b). The SVT includes a variational de-
coder layer that generates distinct latent variables
for each position, while the RL Transformer intro-
duces stochasticity during inference through addi-
tional randomized weights. All Transformer archi-
tectures in our experiments consist of four encoders
and four decoders. For the PLM-based baselines,
we employ GPT-2 and DialoGPT. In addition to
fine-tuning these PLMs on dialogue corpora, we
implement the following models: a CVAE with
a GPT-2/DialoGPT decoder, and the Uncertainty-
Aware (UA) CVAE as described in Section 2. Fur-
thermore, we introduce a Bayesian model using
the MOPED framework. In all CVAE-based ap-
proaches, the latent variable sampled from the prior
Gaussian or the approximated posterior (defined by
three-layer Multi-Layer Perceptrons) is combined
with the input to the decoder for text generation.

Automatic Evaluation To measure diversity, we
utilize the inter-response Distinct-1 and 2 scores
(Li et al., 2016). We also employ traditional lex-
ical diversity metrics such as the Textual Lexical

Diversity (MTLD) (Fergadiotis, 2011), the Moving-
Average Type–Token Ratio (MATTR) (Covington,
2007), and the Hypergeometric Distribution Di-
versity (HDD) index (McCarthy and Jarvis, 2007)
from the field of linguistics. These metrics effec-
tively measure utterance level diversity. For coher-
ence, Lee et al. (2022a) introduced the Utterance
Entailment (UE) score, which involves applying
a BERT-based Natural Language Inference (NLI)
model to the generated response and each utterance
in the dialogue context. For our evaluation, we will
implement an improved version of the UE-score
which provides a more accurate score in the pres-
ence of long multi-utterance contexts (implementa-
tion details provided in Appendix A.2.2). Further
details can be found in the Appendix (A.2).

Additionally, we do not use automatic metrics
drawn from machine translation such as the BLEU
(Papineni et al., 2002), ROUGE(Lin, 2004), and
METEOR (Banerjee and Lavie, 2005) scores. Due
to the one-to-many property of dialogue (each di-
alogue context has multiple plausible responses),
metrics which measure the similarity of the gen-
erated response to the reference response are un-
suitable for the task of open-domain dialogue (Liu
et al., 2016; Lee et al., 2022b).
Human Evaluation We also utilize human eval-
uation to evaluate the responses generated by the
DialoGPT baselines on the DailyDialog corpus.
We invited five native English speakers to com-
pare responses based on ‘Diversity’, ‘Fluency’, and
‘Coherence’. ‘Diversity’ refers to the variability
of the generated responses in terms of vocabulary
i.e., intra-response word-level diversity, ‘Fluency’
accounts for the eloquence of the responses, and
‘Coherence’ refers to the relevance of each response
with regard to the dialogue context. Further details
can be found in the Appendix (A.2.4).

5 Results & Discussion

The automatic evaluation and human evaluation
results are presented in Table 1 and 3 respectively.
Samples of responses generated by DialoGPT-
based models are provided in the Appendix (A.3).
We also present additional experimental results
with different variance configurations in Appendix
A.4, and comparisons with different temperature
values in Appendix A.5.

Responses generated by PLM-based approaches
are far more diverse and coherent relative to
transformer-based approaches. GPT-2/DialoGPT
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Table 1: Automatic evaluation results on DailyDialog
and EmpatheticDialogs. The best score generated by
each PLM baseline is bolded. * indicates statistically
significant differences (t-test, p-value <0.01) from the
bolded result.

DailyDialog
Dist-1 Dist-2 MATTR MTLD HDD UE

Transformer 0.004 0.010 0.366 12.792 0.269 0.032
-GVT 0.025 0.161 0.597 34.946 0.523 0.025
-SVT 0.024 0.152 0.452 20.396 0.453 0.011
-RL 0.043 0.179 0.578 33.261 0.512 0.026
GPT-2 0.036* 0.158* 0.583* 23.938* 0.638* 0.094*
-CVAE 0.048 0.195* 0.604* 24.995** 0.652** 0.089*
-UA-CVAE 0.045* 0.187* 0.609* 24.523** 0.644** 0.106*
-BODEBG 0.049 0.215 0.625 27.523 0.665 0.146
-BODEBM 0.050 0.228 0.635 29.461 0.696 0.152
DialoGPT 0.043* 0.207* 0.653* 31.547 *0.694* 0.233*
-CVAE 0.047* 0.258* 0.686* 37.821* 0.715* 0.201*
-UA-CVAE 0.045* 0.221* 0.677* 35.527* 0.689* 0.215*
-BODEBG 0.050* 0.323* 0.718 47.015 0.743 0.226*
-BODEBM 0.056 0.369 0.748 48.949 0.769 0.245

EmpatheticDialogues
Dist-1 Dist-2 MATTR MTLD HDD UE

Transformer 0.012 0.069 0.399 17.562 0.301 0.025
-GVT 0.035 0.255 0.565 27.364 0.633 0.027
-SVT 0.029 0.209 0.486 25.675 0.592 0.021
-RL 0.040 0.307 0.606 29.496 0.622 0.026
GPT-2 0.029* 0.101* 0.454* 16.466* 0.494* 0.073*
-CVAE 0.057* 0.203* 0.547* 21.289* 0.592* 0.097*
-UA-CVAE 0.055* 0.186* 0.521* 20.342* 0.553* 0.092*
-BODEBG 0.061 0.236 0.611 27.651 0.663 0.101*
-BODEBM 0.063 0.245 0.610 27.054 0.651 0.110
DialoGPT 0.049* 0.211* 0.615* 26.466* 0.653* 0.244
-CVAE 0.048* 0.263* 0.607* 29.791* 0.666* 0.212*
-UA-CVAE 0.051* 0.251* 0.624* 31.294* 0.685* 0.226*
-BODEBG 0.056 0.306 0.688 37.356 0.729 0.241
-BODEBM 0.058 0.310 0.700 39.219 0.731 0.250

approaches attained significantly higher diversity
and coherence scores on both corpora. This
falls within expectation as PLM-based approaches
would naturally possess greater overall language
understanding and generation capabilities due to
pretraining. Additionally, based on the noticeably
higher UE-scores attained, we can conclude that re-
sponses generated by DialoGPT-based approaches
achieve better performance compared to their GPT-
2 counterparts when it comes to coherence. By
examining the generated responses, it is apparent
that DialoGPT-based responses generally display
far more relevance and consistency with respect
to the dialogue context. This is also expected as
DialoGPT is pretrained specifically for the task of
dialogue generation.

It is also apparent that responses generated by
BODEB demonstrate greater contextual coherence
relative to all other baselines. Since both BODEBG
and BODEBM attained higher UE-scores com-
pared to other baselines on both corpora. Fur-
thermore, for human evaluation, BODEBM at-
tained a large percentage of wins against DialoGPT,
UA-CVAE, and CVAE. BODEBM also generally

Table 2: Automatic evaluation results for MOPED and
BODEB. The highest score generated by each PLM
baseline is bolded.

DailyDialog
Dist-1 Dist-2 MATTR MTLD HDD UE

GPT-2
-MOPED 0.074 0.296 0.375* 11.371* 0.396* 0.004*
-BODEBG 0.049* 0.215* 0.625 27.523 0.665 0.146
-BODEBM 0.050* 0.228* 0.635 29.461 0.696 0.152
DialoGPT
-MOPED* 0.099 0.495 0.530* 17.609* 0.562* 0.006*
-BODEBG 0.050* 0.323* 0.718 47.015 0.743 0.226*
-BODEBM 0.056* 0.369* 0.748 48.949 0.769 0.245

EmpatheticDialogues
Dist-1 Dist-2 MATTR MTLD HDD UE

GPT-2
-MOPED 0.079 0.265 0.392* 12.381* 0.422* 0.007*
-BODEBG 0.061* 0.236* 0.611 27.651 0.663 0.101
-BODEBM 0.063* 0.245* 0.610 27.054 0.651 0.110
DialoGPT
-MOPED 0.094 0.428 0.489* 15.638* 0.518* 0.010*
-BODEBG 0.056* 0.306* 0.688 37.356 0.729 0.241
-BODEBM 0.058* 0.310* 0.700 39.219 0.731 0.250

Figure 3: Line plots depicting the relationship between
α and the distinct-1,2, 3 scores as well as UE-score
(clockwise from top left) for BODEBM.

achieves better results in terms of coherence rela-
tive to BODEBG. This is evidenced by the higher
UE-scores attained by BODEBM when applied to
GPT-2/DialoGPT on both corpora. Human evalu-
ation also supports this observation as BODEBM
achieves a high percentage of wins and a low per-
centage of losses when compared to BODEBG.
This confirms our hypothesis in section 3.2.
Comparison with MOPED We directly apply
MOPED to GPT-2 and DialoGPT and summarized
the evaluation results in Table 2. It’s important
to note that MOPED-generated responses were
mostly nonsensical, incoherent gibberish, which
led to the high Distinct-1 and 2 scores and very low
UE scores in Table 2. Examples provided in Ap-
pendix A.3. Furthermore, in Table 3, when it comes
to Fluency and Coherence, BODEBM attained a
vast majority of wins, emphasizing the nonsensical,
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Table 3: Human evaluation results for DialoGPT on the DailyDialog corpus. ‘W’,‘T’, and ‘L’ represent the
percentage of Wins, Ties and Losses respectively. The Kappa scores (κ) (Fleiss et al., 1971) generally range from
0.5 to 0.6 indicating moderate inter-rater agreement.

BODEBM vs DialoGPT
(W/T/L/κ)

BODEBM vs CVAE
(W/T/L/κ)

BODEBM vs UA-CVAE
(W/T/L/κ)

BODEBM vs. MOPED
(W/T/L/κ)

BODEBM vs. BODEBG
(W/T/L/\κ)

Diversity 65%/21%/14%/0.63 51%/28%/21%/0.56 55%/30%/15%/0.51 40%/31%/29%/0.56 41%/33%/26%/0.54
Fluency 40%/45%/15%/0.56 46%/45%/9%/0.52 44%/39%/17%/0.65 72%/22%/6%/0.61 39%/47%/14%/0.52
Coherence 45%/44%/11%/0.53 51%/37%/12%/0.58 53%/39%/8%/0.52 81%/12%/7%/0.70 47%/42%/11%/0.55

Table 4: Automatic evaluation results of the ablation
study for BODEBM (DialoGPT) on the DailyDialog
corpus. ‘-’ and ‘+’ denotes a deterministic layer and
Bayesian layer respectively. Attn, FC, LM Head, and
Proj refer to the self-attention layers in the masked
self-attention component, the first linear layer in the
feed-forward component, the output language modelling
head, and the projection layers in both the masked self-
attention and feed forward components respectively.

Dist-1 Dist-2 MATTR MTLD HDD UE
BODEBM 0.056 0.369 0.748 48.949 0.769 0.245
-Attn 0.046* 0.286* 0.668* 46.523* 0.702* 0.232*
-FC 0.047* 0.274* 0.659* 45.974* 0.684* 0.234*
-LM Head 0.038* 0.223* 0.602* 41.269* 0.657* 0.239*
+Proj 0.058 0.381 0.776 48.237 0.753 0.196*

incoherent nature of MOPED-generated responses.
Ablation Study We conducted an ablation study
on BODEBM to assess the impact of each Bayesian
layer on overall performance in Table 4. Our find-
ings indicate that treating the projection layers
as Bayesian has a detrimental effect on the dia-
logue agent’s comprehension and generation abil-
ities. This leads to the generation of incoherent
and nonsensical responses, as evident from the low
coherence and high diversity scores. Furthermore,
in comparison to the self-attention layer (Attn) and
the initial linear layer in the feed-forward network
(FF), incorporating a Bayesian language modeling
output layer (LM Head) yields the most substantial
improvement in diversity, as indicated by the signif-
icant increase in diversity scores when the language
modeling head is implemented as a Bayesian layer.
Impact of Variance on Diversity & Coherence
The variance of parameter Gaussians significantly
affects overall performance. Specifically, larger
variances in parameter distributions tend to en-
hance response diversity but diminish contextual
coherence. In the case of BODEB, the variance
in the approximate posterior mainly depends on
the hyperparameter α. We illustrate the relation-
ship between α and distinct-1,2,3 scores as well as
UE-score for BODEBM in Figure 3. We propose
that a substantial parameter variance (α > 5e-2)
increases the likelihood of randomly selecting a

weight or bias that deviates significantly from the
mean. This undermines the advantages of using
pretrained parameters, leading to a decline in the
model’s language understanding and generation ca-
pabilities, resulting in gibberish generation, which
in turn implies higher distinct scores and lower UE
scores.
Application in Large Language Models (LLMs)
BODEB can also be applied directly to open-source
LLMs such as Falcon or Vicuna. However, due to
computational resource limitations, we could not
apply BODEB to these LLMs, or compare its per-
formance to state-of-the-art variants such as GPT-4.
Similar to our findings with GPT-2/DialoGPT, we
expect that applying BODEB directly to LLMs
will enhance response diversity while maintaining
coherence. However, we further posit that perfor-
mance of the resultant Bayesian LLM could be
enhanced through additional fine-tuning or instruc-
tion tuning after BODEB is applied (Section 3.4).
Investigating the efficacy of BODEB in the context
of LLMs represents a promising avenue for future
research.

It should be noted that applying the BODEB
framework would entail a relatively large increase
in model size as selected layers in the model are for-
mulated as Bayesian layers. Additional fine-tuning
or instruction-tuning would also require substan-
tial computational resources. This issue could be
potentially mitigated by only applying BODEB
to specific transformer components in the LLM,
which are selected with a certain probability p from
a Bernoulli distribution (p is a hyperparameter to
be optimized). Further exploration of more strate-
gic selection methods would present a promising
avenue for further research.

6 Conclusion

In this paper, we introduced BODEB, an Empirical
Bayes framework for creating a Bayesian open-
domain dialogue agent that can be directly applied
to any PLM. We empirically demonstrate that a
BODEB-based Bayesian dialogue agent is capable
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of producing more diverse and coherent responses
compared to variational agents. As BNNs allow
for predictive uncertainty quantification, future re-
search could involve exploring potential correla-
tions between predictive uncertainty (comprising
aleatoric and epistemic uncertainty) and various as-
pects of response quality, such as diversity and co-
herence. Another avenue for future work could also
involve exploring the efficacy of BODEB when ap-
plied to other language generation tasks.

7 Limitations

The BODEB framework entails an increase in the
total number of parameters, which translates to
greater model size. For larger PLMs/LLMs, this
could constitute a relatively significant increase in
memory requirement. Additionally, for each new
dialogue context fed to the Bayesian PLM/LLM,
every Bayesian parameter will have to be sampled,
resulting in additional latency during inference.
Finally, as mentioned in Section 5, due to com-
putational resource limitations, we did not apply
BODEB to LLMs such as Falcon or Vicuna, which
would have allowed for comparison with state-of-
the-art LLMs such as GPT-4. Examining the ef-
fectiveness of BODEB in open-source LLMs is a
promising direction for future work.
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A Appendix

A.1 Corpora

For our experiments, we utilise the DailyDialogs
and EmpatheticDialogs corpora. A summary of the
number of dialogues available for training, valida-
tion, and testing are provided in Table 4. Both cor-
pora provide additional labels depicting the emo-
tion, topic etc. However, for our experiments, all
additional labels corresponding to each dialogue
are not utilized, only the dialogue utterances are
used.

A.2 Evaluation Details

A.2.1 Diversity Metrics
To measure diversity, we utilize the inter-response
Distinct-1 and 2 scores (Li et al., 2016), which ac-
counts for the number of unique 1 or 2-grams in
the generated response. A higher distinct score
indicates greater overall response diversity. We
also employ traditional lexical diversity metrics
such as the Textual Lexical Diversity (MTLD) (Fer-
gadiotis, 2011), the Moving-Average Type–Token
Ratio (MATTR) (Covington, 2007), and the Hy-
pergeometric Distribution Diversity (HDD) index
(McCarthy and Jarvis, 2007) from the field of lin-
guistics to measure the corpus-level diversity. The
MATTR score is the average of Token-Type-Ratio
(TTR) of each segment of the response with a fixed
window size w = 50. The MTLD score reflects
the TTR of sequentially larger segments of the re-
sponse until a fixed threshold h = 0.72. The HDD
index is the sum of the probabilities of finding each
token in a random sample of n = 42 words taken
from the response.

A.2.2 Coherence Metrics
To measure coherence, Lee et al. (2022a) presented
the Utterance Entailment (UE) score. Essentially,
computing the UE score involves applying a BERT-
based Natural Language Inference (NLI) model to
the generated response and each utterance in the
dialogue context. A score of 1,-1 or 0 is assigned
when the response and utterance are either entail-
ing, contradictory or neutral respectively. The UE
score is computed by averaging all assigned rat-
ings. However, the length and semantic content
of each utterance could affect the quality of the
predictions by the NLI model. Extremely long,
multi-sentence utterances could result in low ac-
curacy predictions, and cursory utterances such as
’thank you’ or ’no problem’ would further dilute

Table 5: breakdown of the number of dialogues available
in the DailyDialog and EmpatheticDialogs corpora.

DailyDialog EmpatheticDialogs

Train 11118 19533
Valid 1000 2770
Test 1000 2547

Table 6: Automatic evaluation results for the opposite,
weights only, and bias only configurations of BODEBM
(using DialoGPT) on the EmpatheticDialogs corpus.

Dist-1 Dist-2 MATTR MTLD HDD UE

BODEBM 0.056 0.369 0.748 48.949 0.769 0.245
-opposite 0.054 0.372 0.741 49.123 0.782 0.206*

-weights only 0.050* 0.271* 0.699 44.236* 0.732 0.214*

-bias only 0.053 0.338 0.738 47.816 0.771 0.202*

-none 0.051* 0.289* 0.674* 36.964* 0.705* 0.210*

the final score. Hence, in our implementation of
the UE score, each utterance is split into individual
sentences. Then, to remove cursory segments, sen-
tences which consist of fewer than four words are
removed. The remaining sentences are fed to the
NLI model alongside the generated response, and
the individual ratings are collated. The UE score is
the average of all collated ratings.

A.2.3 Human Evaluation

For human evaluation, we compare responses gen-
erated by BODEB against responses generated by
the pretrained model, CVAE, and MOPED based
on ‘Diversity’, ‘Fluency’, and ‘Coherence’. We
recruited five participants for this evaluation. All
participants were native English-speaking univer-
sity graduates of ages between 24 to 27. The eval-
uation was conducted in-person. The participants
were provided with the dialogue samples and told
to evaluate the samples separately i.e., there was
no contact between participants. Every participant
was assigned 50 randomly selected dialogue ex-
amples with a response generated by each of the
four baselines. Then, they were told to compare

Table 7: Automatic evaluation results for DialoGPT
with temperature (T ) adjustment on DailyDialog

Dist-1 Dist-2 MATTR MTLD HDD UE

BODEBM 0.056 0.369 0.748 48.949 0.769 0.245
DialoGPT 0.043* 0.207* 0.653* 31.547* 0.694* 0.233

DialoGPTT=0.25 0.047* 0.216* 0.649* 33.684* 0.681* 0.227*

DialoGPTT=0.5 0.049* 0.222* 0.669* 36.101* 0.709* 0.231

DialoGPTT=0.75 0.054 0.306* 0.723 47.915 0.776 0.219*

DialoGPTT=1.0 0.060 0.378 0.731 48.239 0.761 0.186*
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Table 8: Samples of dialogue contexts and responses generated by DialoGPT-based models from the DailyDialog
corpus.

Dialogue
Context

User: Here’s a model of our latest design. What do you think of it?
Agent: Well, I’m not too happy about it.
User: What’s wrong with it?

Generated
Responses

DialoGPT: I don’t like it.
CVAE: I think it can be a good one.
UA-CVAE: It is terrible.
MOPED: I am not one or the other person, or both.
BODEBG: Oh, I see that it’s a bit out of place in the market. But I don’t like it.
BODEBM: I think the design is too wide and heavy for my liking.

Dialogue
Context

User: I can’t stand the stupid guy any longer. It’s unbelievable!

Generated
Responses

DialoGPT: I know, He’s so annoying.
CVAE: I’m not a little worried about it.
UA-CVAE: She told me that he is not here to help us.
MOPED: This is a new new movie. Excuse me?
BODEBG: What’s wrong with him?
BODEBM: What a surprise! He’s so bad!

responses (the participants were not aware which
model generated each response), and indicate if the
response generated by BODEB either wins, losses
or ties with the other responses. Each participant
took approximately one hour to finish the evalua-
tion.

A.3 Dialogue Samples

Samples of responses generated by DialoGPT-
based models (DialoGPT, CVAE, UA-CVAE,
MOPED, BODEBG, and BODEBM) from the Dai-
lyDialog corpus are provided in Table 8.

A.4 Additional Configuration

We also attempted to initialise the variance in the
opposite direction (opposite). We found that this
would result in lower response coherence com-
pared to BODEBM despite achieving comparable
response diversity. This can be inferred from the
higher scores attained on diversity metrics and the
lower UE-score which is a measure for coherence.
This supports our finding that constraining the vari-
ance of deeper parameters would improve coher-
ence. In addition, we constructed an evaluated
a variant (weights only) of BODEBM where only
the variance of the weights is set in the manner
described in section. Variance of the biases are
set as per MOPED. We also constructed a flipped
variant (bias only) where only the variance of the
biases is in accordance with BODEBM, and the
variance of the weights are set as per MOPED. Fi-
nally, we implement Bayesian model (none) where
the variances of both the weights and biases are
set as per MOPED. Upon closer inspection of the

generated responses and the automatic evaluation
scores attained, we similarly found that both vari-
ants demonstrated a noticeable drop in contextual
coherence despite achieving comparable results in
terms of diversity. This further emphasises the ef-
fectiveness of BODEB when it comes to preserving
coherence. The results attained by the aforemen-
tioned models are presented in Table 6.

A.5 Comparison with Temperature
We also adjust the temperature parameter (T ) of Di-
aloGPT. Selecting a larger temperature value would
increase randomness and improve diversity at the
expense of coherence and vice versa. Automatic
evaluation results when T = 0.25, 0.5, 0.75, 1.0
are presented in Table 7. As evidenced by the in-
creasing diversity scores, as T increases, response
diversity improves. Concurrently, based on the UE
scores attained, it is also apparent that response co-
herence drops as as T increases. On the other hand,
BODEBM achieved response diversity comparable
with T = 0.75 and T = 1.0 while maintaining
response coherence.
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