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Abstract

In this paper we describe a new methodology
to expand the Abui Wordnet through data col-
lected using the Rapid Word Collection (RWC)
method – based on SIL’s Semantic Domains.
Using a multilingual sense-intersection algo-
rithm, we created a ranked list of concept sug-
gestions for each domain, and then used the
ranked list as a filter to link the Abui RWC
data to wordnet. This used translations from
both SIL’s Semantic Domain’s structure and
example words, both available through SIL’s
Fieldworks software and the RWC project. We
release both the new mapping of the SIL Se-
mantic Domains to wordnet and an expansion
of the Abui Wordnet.

1 Introduction

In this paper we describe the second phase of
the Abui Wordnet construction which merges the
data collected through the Rapid Word Collection
method (RWC), as described in Section 2.2, into
the Abui Wordnet v1.0 (see Section 1.1). The RWC
method is built around the SIL Semantic Domains
ontology, discussed in detail in Section 2.1. Much
of the work discussed in this paper is related to the
necessity of providing structure to data collected us-
ing common methods in Field Linguistics. The SIL
Semantic Domains, and the Rapid Word Collection
methodology in particular, support lexicographic
work on endangered languages and significantly
accelerate dictionary production. This paper looks
into solving these issues by providing support to
link unstructured types of data collected on the field
to the Abui Wordnet.

1.1 Abui Wordnet

The Abui Wordnet was developed following the
expansion approach (Kratochvíl and Morgado da
Costa, 2022). Through a naive multilingual sense
intersection algorithm, described in Section 3, we
linked the data collected over the last two decades

through the traditional descriptive workflow for
which English, Indonesian, and Alor Malay glosses
exist in the Abui dictionary (Kratochvíl and Del-
pada, 2014). The first version of the Abui Wordnet
contained 1,475 synsets and 3,606 senses, and was
entirely hand-checked by B. Delpada, who is a na-
tive speaker of Abui and one of the authors of this
paper. This wordnet is released under the open
CC-BY 4.0 license.1

2 Data Collection

In this section we provide an introduction to the
structure and method for collecting our Abui data.

2.1 SIL Semantic Domains: Structure and
Use

The SIL Semantic Domains2 (SemDoms) is an on-
tology created by the Summer Institute of Linguis-
tics linguist, Ronald Moe, to help investigate rela-
tionships among words. It builds on the long tradi-
tion of ontologies and thesauri developed in com-
parative linguistics and theology (see, e.g., Buck,
1949; Louw and Nida, 1992).

SemDoms are organized in an associative way,
grouping words used to talk about a topic, regard-
less of their subtle differences. For example, as
shown in Figure 1, the SemDom 1.3 Water is linked
with two more SemDoms (6.6.7 Working with wa-
ter and 7.2.4.2 Travel by water), which contain
water-related action verbs. Each SemDom includes
questions that elicit synonyms, such as water, H2O,
and moisture. The ontology also tracks associated
properties such as watery, aquatic, or amphibious,
and even loosely associated waterproof and water-
tight. Subdomains describe bodies of water, water
movement, etc.

SemDoms facilitate dictionary building and have
been incorporated and supported in various SIL

1https://github.com/fanacek/abuiwn
2http://semdom.org/
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Figure 1: SIL Semantic Domain for 1.3 Water

SemDom SemDom
Languages Titles Words Total
French 2,005 47,706 49,711
Spanish 2,056 45,801 47,857
English 2,013 41,494 43,507
Hindi* 2,202 34,544 36,746
Chinese 1,514 31,230 32,744
Portuguese 1,746 27,121 28,867
Indonesian 2,043 20,522 22,565
Nepalese* 2,061 17,770 19,831
Farsi 1,323 17,949 19,272
Urdu* 2,235 11,724 13,959
Bengali* 1,899 951 2,850
Russian* 2,673 3 2,676
Khmer* 2,120 0 2,120
Thai 1,555 1 1,556
Total 27,445 296,816 324,261

Table 1: SemDom data extracted from SIL FieldWorks,
sorted by total number of data points per language; Data
for Portuguese and Persian existed even though it was
not properly advertised by SIL; Languages marked with
* were missing from the OMW

software tools for language documentation, such as
the SIL Toolbox, SIL Fieldworks (corpus, lexicon,
parser), SIL Lexique Pro, and WeSay (dictionary).3

Multilingual versions of SIL Semantic Domains
exist for 14 world languages,4 including Chinese,
French, Indonesian, Malay, Spanish, Swahili, and
Urdu. However, not all translations are equally
extensive, as shown in Table 1.

3All available here: https://software.sil.org/
4https://rapidwords.net/resources (pro-

vides an incomplete list)

2.2 Rapid Word Collection Workshops

The Rapid Word Collection (RWC) method acceler-
ates the lexicographic work by involving language
communities, and has been used in over a hundred
communities by untrained native speakers. It relies
on a set of questions, derived from the SIL Seman-
tic Domains, described above. The method exploits
the brain’s ability to rapidly recall words belonging
to the same semantic domain. Speakers typically
do not find this tiring and enjoy the process.

The questions are accompanied by answer sheets
to record the semantic domain number, speaker de-
tails, and the vernacular word with their transla-
tions. Participants work in small groups or individ-
ually, according to their individual preference.

According to the RWC website,5 two-week
workshops consistently achieve 10,000 or more raw
entries. This surpasses the 4,000 to 5,000 words
collected over several years by a single language
worker.

The RWC workflow yields a lexicon where most
unique lexical entries have multiple senses, as is the
case in dictionaries of resource-rich languages. The
coverage is also not biased by a corpus, which is a
big problem in the standard descriptive workflow.
It is extremely difficult to reach the lexical breadth
the RWC workshops can provide. Corpus-based
methods are slow to elicit new words. One would
need a corpus of upwards of one million words
to collect a dictionary comparable to a two-week
RWC workshop.

The RWC workshops demonstrate the wealth
of lexical knowledge accumulated in minority lan-
guages and boost participants’ confidence as well
as language awareness. Realizing that some of
the words may not be known by younger speak-
ers, participants are challenged to assess the vital-
ity of their language and their own commitment
to promoting their language and culture. Finally,
these workshops provide detailed information on
community’s orthographic preferences. A practical
orthography may also be designed based on the
RWC input.

2.3 RWC Workshops on Abui

So far, we have held three RWC Workshops for
Abui (in 2013, 2014, and 2016). In total they lasted
10 working days, with 25 people involved, on aver-
age, on any day. In total 67 Abui men and 21 Abui

5https://rapidwords.net/
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Figure 2: Abui participants of the Rapid Word Collec-
tion workshop, July 22-26, 2013

Figure 3: Rapid Word Collection worksheet example:
domain 7.9.2 Tear down by S.A. Fanmaley

women participated, representing the Takalelang di-
alect and the adjacent areas, and contributing more
than 17,000 raw entries. Figure 2 shows the Abui
participants at work, writing or recording.

The participants recorded their answers on pa-
per forms, indicating the Semantic Domain num-
ber, Abui words, and their Indonesian or Malay
equivalents, as shown in Figure 3. Several Abui
university students with adequate computer skills
helped digitize the hand-written entries (including
creating audio recordings and spreadsheets). This
digitization work is still ongoing, with a small team
working on the Indonesian and English translations,
with about 12,300 words digitized to date.

3 Methodology

The work presented in this paper uses and extends
the idea of Multilingual Sense Intersection (Bond
et al., 2008; Bonansinga and Bond, 2016). The
methodology is illustrated in Figure 4: it attempts
to perform Word Sense Disambiguation (WSD) —
i.e., to determine the most likely sense of a word
with reference, e.g., to a wordnet hierarchy — by
restricting the available semantic space through the
intersection of semantic spaces of aligned transla-
tions of that same word. This method has been used
to create new wordnets, such as the Coptic Wordnet
(Slaughter et al., 2019) and, most recently, also to

lang.1 lang.2

lang.3

concept.1

concept.2

concept.3
concept.4

concept.5

concept.6

concept.7

concept.8

concept.9

Figure 4: Sense Intersection visualization: each colored
circle represent a different language (lang.1-3); con-
cepts (concept.1-9) represent the ambiguity of a single
lemma within that language; The higher the number of
languages, the smaller the intersected space – yielding
fewer and fewer sense candidates;

kick-start the development of the Abui Wordnet
from field data (Kratochvíl and Morgado da Costa,
2022).

In this work, we employ this same concept in two
ways: i) we use Multilingual Sense Intersection to
perform WSD to map the SIL SemDoms data to
the Open Multilingual Wordnet (OMW, Bond and
Foster, 2013); ii) we use the results of the previous
step as a pivot to map Abui data collected through
RWC Workshops to the Abui Wordnet.

3.1 Linking SIL Semantic Domains to OMW

The idea of linking SIL SemDoms to wordnet was
first proposed by Rosman et al. (2014).

As discussed in Section 2.1, SemDoms are
mostly used for language documentation. To this
end, there has been a considerable community ef-
fort to translate this resource. Translations of this
resource are most commonly released as localiza-
tion packages6 for SIL FieldWorks7 – an open-
source project designed to help collect and publish
dictionary data, including support dictionary devel-
opment through SemDoms. It also supports inter-
linearization of texts and morphological analysis.

Our primary goal to link SemDoms to OMW
was to be able to pivot this information to improve
our ability to better link the Abui data collected us-
ing the RWC Workshop method, described in Sec-
tion 2.3. To achieve this, we wanted to link not only
the SemDom titles (as referred within FieldWords)

6https://software.sil.org/fieldworks/
download/localizations/

7https://github.com/sillsdev/
FieldWorks
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Figure 5: XML data extracted from SIL Fieldworks for
the first question of SemDom 1.3 Water

but also – and most importantly – we wanted to link
the answers to the questions within each SemDom
(see Figure 1), as this is the primary data collected
during the RWC workshops. These words are re-
ferred to as example words within FieldWorks, so
this is the nomenclature we will use.

This is one of the main differences between our
work and Rosman et al. (2014). In their work,
only SemDom titles are linked to Wordnet. For
our goals, this would not be enough. As noted
by Rosman et al. (2014), even relations between
domains and their subdomains are not typed in the
same way as you would find in wordnets – making
reference to the so-called ‘Tennis Problem’, which
describes the fact that wordnets do not link clearly
related words such as tennis, racket, ball, and net.
This problem would most certainly be exacerbated
when considering the relation between SemDom
titles and example words – which are the basis of
the RWC method.

The second main difference with the previous
work mapping SemDoms was the number of lan-
guages used to attempt the mapping. While the
previous work only had access to English and In-
donesian data at the time of publication, we had
access to a much larger collection of languages.

We created a new project on FieldWorks and im-
ported all languages known to contain translations
for SemDoms (including only partial translations).
This generated an XML file containing parallel data
in all available languages. This data is split into
data concerning the SemDom titles, and data con-
cerning questions and answers within a SemDom.
Figure 5 shows an example of how the data is or-
ganized for the first question of the SemDom 1.3

Water – see also Figure 1, for reference.
The results of this data extraction were sum-

marized in Table 1. In total, we extracted over
324,000 expressions (including words and multi-
word-expressions), about 8.5% of which were re-
lated to SemDom titles, and the remainder to Sem-
Dom example words. We were able to extract data
for 14 languages. French was the language with
most words, followed by Spanish, English, Hindi
and Chinese. Some languages only had a partial
translation for the full SemDom hierarchy. The
reason why some languages seem to have more
titles than there are SemDoms is due to the fact
that some semantic domains actually include a list
of words in their title (e.g. SemDom 1.5.4 Moss,
fungus, algae). Both titles and example words were
split on commas (which were different Unicode
characters for different languages).

This data was then mapped to wordnet using the
data from the OMW (Bond and Foster, 2013).

3.2 Expanding the OMW

The Open Multilingual Wordnet (OMW 1.0: Bond
and Foster, 2013) links dozens of open wordnets
projects in a massively multilingual database, using
the Princeton WordNet (Fellbaum, 1998) as the
pivot structure.

Fortunately, in addition to the English Prince-
ton WordNet, the OMW already included word-
net projects for many of the necessary lan-
guages, including: WOLF (Sagot and Fišer, 2008),
for French; the Multilingual Central Repository
(Gonzalez-Agirre et al., 2012), for Spanish; the Chi-
nese Wordnet (Huang et al., 2010) and the Chinese
Open Wordnet (Wang and Bond, 2013), for Man-
darin Chinese; the OpenWordnet-PT (de Paiva and
Rademaker, 2012), for Portuguese; the Wordnet
Bahasa (Mohamed Noor et al., 2011), for Indone-
sian and Malay; the Persian Wordnet (Montazery
and Faili, 2010), for Farsi; and the Thai Wordnet
(Thoongsup et al., 2009).

The OMW was missing data for Hindi, Nepalese,
Urdu, Bengali, Russian and Khmer. For Khmer,
even through there are reports detailing the con-
struction of the Khmer WordNet (Phon and Pluem-
pitiwiriyawej, 2020), we were not able to find or
access the data. Since there were no SemDom ex-
ample words for this language, we decided it was
not worth pursuing it further.

For the remaining languages, there were actually
wordnets being actively maintained, but they were

https://www.semdom.org/v4/1.3
https://www.semdom.org/v4/1.3
https://www.semdom.org/v4/1.3
https://www.semdom.org/v4/1.5.4
https://www.semdom.org/v4/1.5.4


not part of the OMW due to their restrictive licens-
ing constraints (i.e. NonCommercial). Since this
did not impede our work, we added the missing
languages to our own local copy of the OMW.

Data for Hindi, Nepalese, Urdu and Bengali
was provided by the IndoWordnet (Bhattacharyya,
2010), and its IndoWordnet-English Wordnet Map-
ping (Kanojia et al., 2018). Data for Russian was
provided by the Russian Wordnet (Loukachevitch
et al., 2016), which also includes a mapping to the
PWN (Loukachevitch and Gerasimova, 2019).

It is also important to note that, for the work
presented here, we used an extended version of
the OMW which includes additions to the PWN’s
hierarchy through the annotation of the NTU-MC
sense-tagged corpus (Tan and Bond, 2014; Bond
et al., 2013; Wang and Bond, 2014; Bond et al.,
2021), as well as other extensions including pro-
nouns (Seah and Bond, 2014) and exclamatives
(Morgado da Costa and Bond, 2016). As a result,
our released data contains some offsets that do not
directly map to the PWN.

With all the data in a single repository, the ex-
panded OMW was used to map the SIL SemDom
data using the method described above – multilin-
gual sense intersection. The results of this experi-
ment are discussed in Section 4.1.

3.3 Linking RWC data to the Abui Wordnet

After creating the mapping between the SemDoms
and the OMW, we used it to help us link the Abui
RWC data to the Abui Wordnet.

Even though previous work on the Abui Wordnet
showed promising results using word sense inter-
section to find candidate senses, this method pre-
supposed the data was provided (at least) in three
languages. The problem with the Rapid Word Col-
lection data was that we had only a limited number
of translations for each Abui word.

For the 12,331 Abui words digitized to date,
12,324 words were translated to Indonesian, 9,078
words were translated to Alor Malay, and only
5,846 were translated to English. About 11,000
words were used for the linking described in Sec-
tion 4.2, the additional 1,300 words were digitized
since. However, each Abui word was also linked
to the SemDom identifier that prompted the native
speaker to provide that word. SemDoms were used
at the level of identifier (i.e., they were not linked
to a specific question within that identifier).

What we wanted to verify was if, after prop-

erly linking the SemDoms to the OMW, we could
use this mapping to further filter the data provided
by RWC. To do this, first, we performed multi-
lingual sense intersection using only the data pro-
vided through the RWC method, as described in
Section 4.1. We then used the data provided by
our SemDom mapping (with different kinds of con-
fidence level), to check if intersecting these two
mappings could be used to reliably increase the
quality of new senses suggested for the Abui Word-
net. The results for these experiments are detailed
in Section 4.2.

4 Results and Evaluation

In this section we discuss three different things: i)
the results of mapping the SemDoms to the OMW
using the data extracted from SIL FieldWorks; ii)
the results of producing sense candidates for the
Abui Wordnet through multilingual sense intersec-
tion using the RWC method with and without us-
ing i) as as filtering step; and iii) the results of
hand-checking sense candidates produced in ii) by
a group of linguists and native speakers.

4.1 Mapping SIL Semantic Domains to OMW

Using the data presented in Table 1, we extracted
data for all 1,792 different SemDom identifiers.
Using the method briefly described in Section 3,
we performed multilingual sense intersection for
each level of the SemDom hierarchy. However, we
split this intersection into two parts: i) using data
pertaining only to SemDom titles; and ii) using
data pertaining only to SemDom example words
(i.e., answers to the questions in that SemDom).

The reason to separate these two sets of data is
quite intuitive. For i), we are trying to link the
actual SemDom to the OMW. While this could
well be a many-to-one mapping (i.e., many word-
net senses mapped to a single SemDom), there is
a finite/correct set of links that should be made be-
tween these two resources. For ii), however, this is
not true. The large majority of SemDom questions
are open ended (e.g., ‘What utensils are used to cut
food?’, from SemDom 5.2.1.3 Cooking utensil).
The work of translating the SemDom is not strictly
to translate example words that have been included
in previous languages, and people are welcome to
include more/different examples. We have noticed,
for example, that both French and Spanish go well
beyond the list of words provided for English (the
original language).

https://www.semdom.org/v4/5.2.1.3


Intersected SemDom SemDom
Languages Titles Words

1 lang 29,986 293,821
2 langs 6,233 58,320
3 langs 2,524 23,074
4 langs 1,355 10,782
5 langs 804 5,595
6 langs 466 2,403
7 langs 267 317
8 langs 108 -
9 langs 8 -
Total 41,751 394,312

>3 langs 5,532 42,171

Table 2: Number of candidate concepts for the map-
ping SIL SemDoms to OMW, organized by number
languages suggesting each candidate

The results for the intersection experiments are
summarized in Table 2. We provide the number of
candidate concepts, sorted by number of languages
intersected. Using any number of intersected lan-
guages, we collected about 41,700 candidates from
SemDom titles, and about 394,000 candidates for
SemDom example words. Some of these candidate
concepts were suggested by as many as nine lan-
guages, although the large majority was suggested
by either one or two languages.

However, we know from previous work that qual-
ity really spikes at a minimum of three intersected
languages. Slaughter et al. (2019) reported that
senses triangulated by three or more languages
were shown to be correct as high as 98% of the
time. Similarly, Kratochvíl and Morgado da Costa
(2022) reported 99% accuracy for senses suggested
by intersecting three languages, when building the
Abui Wordnet. For this reason, we pruned the re-
sults of our mapping to only those provided by the
intersection of three or more languages.

Our pruned results yielded over 5,500 OMW
concepts linked to SemDom titles, and over 42,000
concepts linked to SemDom example words. These
numbers are distributed over 1,173 SemDom titles
with at least one link to OMW, and over 1,671 Sem-
Dom identifiers with at least one example word
linked to OMW. We did not expect to provide map-
pings to all 1,792 SemDom identifiers. This is
because because many SemDom titles and exam-
ple words are, in fact, phrases and not words (e.g.
SemDom 2.5.6 Symptom of disease, or 5.8 Manage
a house). The fact that some SemDom idenfitiers
did not link to OMW is a good sign of quality.

Intersected Langs. Candidate Senses
1 lang 75,188
2 langs 5,065
3 langs 1
Total 80,254

Table 3: Number of sense candidates generated by the
data collected using the RWC method

SemDom
3 langs

SemDom
4-5 langs

SemDom
>5 langs Total

RWC
1 lang 4,821 4,146 1,048 10,015

RWC
2 langs 282 333 150 765

Total 5,103 4,479 1,198 10,780

Table 4: Number of sense candidates generated by the
data collected using the RWC method after applying the
filtering step of belonging to the SemDom mappings

4.2 Linking RWC data to the Abui Wordnet
In order to link the Abui data gathered from the
RWC method, we started by performing sense in-
tersection on the existing data. The results of this
intersection is shown in Table 3.

As mentioned in Section 3.3, this data comprised
about 11,000 Abui words, almost fully translated
into Indonesian, but only partially translated into
Malay and English. This resulted in a very limited
ability to generate high levels of intersection. As
shown in Table 3, only a single word was inter-
sected by three languages.8

We knew from previous work that two-way in-
tersection yields an accuracy of about 50%. While
arguably useful, this score was lower than what we
wanted to work with. The way we proposed to raise
the confidence score was to use the mapping be-
tween SemDom titles and example words to OMW
as a filter for the data presented in Table 3.

Since every Abui word collected through the
RWC method was linked to a SemDom identifier,
we were able to exclude senses that had not been
predicted as likely members of that SemDom iden-
tifier using the mappings we created. We used the
mappings for both the SemDom titles and the ex-
ample words. This greatly reduced the number of
candidate senses. A summary of the results after
this filtering step can be see in Table 4.

As mentioned previously, the final mappings be-
tween SemDom titles and example words contained
only concepts suggested by the intersection of three
or more languages. In total, after the filtering step,
10,780 candidate senses remained. However, Ta-

8This word was the word for ‘yes’.

https://www.semdom.org/v4/2.5.6
https://www.semdom.org/v4/5.8
https://www.semdom.org/v4/5.8


ble 4 shows a more in-depth distribution of the data.
In total the data was distributed into six groups di-
vided into two axes: i) whether the sense candidate
was suggested by one or by two languages during
the intersection of the RWC data; and ii) whether
the SemDom mappings had been suggested by the
intersection of three languages, either four or five
languages, or by more than five languages.

In general we assumed that the higher the inter-
section level of both axes, the higher the quality of
the suggested senses. While this was not strictly
true, hand-checking part of this data confirmed that
our method was quite promising.

4.3 Hand-Checked Evaluation

Following the discussion for Table 3, above, we
decided to hand-check a portion of each of the six
classes of candidate senses, as listed in Table 4.
The checking was performed by B. Delpada and
D. Lanma (Abui native speakers and linguists) and
F. Kratochvíl and G. Saad (linguists working on
Abui). We believe that the use of this evaluation
is two-fold: i) it directly evaluates the quality of
candidate senses for the Abui Wordnet; and ii) it in-
directly evaluates the quality of the SemDom map-
pings, because all candidate senses were filtered by
this mapping.

We decided to hand-check 250 candidate senses
from each of the six groups discussed above.9 The
results of this evaluation are provided in Table 5.

As is shown, all six groups show a fairly high
accuracy of between 87.6% and 99.6%. We had
assumed that the higher the intersection level of
both axes, the higher the quality of the suggested
senses. However, even though the data doesn’t
fully confirm our assumption, we believe we know
why this happened. It has to do, in great part, with
the quality of the Wordnet Bahasa – which contains
data for both Indonesian and Malay (developed in
parallel), two of the three languages contained in
the Abui RWC data.

The sense candidates generated for RWC data
intersection by two languages was quite limited.
And it so happened that among the candidate senses
for the groups with lowest accuracy were Abui
words translated with words that contained a lot of
incorrect data in these two wordnets. Since these
two languages are very closely related, and the
Wordnet Bahasa used the same methods to develop
both languages, some of these errors have a bigger

9Except where mentioned in the table.

impact than they should.
One simple example to illustrate this problem is

the Abui word ‘bilengra’, which has been glossed
with the word ‘melukis’ for Indonesian and ‘draw’
for English. The problem that follows is that the
lemma ‘melukis’ has 26 senses in the Wordnet Ba-
hasa (Indonesian). Many of these senses are, in
fact, incorrect. KBBI defined ‘melukis’ as a verb
with the gloss ‘make drawings using pencils, pens,
brushes, and so on, whether with color or not’.10

However, in the Wordnet Bahasa, this lemma in-
cludes senses glossed as ‘bring, take, or pull out
of a container or from under a cover’ (01995211-
v), ‘suck in or take (air)’ (01199009-v), ‘cause
to move in a certain direction by exerting a force
upon, either physically or in an abstract sense’
(02103162-v) or ‘take liquid out of a container
or well’ (01854132-v). It is not surprising that the
PWN (correctly) adds the lemma ‘draw’ to all these
concepts, hinting at why the Wordnet Bahasa may
have included these incorrect senses, and show-
ing the limitations of automatically built wordnets
without incorporating a strong review cycle.

Despite some of these limitations, we are satis-
fied with the results we have achieved. The method-
ology we developed is robust enough to deal even
with somewhat noisy data.

For the future, however, it is important to note
that both Indonesian and Malay are essential lan-
guages in the production of language resources for
Abui, since these are a few of the only other lan-
guages speakers of Abui can speak fluently. As
such, working towards the improvement and main-
tenance of the Wordnet Bahasa is well in the in-
terest of the Abui Wordnet and other minority lan-
guages of Indonesia.

5 Release Notes

This paper releases two new sets of data: i) the map-
ping of SIL Semantic Domains to OMW (through
PWN 3.0 offsets); and ii) a new extension to the
Abui Wordnet.

The mapping of SIL Semantic Domains to
OMW will be shared under a Creative Commons
Attribution-ShareAlike 4.0 license (following the
original license for this resource). In the future, we
will attempt to liaise with SIL and open the license
further. This data will be released as two TSV files,
one for the SemDom identifier titles, and another

10Free translation from https://kbbi.kemdikbud.
go.id/entri/melukis

https://kbbi.kemdikbud.go.id/entri/melukis
https://kbbi.kemdikbud.go.id/entri/melukis


SemDom
3 langs

SemDom
4-5 langs

SemDom
>5 langs

RWC
1 lang 0.956♣ 0.952 0.996

RWC
2 langs 0.876* 0.932 0.913*

Table 5: Shows the accuracy of the matches, based on
a sampled section of the data comprising 250 senses
per condition (except cells marked with * for which all
suggested senses were checked, see Table 4); After this
initial evaluation (of 250 candidate senses per condi-
tion), and before the camera-ready version of this paper
was submitted, all 4,821 members of the class marked
with ♣ were hand-checked, yielding an updated accuracy
score of 0.964 (i.e., higher than initially predicted)

file for example words within each identifier. The
files contain the following information: SemDom
identifier, suggested PWN 3.0 offset, number of
languages intersected for this suggestion, and list
of language names. This new dataset will be made
available on GitHub.11

The second set of data concerns new sense candi-
dates for the Abui Wordnet. Interestingly enough,
of the 10,780 newly generated candidate senses,
only 248 already existed in the Abui Wordnet. All
data that has been hand-checked will be included
in future version of the Abui Wordnet. The remain-
der of the data will also be released as separate
files and incorporated into the Wordnet after it has
been hand-checked (see Section 6). Both sets of
data will be released in the existing Abui Wordnet
GitHub repository,12 and released under this word-
net’s license – Creative Commons Attribution 4.0
International License.13

6 Future Work

This paper presents one of many steps towards the
improvement of the Abui Wordnet and the wordnet
infrastructure in general.

A natural next step is to finish hand-checking
the list of candidate senses generated in this paper.
Our hand-checking evaluation has checked 1,432
out of the existing 10,780 generated senses – leav-
ing around 9,300 candidate senses that need to be
checked. We hope to be able to do this with the
help of the Abui community in the very near future.

Another natural step is to find ways to work

11https://github.com/lmorgadodacosta/
sil-semantic-domains-wordnet-mapping

12https://github.com/fanacek/abuiwn
13https://creativecommons.org/licenses/

by/4.0/

with SIL directly and to produce a hand-checked
mapping of SemDoms (titles and example words)
to OMW. Once this is done, the multilingual nature
of OMW could be used to produce official language
translations for all available languages in the OMW
– centralizing and accelerating the work that is now
performed by individual groups of translators, for
each language. If properly linked to the OMW,
the PWN’s semantic hierarchy could even be used
to slightly expand the SemDoms by adding new
example words to certain semantic classes that are
well encoded in PWN’s semantic hierarchy (e.g.
animals, trees, professions, etc.).

An interesting idea we would like to pursue fur-
ther is to push the sense-intersection one step for-
ward and start investigating which languages yield
best results when intersected. While the under-
lying idea that the more languages the better the
candidate senses produced will undoubtedly hold
truth, the quality of candidate senses produced by
a 2-way or 3-way intersection may depend highly
on which languages are involved. Languages that
are closely related, such as Spanish and Portuguese,
will arguably share more non-literal meaning exten-
sions than other pairs of less related languages such
as Spanish and Chinese. We believe that exploring
our intersection methodology using languages from
different families or languages that do not share a
lot of their cultural background could be a great
start for this future research direction.

Finally, we would like to exploit the map-
pings we provide for SemDom titles and example
words to enrich the semantic hierarchy of word-
net projects. We believe that the association-based
methodology inherent to SemDoms (and success-
fully exploited by the RWC method) is directly
related to Common Sense Reasoning. Currently,
the wordnet hierarchy is known to be both too fine-
grained (Hayashi, 2022) and also lacking sufficient
semantic relations (Di Caro and Boella, 2016) for
tasks involving Common Sense reasoning. We be-
lieve our work mapping SemDoms to the OMW
could be a good start for a project looking into
these two issues.

7 Conclusion

In this paper we have used the idea of multilingual
sense intersection for two ends: i) to create a new
language resource – a mapping of SIL Semantic
Domains to the structure of the Open Multilingual
Wordnet; and ii) to use this new semantic resource

https://github.com/lmorgadodacosta/sil-semantic-domains-wordnet-mapping
https://github.com/lmorgadodacosta/sil-semantic-domains-wordnet-mapping
https://github.com/fanacek/abuiwn
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/


as a filter to expand the Abui Wordnet with data
collected using the Rapid Word Collection method
(which relies on the SIL Semantic Domains).

We have yielded very positive results for both
goals. We have linked more than 47,500 OMW con-
cepts to the SIL Semantic Domains (with a high
confidence score), and we have generated more
than 10,500 new sense candidates for the Abui
Wordnet. Human evaluation has offered a confi-
dence score for these sense candidates between
87.6% and 99.6%.

We hope our work inspires other linguists with
data linked to SIL Semantic Domains to follow
in our footsteps and to link their data to structures
such as the OMW. We hope that lexicographic work
on low-resource languages may benefit from both
the OMW structure and the SIL experience in rapid
lexicographic work involving language communi-
ties.
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