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Abstract
This paper is part of the larger ReproHum
project, where different teams of researchers
aim to reproduce published experiments from
the NLP literature. Specifically, ReproHum
focuses on the reproducibility of human eval-
uation studies, where participants indicate the
quality of different outputs of Natural Lan-
guage Generation (NLG) systems. This is nec-
essary because without reproduction studies,
we do not know how reliable earlier results
are. This paper aims to reproduce the second
human evaluation study of Puduppully and La-
pata (2021), while another lab is attempting to
do the same. This experiment uses best-worst
scaling to determine the relative performance
of different NLG systems. We found that the
worst performing system in the original study is
now in fact the best performing system across
the board. This means that we cannot fully
reproduce the original results. We also carry
out alternative analyses of the data, and dis-
cuss how our results may be combined with the
other reproduction study that is carried out in
parallel with this paper.

1 Introduction

Although human evaluation remains the gold stan-
dard for determining the quality of a text, little
is known about the reproducibility of evaluation
methods that are used to determine the quality of
texts generated by Natural Language Generation
(NLG) systems (Belz et al., 2020). To be sure,
there are many different ways to assess NLG out-
put. As van der Lee et al. (2019) and Howcroft et al.
(2020) showed: different authors tend to focus on
different quality dimensions (e.g. grammaticality,
coherence, conciseness) and they also differ in the
way they elicit quality judgments (e.g. using Likert
scales or ranking tasks). If we want to understand
how reliable these methods are, we need to carry
out multiple reproduction studies to establish the
amount of variance we may expect between differ-
ent studies (Belz, 2022).

1.1 The ReproHum project

Establishing the reproducibility of human evalua-
tion metrics is a relatively slow and incremental
process, as it takes a great deal of time and re-
sources to exactly reproduce even a single study.
However, with a collective effort, we are currently
making headway to achieve this goal. As part of the
ReproHum project (Belz et al., 2023), this paper
aims to reproduce an experiment from a published
NLG study, while another lab (identity unknown to
us) is attempting to do the same. Yet more labs are
reproducing other studies, yielding a rich dataset
of closely matched reproductions.

1.2 Target paper

Our target paper is Puduppully and Lapata 2021.
This paper proposed a neural data-to-text model
with a macro-planning stage (determining the
high-level organisation of the text-to-be-generated,
based on the provided input) followed by a genera-
tion stage (where the text is produced). This model
is trained and evaluated on both the RotoWire and
the MLB datasets (Wiseman et al., 2017; Pudup-
pully et al., 2019). We refer to this model as Macro.

The authors carried out an automatic evaluation
and two human evaluations. We focus solely on the
latter. Experiment 1 asked crowd workers to count
supported and contradicting facts in the generated
texts (compared to the input data). Experiment 2
asked crowd workers to compare pairs of generated
texts in terms of different quality dimensions (dis-
cussed in more detail below). In these evaluations,
the Macro system was compared to the reference
data (referred to as Gold), Template-based systems
from Wiseman et al. (2017) and Puduppully et al.
(2019), ED+CC (again from Wiseman et al.) and
Hier (the hierarchical model from Rebuffel et al.
2020, also referred to as RBF-2020 in the original
paper). The overall results of these evaluations are
highly favourable to the Macro system.
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1.3 Reproduction target & research question

This paper aims to reproduce Experiment 2 of
Puduppully and Lapata (2021). The authors asked
crowdworkers to inspect pairs of summaries, and to
choose which summary is better in terms of three
different quality dimensions (original definitions):

1. Grammaticality “Is the summary written in
well- formed English?”

2. Coherence “Is the summary well structured and
well organized and does it have a natural ordering
of the facts?”

3. Conciseness/repetition “Does the summary
avoid unnecessary repetition including whole sen-
tences, facts or phrases?”1

The authors used Best-worst scaling (Louviere
et al., 2015, BWS) to obtain scores for the three dif-
ferent quality dimensions. In the context of human
evaluation of dialogue system output, Santhanam
and Shaikh (2019) show that human ratings for co-
herence and readability are more reliable with mag-
nitude estimation than with BWS. This result was
replicated by Braggaar et al. (2022), who obtained
similar results. Also in other domains, BWS has
been shown to be more reliable than rating scales
(e.g. Kiritchenko and Mohammad 2017 for senti-
ment annotations). In the domain of data-to-text,
we are not aware of any studies looking into the
reliability of BWS for human evaluations of NLG
output. Thus, the main question we aim to answer
in this study is: How reproducible is best-worst
scaling for human evaluation of NLG output?

This question comes with the immediate dis-
claimer that we are only looking at one implemen-
tation of a human evaluation experiment using best-
worst scaling, but as noted above: we need to start
somewhere. Future studies may alter different pa-
rameters of the experiment under consideration,
and show if and how these affect the results.

1.4 Contributions

This paper presents a reproduction study answer-
ing the research question outlined above. Beyond
that, we offer additional analyses of the responses,
providing more insight into participant behavior.
Finally, we offer reflections on the reproduction

1The original authors seem to use the two terms interchange-
ably in their paper and materials. In the remainder of this pa-
per we use the term repetition because conciseness is a more
general term, typically indicating a preference for brevity
while communicating all relevant information.

process and a proposal for a future study using the
data from both reproduction studies targeting ex-
periment 2 of Puduppully and Lapata (2021). Our
code and data are available online.2

2 Method

Next to the original paper and materials,3 we also
have the support of the original authors. Because
multiple labs are all reproducing individual experi-
ments from each paper-to-be-reproduced, we con-
tacted the authors through the coordinator of the
ReproHum project, who collated all answers in
a shared online document. For the current paper
under investigation, this meant that four labs (and
the ReproHum coordinator) critically read the pa-
per and asked questions about the methodology.
Although this resulted in useful additional docu-
mentation, some details about the original study
were still missing (as documented below).

Design. We tried to match the original experi-
ment as closely as possible. The original authors
used a classical crowdsourcing design, where each
ranking decision (indicating which summary is
better in terms of a given quality dimension) was
distributed as a separate Human Intelligence Task
(HIT) on the Mechanical Turk platform. Figure 1
provides an example HIT (without the information
letter or informed consent form).

Materials. The original study compared the out-
puts of four systems with gold-standard summaries
generated by humans. For each of the five groups
(four systems plus humans), there were 20 sum-
maries. Originally the comparison was made for
two separate datasets (MLB and Rotowire), but
our reproduction focuses on the outputs for the
Rotowire dataset.6 This means that there are 20
summaries × 10 combinations = 200 items to be

2https://github.com/evanmiltenburg/ReproHum-D2T
3The lead author of the original paper shared relevant code and
data via public GitHub repositories4,5 and we also obtained
the original crowdsourcing templates for use on the Mechan-
ical Turk platform. Details about the evaluation are also
provided in the lead author’s PhD dissertation (Puduppully,
2022, Appendix B).

4https://github.com/ratishsp/data2text-macro-plan-py
5https://github.com/ratishsp/data2text-human-evaluation
6There was an error in the instructions to prepare the data
for the MLB experiment. This error was introduced as the
code, data, and instructions were prepared for the ReproHum
project and uploaded to GitHub. We do not know what the
actual original script looked like. This uncertainty makes the
comparison between any replication and the original study
unreliable, since we do not know whether the replication
corresponds to what was done for the original study. Thus,
we leave out the MLB dataset.

https://github.com/evanmiltenburg/ReproHum-D2T
https://github.com/ratishsp/data2text-macro-plan-py
https://github.com/ratishsp/data2text-human-evaluation
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Summaries
System Summaries
A: The Golden State Warriors ( 43 - 7 ) defeated the Los
Angeles Clippers ( 31 - 19 ) 133 - 120 on Saturday. The
Warriors came into this game as one of the best defenses
in the NBA this season, but they were able to prevail
with a huge road win. [. . . 11 more sentences]

B: The Golden State Warriors defeated the Los Angeles
Clippers, 133 - 120, at Staples Center on Wednesday.
The Warriors ( 43 - 7 ) came into this game as a sizable
favorite and they showed why in this clincher. Golden
State ( 31 - 19 ) came into this game as a huge favorite
and they showed some resiliency here with this win.
[. . . 11 more sentences]"

Ranking Criteria
Coherence: How coherent is the summary? How natural
is the ordering of the facts? The summary should be
well structured and well organized and have a natural
ordering of the facts.

Answers
Best: Worst:

Figure 1: Example item showing the ranking task for
Coherence. Summaries were manually shortened for
presentation in this paper.

rated. With three ratings per item and three quality
criteria, there are thus 9 × 200 = 1800 ratings to
be collected. For these ratings, we use the origi-
nal HTML interface provided by the authors (see
the supplementary materials for the files). This
interface contains some (Javascript-based) input
validation to ensure that participants can only re-
spond using the characters ‘A’ or ‘B’ to indicate
their preference.

Participants. Participant location was restricted
to English-speaking countries (United States of
America, United Kingdom, Canada, Ireland, Aus-
tralia, or New Zealand). In the general task in-
structions, participants were told to “attempt HITs
if you are a native speaker of English or a near-
native speaker who can comfortably comprehend
summaries of NBA basketball games written in
English.” Because of the task’s design, for each
quality dimension, the participants were able to rate
between 1 and 200 items. This also means there is
a variable number of unique participants for each
quality dimension (see §5.1 for discussion).

Payment. Based on earlier experience with a
similar task, we estimate that the average time to
complete a HIT would be about 90 seconds. Using
a standard wage of $13.59 per hour, this results

in a compensation per HIT of $0.34.7 This is over
twice the original amount of $0.15 per HIT, but
results from Buhrmester et al. (2011) indicate that
compensation level does not seem to influence data
quality. A later study from Litman et al. (2015)
found similar results for US workers, but noted
that greater compensation increased the internal
consistency of workers from India. If anything,
based on these results we should expect our results
to be at least as reliable as the original study.

Procedure. Upon opening the HIT, participants
are presented with an information letter and a de-
scription of the task. The task description contains
the definition of the relevant quality criterion and
an example item with an indication of the correct
answer. If participants agree to participate, they are
asked to provide their informed consent. Having
done so, they are presented with two summaries
and asked to indicate which summary is the best in
terms of the relevant quality criterion. After finish-
ing the HIT, they are optionally asked to indicate
whether they are a native speaker of English, and
to provide any feedback.

Quality control. Although the original paper
made no mention of any quality control measures,
these were carried out by the authors. The exact
process was not recorded, so our approach is based
on the recollection of the authors. This approach
was standardised for both concurrent reproductions
of the original paper.

For each of the three quality criteria, the HITs
were sent out in four batches. The authors used
attention checks for two criteria:

7Following the ReproHum guidelines, we determined the
minimum wage based on Western European standards. We
used the maximum of the UK hourly living wage (£10.91
= e12.51)8 and the standard Dutch minimum wage for a
36-hour workweek (e12.40 per hour).9 The UK living wage
corresponds to $13.59, which is greater than the minimum
wages in Canada (CA$16.55 = $12.33), Ireland (e11.30 =
$12.24), and more than twice the US minimum wage of
$7.55. It is lower than the minimum wages in Australia (AU$
21.38 = $14.21), New Zealand (NZ$22.70 = $14.17). Thus,
the compensation level at least exceeds the median minimum
wage for these countries. All wages were taken from govern-
ment websites. All conversions here are computed using the
rates on May 17, 2023.

8This amount takes into account the general cost of living in
the UK, and exceeds the standard minimum wage. Source:
https://www.livingwage.org.uk/what-real-living-wage

9The standard differs by sector, depending on the stan-
dard amount of hours for one workweek. These hours
tend to range between 36 and 40, with fewer hours
resulting in a higher wage per hour. Result com-
puted using: https://www.rijksoverheid.nl/onderwerpen/
minimumloon/rekenhulp-minimumloon-berekenen

https://www.livingwage.org.uk/what-real-living-wage
https://www.rijksoverheid.nl/onderwerpen/minimumloon/rekenhulp-minimumloon-berekenen
https://www.rijksoverheid.nl/onderwerpen/minimumloon/rekenhulp-minimumloon-berekenen
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1. Conciseness attention check: when consider-
ing Gold vs System (excluding template-based sys-
tems); if a participant selects a system output with a
relatively high amount of repetitions as being more
concise than Gold, then it is an exclusion trigger.10

2. Coherence attention check: when considering
Gold vs Template; if a participant selects Template
as being more coherent than Gold, then it is an
exclusion trigger.

These attention checks were carried out after
each batch. No checks were carried out for Gram-
maticality. The attention checks function as ex-
clusion triggers: failing an attention check means
that workers are excluded from working on future
batches.11 Because of the way the crowd sourcing
task is set up, not all workers encounter attention
checks. So it is possible that low-quality responses
remain. Furthermore, following the original au-
thors, we did not publish new HITs to replace the
ones that were carried out by workers that were
flagged by the exclusion triggers.

Analysis. To determine the inter-rater reliability,
we first compute Krippendorff’s (2011) alpha for
the overall ratings. It is unclear how this was done
in the original paper, since there are three differ-
ent quality dimensions, but only one alpha score
was reported. Thus we will report the alpha scores
for all three quality dimensions, plus an average
of those three values. (Alternatively, one could
combine all data files for all quality dimensions
and compute the overall reliability of participants’
preferences, regardless of the relevant quality di-
mension. However, this misses the point of the
alpha score, which is to determine how reliably
different constructs can be coded.)

To compare system performance, we use the
Best-Worst scaling approach as described in the
original paper. For each summary, the output of
all systems are compared to each other (for ease of
exposition, use of the term ‘system’ includes Gold
responses). This means that each system is com-
pared to four others. For each system, we award

10This check was developed by the ReproHum coordinator,
to make the original method (relying on human judgments)
more reproducible and to keep the process the same between
both concurrent reproduction attempts.

11We use a soft block for this: tagging workers with a custom
qualification on Mechanical Turk, and setting a rule that
tagged workers cannot take part in our study. This is prefer-
able to a hard block (rejecting their work and negatively
affecting their performance score) because the rating task
is relatively subjective, and a hard block would punish the
workers for having the ‘wrong’ opinion.

a point for every win and we subtract a point for
every loss, meaning that for every summary, every
system receives a score in the range of [-12,12]
(four comparisons per system, times three partici-
pants).12 We use the authors’ original scripts to first
compute a one-way ANOVA to see if there are any
significant differences between the systems, fol-
lowed by Tukey’s HSD to identify which systems
differ significantly from each other.

Power analysis. Prior to carrying out our re-
production study, we computed a power analysis
to determine the probability to detect a true effect
(i.e. finding differences between the systems) if
there is one. This turned out to be more difficult
than we thought, since the original paper does not
report any effect sizes, nor does it report enough
information to compute Cohen’s d (no standard
deviations are reported). Using the available in-
formation about the experiment, we estimate that
the original experiment had a power of 0.64 to de-
tect a medium-sized effect or greater (≥ 0.3).13,14

Our study uses the exact same parameters as the
original study, and thus has the same power.

3 Results

We first provide some descriptive statistics (§3.1)
to contextualise the results, before moving on to
the inter-rater reliability (§3.2) and the system com-
parison (§3.3).

3.1 Descriptives

Table 1 shows the answer frequencies. We find that
participants had an overall preference for the first
system in the comparisons. Furthermore, despite
JavaScript answer validation, some of the respon-
dents provided invalid responses. These are simply

12Following Orme (2009), the reported scores in the original
paper lie between -100 and 100. To obtain scores in this
range, we simply carry out a linear transformation of the
responses.

13We used the pwr library (Champely, 2020) in R (R
Core Team, 2023) to run the following command:
pwr.anova.test(k=5,f=.3,sig.level=.05,n=20)
These numbers correspond to the number of different
systems (5), desired effect size (0.3 or greater), significance
level (0.05), and the number of summaries (20).

14One complication in the design of the current study is that
it is not straightforward to discuss sample size. There were
206 participants in the original study, but they all provided
different numbers of ratings. These were then aggregated to
produce the scores for each ⟨system, summary⟩ pair. The
reliability of the scores for each system depends on the
number of binary judgments per combination of systems.
The reliability of the statistical analysis depends on the
number of summaries that the systems were evaluated on.
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Category A B 5 19 Total

Grammaticality 319 277 4 0 600
Repetition 305 287 7 1 600
Coherence 320 277 3 0 600

Total 944 841 14 1 1800

Table 1: Answer frequencies per quality dimension. The
answers ‘5’ and ‘19’ are wrongly provided.

skipped in the original best-worst scaling proce-
dure. For other statistics, we do not know how
invalid responses were dealt with. We will take
up this issue in Section 3.2, when we discuss inter-
rater reliability and Krippendorff’s Alpha.

Table 2 shows the number of participants in our
experiment. Overall, the number of unique respon-
dents (216) is similar to the original experiment
(206). We also see that participants carried out
HITs for different quality criteria: one participant
carried out 67 HITs overall, while the highest num-
ber of HITs for any participant on a single quality
criterion is 36. We further find that Grammatical-
ity has the lowest number of unique participants,
which may be due to the fact that there were no
attention checks for this criterion.

Table 3 shows the duration of each HIT. We ob-
serve that both mean and median times differ signif-
icantly between tasks, but we do not know why.15

Given the extremely long times taken to complete
each HIT, we believe the time to complete each
HIT may reflect crowd working strategies of the
participants more than they reflect task difficulty.

3.2 Inter-rater reliability

We computed separate Krippendorff’s alpha scores
for each construct, obtaining a score of α=0.131
for Coherence, α=0.0438 for Grammaticality, and
α=0.203 for Repetition. The original authors did
not specify (and could not remember) how Krip-
pendorff’s alpha was computed, but these were the
highest scores after multiple different attempts. We
computed Krippendorff’s alpha:

1. using a sparse matrix where each row repre-
sents a worker and each column represents an

15We initially wanted to run an ANOVA to determine whether
there are any significant differences between the three
groups. Since this analysis assumes equality of vari-
ance, we first ran Levene’s test. This test was significant
(F(2,1797)=27.91, p<0.05), indicating that this assumption
of the ANOVA was not satisifed, so we ran a Kruskal-
Wallis test instead of the ANOVA. This test was significant
(H(2)=136.26, p<0.05), indicating that the time per HIT
differs between groups.
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Figure 2: Percentage of system wins across all system
comparisons, separated by task. Since we do not have
the original data, we cannot compare our results to the
original study.

item.
2. using a sparse matrix as before, but removing

any responses that were not allowed. (For
example, one worker responded with ‘5’ while
only the values A and B are allowed.) This
gave the best result.

3. using a dense matrix where we have three
rows representing the first, second, and third
response for each item, and each column rep-
resents an item. The results from this ap-
proach were more or less equivalent to the
first approach.

Our results are a far cry from the α=0.47 in the
original paper. In Section 4.1 we will further inves-
tigate the annotator quality through two different
percentage agreement scores.

3.3 System comparison
Figure 2 shows the percentage of system wins
across all system comparisons, separated by task.
We observe that, using this metric, the template-
based approach beats all other systems, including
the gold standard summaries. This is surprising,
to say the least, since in the original paper the
template-based approach is actually the worst sys-
tem across the board.

We now turn to the Best-Worst Scaling (BWS)
approach used in the original paper. Given the ini-
tial results in Figure 2, it is to be expected that
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Category Total Min Max Mean Stdev Attention check

Overall 216 1 67 8.33 12.24 Mixed
Coherence 119 1 36 5.04 6.46 Yes
Repetition 135 1 33 4.44 6.37 Yes
Grammaticality 80 1 30 7.50 7.79 No

Table 2: Number of participants in our experiment. Total indicates the total number of unique participants per subset.
Min, Max, Mean, and Std refer to the number of HITs per participant. The last column indicates the use of attention
checks after each batch of 50 items.

Category N Mean Median Stdev Min Max

Overall 1800 73m49s 49m26s 65m19s 31s 239m56s
Coherence 600 73m26s 46m46s 70m0s 33s 239m56s
Repetition 600 52m36s 30m22s 56m17s 1m3s 234m38s
Grammaticality 600 95m25s 99m9s 61m50s 31s 237m59s

Table 3: Duration of each HIT. Times are cut off at the 4 hour mark, since we indicated that they should be completed
within 4 hours. This differs from the 7 hours that were allotted to participants in the original experiment, but we
doubt that this would have any effect on the results.

Grammaticality Coherence Repetition

R
ep

lic
at

io
n Gold 9.17 -0.42 -1.67

Template 17.08 25.42 43.75*
ED+CC -19.58 -15.00 -25.83
Hier -9.58 -10.42 -14.58
Macro 2.92 0.42 -1.67

Grammaticality Coherence Repetition

O
ri

gi
na

l

Gold 38.33 46.25* 30.83
Template –61.67* –52.92* –36.67*
ED+CC 5.0 –8.33 –4.58
Hier 13.33 4.58 3.75
Macro 5.0 10.42 6.67

Table 4: Results using Best-Worst scaling. The asterisk
indicates a significant difference between the system
and Macro. The Original label refers to the original
RotoWire results from Puduppully and Lapata (2021).

these results will also be different from the original
paper. Table 4 shows that this is indeed the case.
Whereas the original paper found multiple systems
were significantly different from their system us-
ing Macro-planning (indicated by the asterisk), we
now only find that the Template-based system is
significantly better at avoiding repetitions than the
system using Macro-planning. Full details about
the statistics are provided in Appendix A.

3.4 Quantifying reproducibility

Now we can ask ourselves: how reproducible are
the different measures that we aimed to reproduce?
We might paraphrase this question as: how similar

are our measures to the original measures of system
quality? Given that the result of Best-Worst Scaling
is a ranking with relative performance scores, the
Spearman correlation is a natural fit.16 For each of
the three quality dimensions, we obtain low (and
even negative) correlation values, meaning that our
Best-Worst Scaling results do not seem associated
with the original scores:

Grammaticality: ρ = −0.21
Coherence: ρ = −0.1
Repetition: ρ = −0.05

See Appendix B for a discussion of the CV*
metric to quantify the reproducibility of the current
experiment.

4 Additional/alternative analyses

4.1 Annotator quality

Next to Krippendorff’s alpha, we can also com-
pute other agreement metrics. For example, we can
compute proportions for how often each participant
agrees with the majority (i.e., at least 2 out of 3
ratings, for any given item). Table 5 shows the
mean agreement for all workers (ranging between
0.72 and 0.74). To compensate for the variation in
the number of items that were rated by each par-
ticipant, we also compute a weighted mean where
the agreement scores per participant is weighed

16With the caveat that the sample size is very small, leading
to a less reliable measure of association.
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Category Mean Weighted Mean

Coherence 0.72 0.78
Repetition 0.73 0.79
Grammaticality 0.74 0.76

Table 5: Mean agreement and weighted mean agreement
of workers with the majority response for each item.
The mean is computed based using the scores for all
individual workers, even if they only carried out one HIT.
The weighted mean multiplies each worker’s agreement
by the total number of HITs they performed, and divides
the sum of all scores by the total number of HITs.

by the number of items rated by that participant.
The resulting weighted agreement score is higher
(between 0.76 and 0.78).

4.2 Mixed effects analysis

To control for possible random item effects of the
individual summaries and to explore the extent
to which the order in which the summaries were
presented to workers influenced their ratings, we
performed an additional generalized linear mixed
effects analysis for each of the criteria (Coherence,
Grammaticality, Repetition). We used the GLMER
function from the lme4 package in R (version
4.3.1.; R Core Team, 2023; Bates et al., 2015).17

Since comparisons between Macro and the other
systems were the main aim of the original authors,
we set Macro as the reference category to which
the other systems were compared for all three
models. We first constructed a maximal model
(Barr et al., 2013) that included a random intercept
for Items and a random slope for Order. We started
each criterion analysis by construing a maximal
model that included the System*Order interaction
in the fixed effects structure and a random slope
for Order. For none of the criteria, the maximal
model converged (presumably due to sparsity of
the data). After removing the random slope for
Order, the adjusted models converged. However,
Likelihood Ratio Tests that compared the model
with Order in the fixed effects structure to the
random intercept for Summary model showed that
adding the order in which the summaries were

17We restructured the dataset by items (unique generated sum-
maries) and coded the winning system in the comparison
with “1” and the other system with “0”, meaning that each
HIT was represented by two rows, each focused on one of
the two compared systems. We added an extra Order col-
umn, in which we coded whether the target system was the
first (0) or second (1) system in the comparison.

presented to workers did not improve the models’
fit for any of the criteria:

Coherence: χ2(5) = 8.97, p = .110
Grammaticality: χ2(5) = 4.87, p = .432
Repetition:18 χ2(7) = 6.42, p = .491

In other words: presentation order does not sig-
nificantly influence the results; there is no evidence
for a systematic preference for either the first or
the second summary. See Appendix D for further
discussion of our mixed effects analysis.

4.3 TrueSkill
Next to best-worst scaling, we also carried out a
system comparison using the TrueSkill algorithm
(Herbrich et al., 2007).19 Since the performance of
some systems may be very similar and a total or-
dering would not reflect this, we adopt the practice
used in machine translation of presenting a par-
tial ordering into significance clusters established
by bootstrap resampling (Sakaguchi et al., 2014).
In this case, the TrueSkill algorithm is run 1000
times, producing slightly different rankings each
time as pairs of system outputs for comparison are
randomly sampled. This way we can determine the
range of ranks where each system is placed 95% of
the time or more often. Clusters are then formed of
systems whose rank ranges overlap.

Figure 3 shows the results. We find that only
the Template-based and ED+CC system have non-
overlapping confidence intervals, for one criterion,
namely Repetition. Though robust (because of the
bootstrapping procedure), this approach does find
fewer differences between the systems than the
original approach using an ANOVA and Tukey
HSD test.

5 Discussion

5.1 Alternative design
One of the challenges of the design used in the orig-
inal experiment is that for each quality dimension,
the raters individually provided between 1 and 200
ratings. This makes it harder to assess inter-rater re-
liability, and also means that not all raters were pre-
sented with an attention check (providing grounds
to exclude raters based on their performance). The
design of this study could be improved by using
larger sets of items, for example asking each par-
ticipant to rate 50 items. This would allow us to
18Here, the random slope for Order was included in the bigger

model in the comparison.
19We used the Python implementation available through PyPI.

https://pypi.org/project/trueskill/
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Figure 3: 95%-confidence intervals for the TrueSkill results. When the confidence intervals between two systems do
not overlap, we can say that the system outputs are significantly different from each other. This is only the case for
the repetition judgments for ed_cc and Template.

validate the performance of each participant, and
to assess both inter- and intra-rater reliability.

In the original design, participants rank a pair
of summaries but in the end four systems are com-
pared to a gold standard. This is not the only pos-
sible implementation of Best-Worst Scaling. For
example, Santhanam and Shaikh (2019) asked par-
ticipants to rank all items at the same time. Presum-
ably the original authors did not do this because
the task may have become overwhelming, given
the size of the texts. As another option, one could
also introduce ties, to indicate that two summaries
are roughly of the same quality. Finally, the order
of presentation was not randomised in the original
study. For each pair of summaries-to-be-assessed,
⟨A, B⟩, A was always presented before B.

Alternative design choices may or may not yield
more reliable results, but the point is that there is a
large parameter space that is ready to be explored.
It would be useful for future studies to acknowl-
edge this observation, and to motivate their design
choices in more detail. Preregistration may be use-
ful to specify the research methodology early on in
the process (van Miltenburg et al., 2021).

5.2 On sample size fidelity

The guidelines for the ReproHum project indicated
that we should copy the original set-up as closely as
possible, including the number of participants (or in
this case: HITs). However, Simonsohn (2015) sug-
gests that the sample size for a replication should
be 2.5 times bigger than the sample size estimated
for the initial study, to be able to draw reliable con-
clusions about the reproducibility of the originally

observed effects.20,21 Discussing this idea in full
goes beyond the scope of this paper, so for now
we simply propose to consider the question: how
can we ensure that reproduction studies in NLP
provide a reliable estimate of the effects that are
demonstrated in the original studies? This ques-
tion is to some extent complementary to the one
posed by Belz (2022): how variable are the human
evaluation metrics that are used in NLP/NLG?

5.3 Exceptional circumstances

This reproduction took place in exceptional circum-
stances, where there were (1) responsive authors
(2) who were able to share their original materials,
and (3) multiple teams of investigators asking criti-
cal questions about implementation details for the
original study (lowering the chance of overlooking
important information, at the expense of time and
effort). Thus, our study describes the best case sce-
nario for reproduction studies in NLP, which is not
representative of reproduction attempts in general.
Even in the best scenario, some elements to be re-
produced still raise questions. It is now even clearer
to us that thorough documentation at publication
time is essential, because otherwise many details
about the original study may not be recovered.

6 Proposal for follow-up studies

Within the ReproHum project, another lab has si-
multaneously reproduced the same experiment as

20Furthermore, if the difference between systems is truly ro-
bust, we should be able to observe the difference through
different methods as well. In other words: we might also
try to carry out conceptual rather than direct replications,
particularly if the original study is flawed. (See Zwaan et al.
2017; Derksen and Morawski 2022 for a discussion.)

21Van Zwet and Goodman (2022) go even further, and argue
that the sample size for a replication study should depend on
the original p-value. To be able to detect the original effect
with high power, one might need a study with a sample size
up to sixteen (!) times larger than the original study.
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Claim Reproduced?

Macro is the best system in comparison to the other systems No
Template is the worst system across the board No
Multiple systems are significantly different from Macro No

Table 6: Original claims and their status in our paper.

in this paper. When the data for both experiments
are released, this gives us the opportunity to run
follow-up studies. Some ideas to consider are:
(1) A more in-depth analysis of annotator reliabil-
ity. (2) A reproduction of the original data analysis
using the combined datasets —this at least gets us
closer to Simonsohn’s proposed sample size for
reproduction studies. (3) A simulation study where
ratings for the experiment are drawn from a larger
pool of ratings and we can determine the amount of
variation between different samples. This is similar
to the bootstrap resampling strategy we used in the
TrueSkill analysis (§4.3), but here we would run
the original data analysis multiple times to estimate
the range of possible scores for each model using
Best-Worst Scaling approach.

7 Conclusion

We carried out a reproduction of Experiment 2 from
Puduppully and Lapata (2021), with support from
the original authors. We were not able to reproduce
the exact results, instead finding opposite trends.
For example, the Template-based approach seems
to achieve the best performance across the board,
where it was actually the worst performing system
in the original paper. (See Table 6 for more.) It
is not clear why the results differ from the origi-
nal study, but we believe that both our study and
the original study may be underpowered. Future
reproduction studies should probably increase their
sample size to make the results more reliable.

Next to the reproduction of the original study, we
also provide an extensive selection of descriptive
statistics, as well as a set of alternative analyses of
the results. With these alternative approaches, we
hope to have shown the possibilities and limitations
of the experimental design. One key takeaway here
is that it is important to have a sufficient amount of
ratings per annotator (and ideally the same amount
for each annotator). This enables us to dive deeper
into the variation within and between ratings from
different annotators. Understanding this variation
also brings us closer to understanding the replica-
bility of different research results.
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A Detailed statistics

We find the following results:

• For Grammaticality, the ANOVA result was
significant: F(4,95)=4.027, p=0.005. The
Tukey HSD results are provided in Table 7.

• For Coherence, the ANOVA result was sig-
nificant: F(4,95)=4.313, p=0.003. The Tukey
HSD results are provided in Table 8.

• For Repetition, the ANOVA result was signif-
icant: F(4,95)=9.802, p<0.001. The Tukey
HSD results are provided in Table 9.

Note that, as in the original study, these results
were computed before re-scaling the scores to val-
ues between -100 and 100.

B Applying CV*

Belz (2022) suggests to use CV* as a general
measure of reproducibility, but it is unclear to us
whether CV* can or should be applied in this situa-
tion. If it can be applied in this case, then we can
only compute CV* over two values at a time. For
example: comparing the Grammaticality score of a
particular system (e.g. Macro) between the original
study and our reproduction. With only two data
points, the CV* value is probably not very reliable.
Having that said, we did run the CV* analysis for
completeness’ sake.

Because CV* requires all values to be greater
than zero, we need to transform the scale from
[-100,100] to [0, 200]. For Macro, this results in:

Grammaticality: CV*([102.92, 105])=1.995
Coherence: CV*([100.42, 110.42])=9.457
Repetition: CV*([98.33, 106.67])=8.112

It is not clear how to interpret these values.

C A brief qualitative look at the
summaries

The most striking difference we found is the one
between template and macro for repetition (as can
be seen in Table 4. We take a brief look at two
summaries for both macro and template to see if
we can detect any patterns that might explain the
difference.

The first summary (Figure 4 shows clear repeti-
tion in the macro case, but surprisingly only two

System summaries
Template: The San Antonio Spurs ( 25 - 16 ) defeated
the Portland Trail Blazers ( 30 - 10 ) 110 - 96 . LaMarcus
Aldridge scored 24 points ( 9 - 18 FG , 0 - 0 3PT , 6 - 6
FT ) to go with 8 rebounds . Damian Lillard scored 23
points ( 9 - 17 FG , 0 - 5 3PT , 5 - 6 FT ) to go with 2
rebounds . Kawhi Leonard scored 20 points ( 8 - 18 FG
, 1 - 4 3PT , 3 - 4 FT ) to go with 4 rebounds . Danny
Green scored 19 points ( 6 - 8 FG , 4 - 5 3PT , 3 - 3 FT )
to go with 5 rebounds . Patty Mills scored 18 points ( 7 -
14 FG , 3 - 7 3PT , 1 - 1 FT ) to go with 4 rebounds . CJ
McCollum scored 17 points ( 7 - 10 FG , 2 - 2 3PT , 1 -
4 FT ) to go with 2 rebounds . The San Antonio Spurs ’
next game will be at home against the Dallas Mavericks,
while the Portland Trail Blazers will travel to play the
Bulls .

Macro: The San Antonio Spurs defeated the Portland
Trail Blazers , 110 - 96 , at AT & T Center on Wednesday
. The Spurs ( 25 - 16 ) came into this game as one of the
best defenses in the NBA , but they were able to prevail
with a huge road win . The Spurs ( 30 - 10 ) have now
won five of their last six games , as they continue to slide
down the stretch . LaMarcus Aldridge scored a team -
high 24 points on 9 - of - 18 shooting to go with eight
rebounds , three assists , one steal and one block on 9 -
of - 18 shooting . Damian Lillard finished with 23 points
on 9 - of - 17 shooting , along with five assists and two
rebounds , in 36 minutes . C. J. McCollum chipped in
17 points on 7 - of - 10 shooting , in 20 minutes off the
bench . The Trail Blazers shot 50 percent from the field
and 32 percent from three - point range . The Spurs shot
45 percent from the field and 38 percent from three -
point range . Kawhi Leonard led the way with 20 points
, four rebounds , five assists and three steals . Danny
Green added 19 points , five rebounds , two assists and
two steals , in 34 minutes . Tim Duncan chipped in 11
points , 12 rebounds , six assists , two blocks and one
steal , in 30 minutes . Patty Mills chipped in 18 points
on 7 - of - 14 shooting , in 22 minutes off the bench .
The Spurs shot 45 percent from the field and 38 percent
from three - point range , as they shot 45 percent from
the field and 38 percent from three - point range . Up
next , the Spurs will travel to New Orleans to take on the
Pelicans on Friday .

Figure 4: Macro and template example 1.

https://doi.org/10.1017/S0140525X17001972
https://doi.org/10.1017/S0140525X17001972
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group1 group2 meandiff p-adj lower upper reject

0 1 0.95 0.9396 -2.4979 4.3979 False
0 2 -3.45 0.0498 -6.8979 -0.0021 True
0 3 -2.25 0.3713 -5.6979 1.1979 False
0 4 -0.75 0.974 -4.1979 2.6979 False
1 2 -4.4 0.0053 -7.8479 -0.9521 True
1 3 -3.2 0.0821 -6.6479 0.2479 False
1 4 -1.7 0.6475 -5.1479 1.7479 False
2 3 1.2 0.8689 -2.2479 4.6479 False
2 4 2.7 0.1971 -0.7479 6.1479 False
3 4 1.5 0.7457 -1.9479 4.9479 False

Table 7: Grammaticality: Multiple Comparison of Means - Tukey HSD, FWER=0.05

group1 group2 meandiff p-adj lower upper reject

0 1 3.1 0.1178 -0.4564 6.6564 False
0 2 -1.75 0.6492 -5.3064 1.8064 False
0 3 -1.2 0.8812 -4.7564 2.3564 False
0 4 0.1 1.0 -3.4564 3.6564 False
1 2 -4.85 0.0024 -8.4064 -1.2936 True
1 3 -4.3 0.0096 -7.8564 -0.7436 True
1 4 -3.0 0.1398 -6.5564 0.5564 False
2 3 0.55 0.9928 -3.0064 4.1064 False
2 4 1.85 0.5994 -1.7064 5.4064 False
3 4 1.3 0.8472 -2.2564 4.8564 False

Table 8: Coherence: Multiple Comparison of Means - Tukey HSD, FWER=0.05.

group1 group2 meandiff p-adj lower upper reject

0 1 5.45 0.0023 1.4621 9.4379 True
0 2 -2.9 0.2635 -6.8879 1.0879 False
0 3 -1.55 0.8159 -5.5379 2.4379 False
0 4 0.0 1.0 -3.9879 3.9879 False
1 2 -8.35 0.0 -12.3379 -4.3621 True
1 3 -7.0 0.0 -10.9879 -3.0121 True
1 4 -5.45 0.0023 -9.4379 -1.4621 True
2 3 1.35 0.88 -2.6379 5.3379 False
2 4 2.9 0.2635 -1.0879 6.8879 False
3 4 1.55 0.8159 -2.4379 5.5379 False

Table 9: Repetition: Multiple Comparison of Means - Tukey HSD, FWER=0.05
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System summaries
Template: The Portland Trail Blazers ( 2 - 2 ) defeated
the Minnesota Timberwolves ( 2 - 1 ) 106 - 101 . Damian
Lillard scored 34 points ( 14 - 25 FG , 4 - 9 3PT , 2 - 3
FT ) to go with 2 rebounds . Kevin Martin scored 24
points ( 7 - 12 FG , 2 - 4 3PT , 8 - 11 FT ) to go with 2
rebounds . CJ McCollum scored 18 points ( 7 - 18 FG ,
2 - 6 3PT , 2 - 2 FT ) to go with 6 rebounds . Al-Farouq
Aminu scored 17 points ( 7 - 12 FG , 2 - 5 3PT , 1 - 2 FT
) to go with 9 rebounds . Andrew Wiggins scored 16
points ( 5 - 17 FG , 0 - 3 3PT , 6 - 7 FT ) to go with 6
rebounds . Gorgui Dieng scored 12 points ( 6 - 9 FG , 0 -
0 3PT , 0 - 1 FT ) to go with 5 rebounds . The Portland
Trail Blazers ’ next game will be at home against the
Dallas Mavericks, while the Minnesota Timberwolves
will travel to play the Bulls .

Macro: The Portland Trail Blazers ( 2 - 2 ) defeated the
Minnesota Timberwolves ( 2 - 1 ) 106 - 101 on Friday
. Damian Lillard had a game - high 34 points on 14 -
of - 25 shooting , to go along with seven assists , two
rebounds , two steals and one block , in 38 minutes . C. J.
McCollum added 18 points , six rebounds , four assists
, one steal and one block , in 36 minutes . Al-Farouq
Aminu chipped in 17 points , nine rebounds , one assist
and one block , in 32 minutes . The Trail Blazers shot 46
percent from the field and 30 percent from three - point
range . The Timberwolves , who shot 43 percent from
the field and 23 percent from beyond the arc . Kevin
Martin led the team in scoring , putting up 24 points on 7
- of - 12 shooting in 35 minutes off the bench . Andrew
Wiggins struggled shooting , going 5 - of - 17 from
the field and 0 - of - 3 from three - point range . Ricky
Rubio added 12 points , nine assists , nine rebounds and
three steals in 32 minutes . The Timberwolves shot just
43 percent from the field and 23 percent from three -
point range .

Figure 5: Macro and template example 2.

out of three wins are given to template (while tem-
plate does not show obvious repetitions). In the
macro summary there is repetition both between
and within sentences (‘(...) The Spurs shot 45 per-
cent from the field and 38 percent from three - point
range . (...) The Spurs shot 45 percent from the
field and 38 percent from three - point range , as
they shot 45 percent from the field and 38 percent
from three - point range . (...)’)

The example in Figure 5 shows no such obvi-
ous repetitions. It is clear that macro is quite a
bit longer than the summary generated by a tem-
plate. The template text looks more concise (with-
out fully describing all game statistics, only show-
ing them briefly), focusing more on the key details
and briefly describing the next game (which does
not happen in macro). In this case template wins
three out of three times. Surprisingly not because
there are obvious repetitions, but maybe the short
text without too many details and only showing the
most essential facts is appreciated.

D Further results from the Mixed Effects
analysis

We set the probability distribution on binomial with
a logit link function and we used parametric boot-
strapping over 100 iterations to estimate the confi-
dence intervals and p-values. The complete results
can be found in Table 10.

At 95% CI, the results of our mixed effects anal-
yses largely confirm the findings of Section 3.3
in that Macro is significantly different, but worse,
for Coherence and Repetition. However, in this
analysis, we also find that Macro performs signifi-
cantly better than Ed+CC for Grammaticality and
Repetition.
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System B SE b 99% CI

C
oh

er
en

ce

Macro 0.01 0.15 -0.42, 0.39
Gold -0.02 0.21 -0.59, 0.53
Template* 0.53 0.21 0.10, 0.94
Ed+CC -0.33 0.19 -0.84, 0.16
RBF-2020 -0.21 0.22 -0.78, 0.37

System B SE b 99% CI

G
ra

m
m

at
. Macro 0.03 0.16 -0.36, 0.48

Gold 0.13 0.21 -0.47, 0.66
Template 0.31 0.21 -0.28, 0.84
Ed+CC* -0.44 0.23 -0.91, -0.009
RBF-2020 -0.23 0.21 -0.79, 0.29

System B SE b 99% CI

R
ep

et
iti

on

Macro -0.03 0.17 -0.46, 0.41
Gold -0.004 0.25 -0.64, 0.68
Template** 1.06 0.25 0.46, 1.74
Ed+CC* -0.55 0.24 -1.05, -0.08
RBF-2020 -0.30 0.25 -1.01, 0.33

Table 10: The estimated coefficients and standard er-
rors for the GLMER models that were fitted to workers’
ratings of Coherence, Grammaticality, and Repetitio;
Macro represents the intercept for all models. Signifi-
cant at 95% CI = *, at 99% CI = **.


