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Abstract

This paper presents a partial reproduction study
of Data-to-text Generation with Macro Plan-
ning by Puduppully and Lapata (2021). This
work was conducted as part of the ReproHum
project, a multi-lab effort to reproduce the re-
sults of NLP papers incorporating human eval-
uations. We follow the same instructions pro-
vided by the authors and the ReproHum team to
the best of our abilities. We collect preference
ratings for the following evaluation criteria in
order: conciseness, coherence, and grammat-
icality. Our results are highly correlated with
the original experiment. Nonetheless, the pre-
sented results may be insufficient to conclude
that the system proposed and developed by the
original paper is superior compared to other
systems. We suspect that combining our results
with the three other reproductions of this pa-
per through the ReproHum project will paint
a clearer picture. Overall, we hope that our
work is a step towards a more transparent and
reproducible research landscape.

1 Introduction

Recent efforts have advanced the quality of auto-
matic evaluation metrics, but these metrics still
suffer from many shortcomings and flaws (e.g., a
lack of correlation between scores and human judg-
ments, such as that reported by Belz and Reiter
(2006), Reiter and Belz (2009), Schluter (2017),
Novikova et al. (2017), Post (2018), and van der
Lee et al. (2019), among others) that render re-
liance on them less than ideal. Human evaluation
eliminates most of these concerns, making it cen-
tral to evaluating many machine learning, and in
particular natural language processing (NLP), ap-
proaches. Nevertheless, evaluating the quality of al-
gorithms and models using human raters still raises
several unique challenges that can discourage re-
searchers from doing so. For example, one pro-
hibiting factor is cost: while automated metrics

can be used repeatedly, essentially free of charge,
human evaluations require the recruitment of paid
raters with appropriate background knowledge or
skillsets. The costs associated with this often force
researchers only to evaluate a limited number of
samples when conducting human evaluations, us-
ing crowd-sourcing platforms such as Amazon Me-
chanical Turk (AMT).1 The use of crowd-sourcing
platforms as a primary vehicle for subject recruit-
ment can raise its own issues, as has been exten-
sively documented by others even outside of the
NLP research community (Goodman et al., 2013;
Zhou and Fishbach, 2016; Arditte et al., 2016).

There have been many efforts to understand and
mitigate the risks associated with human evalua-
tion. Common practices include measuring inter-
annotator agreement, calculating the power laws to
select an appropriate sample size, and using statis-
tical tests to measure the significance of the results
(Wiebe et al., 1999; Snow et al., 2008; Pustejovsky
and Stubbs, 2012; Dror et al., 2018; van der Lee
et al., 2019). Undoubtedly, these practices further
boost confidence in the results of human evalua-
tion. However, they focus on pre-and post-analysis
without providing insight into the human evalu-
ation process. The lack of a systematic process
for human evaluation has become a major concern
in the last few years (Shimorina and Belz, 2021).
Therefore, one may suggest that efforts to docu-
ment and evaluate the human evaluation process
are the next logical step to further improve the qual-
ity of human evaluation results without introducing
any additional cost. This increased transparency
and scrutiny is aligned with the goals of open sci-
ence, will improve reproducibility, and will help
the community to conduct higher-quality research.

From a broader perspective, concerns regard-
ing scientific reproducibility are not new. In fact,

1https://www.mturk.com
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the term reproducibility crisis has been used to
describe the widespread barriers and inattention
to reproducibility in many scientific fields (Baker,
2016; Wieling et al., 2018; Pineau et al., 2019; Belz
et al., 2021; Pineau et al., 2021). With the increas-
ing prominence of supervised machine learning
methods that rely on empirical evidence in contem-
porary research, the importance of having repro-
ducible results has become more important than
ever. A global movement to promote increased re-
producibility standards is gaining momentum (UN-
ESCO, 2021), with the United Nations Educational,
Scientific and Cultural Organization (UNESCO)
taking a prominent role by underlining the value
of open science with increased scrutiny and repro-
ducibility as one of its main pillars. Ultimately, we
can address reproducibility concerns by actively
and systematically analyzing the current state of af-
fairs, finding flaws, and proposing solutions (Belz
et al., 2020; Sinha et al., 2021; Nature, 2022; Belz
et al., 2022; ACL, 2022; Deutsch et al., 2022).

Over the last few years, many researchers have
attempted to address the reproducibility crisis in
NLP, often through meta-analyses and reproducibil-
ity studies of papers using automated metrics
(Olorisade et al., 2017; Raff, 2019; Arvan et al.,
2022a,b). Much less attention has been given to re-
producibility studies of papers using human evalua-
tions, mainly due to the additional complications of
doing so (Belz et al., 2023). The ReproHum project
aims to address this by conducting a large-scale,
multi-lab reproducibility study of 50+ NLP papers
incorporating human evaluations. As a participat-
ing lab in the ReproHum project, we were assigned
a human evaluation experiment from Data-to-text
Generation with Macro Planning by Puduppully
and Lapata (2021). In this paper, we present our
attempt to reproduce the results of that experiment.
Thanks to the efforts of Puduppully and Lapata
(2021) and the organizers of ReproHum, we were
able to access most of the information required to
reproduce our assigned experiment.

2 Background

Reproduction approaches were standardized across
the ReproHum project, as summarized in this sec-
tion (§2.1). We also present relevant evaluation
details from the paper itself (§2.2), and we provide
additional information from the paper’s authors
that was not included in the original paper itself but
was necessary for reproducing the results (§2.3).

2.1 Common Approach to Reproductions

As a participating lab in the ReproHum project,
we were provided with the following materials: (a)
a document containing a common approach to re-
production, (b) the paper and the data required to
reproduce the given experiment, and (c) a docu-
ment containing all other additional information.
We did not communicate with the authors directly.
Instead, all communication was done through the
ReproHum organizers. This decision was made to
ensure consistency across reproductions and pre-
vent authors from inadvertently influencing the re-
production process. It also enabled complete docu-
mentation of the process.

The document providing the common approach
to reproductions offered a general overview of the
process of reproducing a human evaluation experi-
ment. The document was divided into two sections:
one containing information for processes prior to
the reproduction, and the other containing infor-
mation for processes during and after the repro-
duction. The first section instructed us to familiar-
ize ourselves with the paper and the experiment,
and to calculate the amount of compensation re-
quired for crowd workers.2 We were also asked to
follow our own institutional guidelines regarding
conducting human evaluation experiments. In our
case, this involved applying for Institutional Re-
view Board (IRB) approval at our own university
(the University of Illinois Chicago). All outcomes
of our reproduction were then achieved adhering to
our approved IRB protocol.

The second section of the common approach
focused on the reproduction process itself and sub-
sequent data analyses. We were asked to fill out
a Human Evaluation Data Sheet (HEDS) for each
task. The HEDS is a spreadsheet that contains in-
formation about the task, the crowd workers, and
the collected responses. Using this spreadsheet, we
identified error types and created a side-by-side pre-
sentation of the results, findings, and conclusions to
further assess the degree to which the reproduced
outcomes matched the paper’s original findings.

2.2 Evaluation Details from the Paper

Paper Summary. In our assigned paper, Data-
to-text Generation with Macro Planning, Pudup-
pully and Lapata (2021) augment a neural model

2Crowd workers providing annotations for ReproHum re-
productions were all recruited from AMT using a single, cen-
tralized account.
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with a macro planning stage for the task of data-to-
text generation. This task aims to generate natural
language that describes input data such as tabu-
lar data (e.g., databases of records or accounting
spreadsheets) or structured data (e.g., knowledge
graphs or semantic networks). The performance
of end-to-end neural models has effectively ren-
dered older techniques obsolete, but more modern
models are far from perfect. The authors report
that major issues including imprecision, halluci-
nation, and poor context selection and document
structuring plague modern models for this task. To
address these issues, the authors propose the usage
of macro planning, the high-level organization of
information and how it should be presented. The
authors highlight the current limitation of exist-
ing datasets for data-to-text generation using this
approach, but note that nonetheless the expected
output of these datasets is structured into several
paragraphs, which can be used to define paragraph
plans. Methodologically, the authors present a two-
step pipeline for implementing their approach: first,
a macro plan is generated using the training data,
and then the plan is fed to a text generation model.

The authors use the RotoWire (Wiseman et al.,
2017) and MLB (Puduppully et al., 2019) datasets
to train and evaluate their proposed approach. Both
datasets contain structured data about basketball
and baseball games, respectively, with informa-
tion pertaining to game statistics and summaries.
They conducted human evaluation alongside au-
tomatic evaluation and empirically demonstrated
that their generated text was more factual, coher-
ent, and fluent compared to existing state-of-the-art
models. Although their evaluation consists of both
automatic evaluation and human evaluation, our
focus is on the human evaluation part of their work.
The human evaluation was performed through a
comparative study of gold-standard output and four
other systems, including theirs. Besides the model
proposed by the authors (Macro), the other sys-
tems were: 1) a template-based generator (Templ),
2) ED+CC, which was the best performing system
from an earlier study (Wiseman et al., 2017), and 3)
the state-of-the-art model (RBF-2020) at the time
of publication of the original paper (Rebuffel et al.,
2020).

Human Evaluation. To conduct their human
evaluation, Puduppully and Lapata (2021) used
AMT. To ensure the acceptable quality of received
responses, the authors required that workers had at

Figure 1: Instructions given to AMT workers for this
task.

least a 98% approval rate across at least 1000 pre-
viously completed tasks. Furthermore, they limited
the locations of crowd workers to English-speaking
countries (US, UK, Canada, Ireland, Australia, and
New Zealand). The human evaluation was split into
two tasks, with the first focusing on the number of
supporting and contradicting facts in the game sum-
maries and the second evaluating the quality of the
generated text based on coherence, grammar, and
conciseness. Our main objective was to reproduce
the second task.

The second task elicited workers’ preferences
by asking them to compare two randomly selected
summaries. Figures 1 and 2 illustrate the instruc-
tions and the input regions that the crowd work-
ers used to respond. We used exact replicas of
these in our reproduction (described later). The au-
thors used Best-Worst Scaling (Louviere and Wood-
worth, 1991; Louviere et al., 2015) to present the
results. The score for each system was calculated
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Figure 2: Specific input regions that AMT workers used
to rank criteria associated with system summaries.

by subtracting the number of times the system was
selected as the worst from the number of times it
was selected as the best, divided by the total num-
ber of appearances of the system. The output of
the four competing systems and gold output were
divided into ten pairs of summaries. The evaluation
criteria were grammar, coherence, and conciseness.
Each pair was presented to three crowd workers
to collect three distinct preference ratings per pair.
Overall, the authors evaluated the system on the ba-
sis of 40 summaries (20 per dataset) and ten system
pairs. With three evaluation criteria and three raters
for each task, this meant that 3,600 preference rat-
ings were solicited overall. The authors reported
that 206 crowd workers overall participated in this
task.

2.3 Additional Evalution Details from the
Authors

Although we did not communicate with the au-
thors directly, we were provided with a document
containing additional information about the hu-
man evaluation process to support our reproduc-
tion. This information was acquired through corre-
spondence between the authors and the ReproHum
project team. The document contained information

about the task setup, the instructions provided to the
crowd workers, and the quality control measures
that were employed. The ReproHum organizers
mediated these correspondences to prevent undue
influences to the reproduction process and to en-
sure that any communication between the authors
and the reproduction team was documented. An
additional practical motivation for this was that, as
previously mentioned, two teams were assigned to
reproduce each experiment—in requiring individ-
ual teams to refer to this document rather than cor-
respond with the authors directly, the ReproHum
organizers sought to maintain a level of consistency
between the two teams.

The original authors were exceptional in provid-
ing additional information required to reproduce
the experiments. For example, they granted us ac-
cess to the original forms used in AMT to collect
the responses. They also noted that while each task
was assigned to three distinct crowd workers, the
crowd workers had the option to accept multiple
tasks. The authors also mentioned an exclusion cri-
terion for the crowd workers to ensure the quality
of the collected responses.

3 Methods

Our methods for reproducing the paper were as fol-
lows. We followed the same instructions provided
by the ReproHum team to the best of our abilities,
even following the exact same order of evaluation
criteria as the other team. Specifically, we collected
preference ratings for our evaluation criteria in the
following order:

1. Conciseness

2. Coherence

3. Grammar

Each criterion was split into four mini-batches,
each of which contained a quarter of the total num-
ber of tasks. The original authors incorporated
attention checks to ensure the quality of received
responses, by defining a set of conditions that (if
met) would signal that the crowd worker should
be excluded from the rest of the tasks. These ex-
clusionary conditions were limited to the first two
criteria (conciseness and coherence). For concise-
ness, they annotated and excluded the comparisons
between all pairs except those involving the output
generated by the template-based system. Since they
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Model Original Ours

Gram Coher Concis Gram Coher Concis

Gold 38.33 46.25* 30.83 14.17 12.50 5.83
Templ -61.67* -52.92* -36.67* -23.33* -20.00* -5.83
ED+CC 5.0 -8.33 -4.58 -8.33 -7.50 -5.00
RBF-2020 13.33 4.58 3.75 9.17 9.17 0.83
Macro 5.0 10.42 6.67 8.33 5.83 4.17

Table 1: Comparison of ROTOWIRE performance metrics. Gram, Coher, and Concis correspond to grammar,
coherence, and conciseness, respectively. * indicates a statistically significant difference (p < 0.05) between Macro
and the other systems. Note that the Original column numbers are from Table 5 of the original paper, while the
Ours column numbers are from our reproduction.

no longer had access to the annotated exclusion cri-
teria, we had to slightly diverge from the original
process. As an alternative, we followed the instruc-
tions provided by the ReproHum team and limited
the exclusion to pairs involving the gold output
and one of the systems other than the template-
based system. Specifically, the ReproHum team
utilized NLTK3 to compute an n-gram-based simi-
larity score. The difference between the gold score
and the system score was used to select 12 pairs
with the highest difference. If any of the crowd
workers rated one of these very different system
outputs as superior to gold output, they were ex-
cluded from the rest of the tasks.

The exclusion process based on ratings of co-
herence was simpler than that used for ratings of
conciseness. For coherence, if a crowd worker se-
lected the template system output as superior to
the gold output they were excluded from the rest
of the tasks. Since we conducted our experiment
after the other team assigned to this paper had fin-
ished their reproduction, workers excluded from
the first team’s study were also excluded from ours.
Workers were paid for all tasks that they completed
regardless of whether they were excluded. We paid
workers $0.22 per task, compared to $0.15 in the
original paper. This difference was due to adjust-
ments for inflation and local minimum wage.

4 Results

Our results are summarized in Table 1. The re-
sults were computed using 1800 responses col-
lected through twelve mini-batches (four for each
of the three evaluation criteria). Each batch took ap-
proximately a day to finish collecting all responses.
Overall, 262 crowd workers participated in this task.

3https://www.nltk.org

While the original study reported Krippendorff’s
α = 0.47, ours was much worse (α = −0.011).
Note that the original authors calculated this coef-
ficient using the results on both datasets; however,
we computed our results using half the number of
responses they used. The feedback we received
from the crowd workers was positive.

We can observe from the results that the magni-
tude of difference reported between conditions in
the original study’s results is much higher than ours.
For example, when evaluating grammaticality, the
original study reports a best-worst scaling (BWS)
score of -61.67 for the template system (the lowest
score reported among all conditions), while ours is
-23.33 (the lowest score reported among all condi-
tions in our reproduction). Similarly, for coherence,
our BWS score of 12.50 is much smaller than the
reported BWS=46.25. We utilized the same sta-
tistical significance test as the original study (a
one-way ANOVA with post-hoc Tukey HSD tests).
The results of this test suggest that only two con-
ditions (the Template system’s scores for grammar
and coherence) yield results with statistically sig-
nificant differences from the Macro system. This
is a different finding from the original study, which
reported statistically significant different results for
four measures. These measures were Templ for
grammar, coherence, and conciseness, and Gold
for coherence.

In our analyses of the observed errors, we found
a high level of similarity between the original ex-
periment and our reproduction. We used Pear-
son’s r and Spearman’s ρ to measure the correla-
tion between the two experiments. With Pearson’s
r = 0.90 and Spearman’s ρ = 0.83, we can con-
clude that the outcomes from the two experiments
are highly correlated. In other words, in spite of

https://www.nltk.org
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the differences explained and observed between
the two studies, our results do not invalidate the
original study’s findings.

5 Discussion

To discuss the implications of our findings, we first
reiterate the contributions of the original study and
the scope of our reproduction. Puduppully and
Lapata (2021) presented a novel technique with
the goal of improving the quality of data-to-text
generation. They used a combination of automatic
and human evaluation methods to show that their
approach was superior to existing state-of-the-art
models on two datasets, RotoWire and MLB. The
scope of our reproduction was limited to the sec-
ond human evaluation task reported in their paper,
examining the quality of generated text based on
coherence, grammaticality, and conciseness. Fur-
thermore, we only reproduced the results on the
RotoWire dataset. To provide a better perspective,
MLB dataset, is larger (nearly ten times as many to-
kens) than the RotoWire dataset. Hence, we cannot
form conclusive judgments based on a full repro-
duction of this experiment; rather, we focus on a
subset of it.

Thus, our outcomes are currently inconclusive
but promising, with evidence of a high level of sim-
ilarity between our findings and those originally
reported. Through our focus on the results that are
available, we do not believe that there is enough
evidence to claim that the Macro system proposed
and developed by the original paper is superior
compared to other systems. However, we believe
that combining our results with the three other re-
productions of this paper through the ReproHum
project will paint a clearer picture. Therefore, we
leave the final judgment to the ReproHum team.

Regarding the reproduction process itself, we
found that many details required to successfully
reproduce the original work were missing from the
paper. We believe that this is likely due to many
factors associated with the current NLP research
climate, including an overemphasis on novelty, for-
matting, and paper length, that are all beyond the
original authors’ control. Thanks to the coopera-
tion of the authors, we were able to find answers
to the most important questions. We underscore
that this level of communication is hard to find.
Unfortunately, there are still little to no guidelines
regarding the long-term support of research arti-
facts and files once studies have been published.

It is hard to imagine the contemporary machine
learning and natural language processing research
landscapes without empirical studies driving them
forward. At the same time, perhaps conferences
and journals should consider potential avenues for
collecting technical details beyond what has been
made available in the paper itself. Another option
is to further encourage the publication of reproduc-
tion studies in primary publication venues.

6 Conclusion

In this work, we have presented our attempt to re-
produce the human evaluation of one experiment
from Data-to-text Generation with Macro Plan-
ning by Puduppully and Lapata (2021). Overall,
with Pearson’s r = 0.90 and Spearman’s ρ = 0.83
when comparing outcomes of the original study and
our reproduction, we can conclude that when re-
producing the experiment as described in the paper
we observe highly correlated results. Nonetheless,
we believe that without the help and cooperation
of the original authors, we might have observed
a different outcome. We note that the reproduced
results in this work are only a portion of the results
presented in the original paper. Therefore, conclud-
ing that the claims made by the original study are
valid at this point would be premature. We leave
the final judgment to the ReproHum team.
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