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Preface

Welcome to HumEval 2023!

We are pleased to present the third workshop on Human Evaluation of NLP Systems (HumEval) which
is taking place as part of the Conference on Recent Advances in Natural Language Processing (RANLP
2023).

Human evaluation is vital in NLP, and it is often considered as the most reliable form of evaluation.
It ranges from the large-scale crowd-sourced evaluations to the much smaller experiments routinely
encountered in conference papers. With this workshop we wish to create a forum for current human
evaluation research, a space for researchers working with human evaluations to exchange ideas and begin
to address the issues that human evaluation in NLP currently faces, including aspects of experimental
design, reporting standards, meta-evaluation and reproducibility.

We are truly grateful to the authors of the submitted papers that showed interest in human evaluation
research. The HumEval workshop accepted 15 submissions. The accepted papers cover a broad
range of NLP areas where human evaluation is used: machine translation, natural language generation,
summarisation, text-to-speech. Several papers are addressing reproducibility of human evaluations.

This workshop would not have been possible without the hard work of the programme committee.
We would like to express our gratitude to them for writing detailed and thoughtful reviews in a very
constrained span of time. We also thank our invited speaker, Elizabeth Clark, for her contribution to
our program. We are grateful for the help from the RANLP organisers, especially Galia Angelova and
Ivelina Nikolova, and we are grateful to all the people involved in setting up the infrastructure.

You can find more details about the worskhop on its website: https://humeval.github.io/.

Anya, Ehud, Craig, Maja, Joao, Simone, Rudali
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Abstract
Indigenous language expertise is not encoded
in written text in the same way as it is for lan-
guages that have a long literal tradition. In
many cases it is, on the contrary, mostly con-
served orally. Therefore the evaluation of neu-
ral MT systems solely based on an algorithm
learning from written texts is not adequate to
measure the quality of a system that is used
by the language community. If extensively us-
ing tools based on a big amount of non-native
language this can even contribute to language
change in a way that is not desired by the lan-
guage community. It can also pollute the in-
ternet with automatically created texts that out-
weigh native texts. We propose amanual evalu-
ation method focusing on flow and content sep-
arately, and additionally we use existing rule-
based NLP to evaluate other factors such as
spelling, grammar and grammatical richness.
Our main conclusion is that language exper-
tise of a native speaker is necessary to properly
evaluate a given system. We test the method
by manually evaluating two neural MT tools
for an indigenous low resource language. We
present an experiment on two different neural
translations to and from North Sámi, an indige-
nous language of North Europe.

1 Introduction

Indigenous languages with few speakers are of-
ten left out in the development of high-level NLP
tools that require a lot of data and have therefore
not been subject to evaluation either. However,
recently neural machine translation has become
more effective and more available for even lesser
resourced languages than before. While the tech-
nology has made the use of neural machine trans-
lators plausible, it is not clear whether the qual-
ity of the translation really is good enough for
the common use cases within language communi-
ties. High-resource languages typically apply data-
hungry evaluation methods. The demand for big

data is known to be problematic for smaller lan-
guages. An additional factor is, that while big
languages with a long literary tradition have their
language expertise encoded in large amounts of
written texts, typically this is not the case for in-
digenous languages with a much shorter literary
tradition. Here language expertise is often trans-
mitted orally and may not be reflected in written
text at all, partly due to lack of literacy and tradi-
tion. It is problematic if we base our knowledge
of a language on existing written text for a lan-
guage community that does not have a long tradi-
tion in writing. Written texts need to be treated
much more critically with regard to who wrote it
(was it even a native speaker?), if it was a trans-
lation, and which genre it belongs to. Written
texts can have systematic spelling and grammar er-
rors. Their authors can be second language learn-
ers instead of language experts, or they can be syn-
thetically created bymachine translation programs.
Taking into account the distribution of human re-
source and language expertise is an important fac-
tor in the thought process. Language communities
that put a great deal of work into preserving and
strengthening their language typically use a lot of
resources in teaching the younger generation. That
also means that expertise may be found to a great
deal in oral contexts rather than being reflected in
text corpora. Basing evaluation on algorithms that
learn from written corpora is therefore a thinking
error in these contexts.
Consequently, we find a manual evaluation of

neuralMT tools by language experts in this context
unavoidable. By language expertswemean native
speakers with a profound understanding of their
own language, which allows them to make judge-
ments about the grammaticality and idiomaticity
of a sentence. Especially since indigenous written
grammars are far from exhaustive, good language
intuition is a key qualification.
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In this article we suggest a grading system for
a language expert evaluator that is an expert of
both source and target language. The scale dis-
tinguishes between flow and content, where flow
(which has a main focus on the target sentence) is
evaluated before content (which again requires an
analysis of the source sentence). Our main hypoth-
esis is, we need native language/linguistic exper-
tise to even know how good the translation is.
We do a small-scale but detailed manual evalua-

tion of two neural MT tools for an indigenous low
resource language (North Sámi). Our aim is to de-
velop a workflow for future evaluations of similar
languages and systems and those with even less re-
sources, than the ones we work on, should they be-
come available in the popular NMT toolkits.

2 Background

Methods of evaluating machine translation are of-
ten based on two approaches: automatic that re-
quires high quality parallel texts and human-based,
which requires a large amount of humans doing an-
notation or rating of large number of sentences for
example. In a low-resourceminority language situ-
ation, neither of these resources is easily available;
there are no parallel texts and very few humans to
do annotation or rating. That is to say, the amount
of sentence-aligned parallel texts that is needed to
automatically verify quality is larger than amount
of any translated texts in the language in the fore-
seeable future and the amount of people required
to do a meaningful comparison is well larger than
available people as well, it is physically impossi-
ble to do perform such tests. The typical auto-
matic evaluation metrics like word error rate re-
quire either post-editing or parallel corpora which
typically are not available in large quantities in in-
digenous low-resource contexts.
Thus we will be able to identify the criteria that

matter for a good translation of or into the language
in question. Based on their feedback, automatic
processes to perform an adequate evaluation can
be developed.
Also with regard to human resources the indige-

nous context is a challenging one. Those that are
language experts with a linguistic background and
a high degree of literacy are typically recruited by
schools, media, as translators or any other context
where language knowledge is highly sought-after.
Generally, the machine translation use cases can

be divided in twomain categories: translations that

can be read to understand the source texts (assim-
ilation, gisting) and translations that can be edited
for further use (dissemination). If the tools are use-
ful as a basis for post-editing has to be decided by
members of the the language communities, which
is why we also think that feedback from the com-
munity is needed to evaluate the quality. Because
of the systems’ fluency, new machine translation
tools tend to get adopted quickly by businesses
(e.g. Facebook, Google reviews) and even official
bodies. An early and critical evaluation by lan-
guage community is therefore essential. Machine-
learning MT is now almost a standard and being
used in every day life without much thought. How
does it look like in an extremely low resource lan-
guage context? (Moorkens et al., 2018)

2.1 Languages
North Sámi is a Finno-Ugric language belonging to
the Uralic language family, it is spoken in Norway,
Sweden, and Finland by approximately 25,700
speakers (Eberhard et al., 2018). It is a synthetic
language, where the open parts-of-speech (PoS)
— e.g. nouns, adjectives — inflect for case, per-
son, number, and more. The grammatical cate-
gories are expressed by a combination of suffixes
and stem-internal processes affecting root vowels
and consonants alike, making it perhaps the most
fusional of all Uralic languages. In addition to
compounding, inflection and derivation are com-
mon morphological processes in North Sámi. The
Sámi languages are typically described as verb
heavy languages, with at least few hundred dis-
tinct inflectional verb forms (both finite and non-
finite, varies a bit based on paradigms and depend-
ing on what you include as inflectional). Sammal-
lahti (1998) notes that in a list of the most com-
mon North Sámi words, verbs are in first place
(33%), followed by 28% nouns. English and Nor-
wegian, on the other hand, are Indo-European lan-
guages, with relatively low morphological com-
plexity: less than 10 word-forms per word in pro-
ductive inflection. The word order in English
and Norwegian is stricter than in North Sámi and
our hypothesis is that the distribution of parts-of-
speech and derivations is different as well. We
expect this to have an effect on the translated lan-
guage and non-translated, as well as different pro-
files between machine and human translated texts.
The syntactic differences between Sámi and the

two Germanic languages are notable. While the
neutral word order for all of them is Subject-Verb-
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Object (SVO), there are a number of mismatching
features in the syntax. Unlike Norwegian and En-
glish, Sámi has pro-drop (pronoun dropping) for
1. and 2. person. Sámi uses mostly postpositions
as opposed to prepositions. Other differences are
adverbial positioning, word order in sub-clauses,
question clauses or after adverbial extensions, etc.

2.2 Previous research
There has been a lot of research in the evaluating
of machine translation. There are many ways to
evaluate the machine translation quality, some are
standardised like MQM (Multidimensional Qual-
ity Metrics) and others are purpose-built for one
specific experiment or study. Lommel (2018) use
a very fine-grained system for categorising transla-
tion errors. Popović (2018) use a less fine-grained
system. OpenAI has used following criteria (Stien-
non et al., 2020) for their human evaluation work
of a summarisation system, we have taken some
inspiration from that, for example in our 7-grade
scale for judgments. The machine translation sys-
tems we evaluate are based on neural machine
translation. The translation system between En-
glish and North Sámi is described in Yankovskaya
et al. (2023). Mager et al. (2023) have studied
machine translation in similar contexts than as we
work in.
Human evaluation of machine translated texts

often is based on crowd-sourced quick evaluations
based on superficial reading of the sentences with-
out context (c.f. WMT shared tasks (Weller-di
Marco and Fraser, 2022), AppRaise (Federmann,
2018)). While this kind of quick eyeballing by av-
erage language users can give some impression of
fluency of the translations it may be insufficient
to determine if the text is translated accurately and
language is truly idiomatic. A lot of evaluation ap-
proaches use scales of fluency and adequacy, in a
way to measure separately the overall readability
of the text from the accuracy of the translated con-
tent.

2.3 Data
The corpora available for a low resource language
like North Sámi is very limited. In Table 1 we
list the corpora that we have used in the exper-
iments: the largest electronically available Sámi
corpus SIKOR (2018) has been used both for train-
ing the North Sámi—Norwegian and English—
North Sámi machine translation. We did not train
the English—North Sámi model ourselves but

used TARTUNLP that is partly trained on SIKOR,
cf. Section 3.2.
We also use part of SIKOR to calculate the lin-

guistic features of non-machine translated, open
domain texts. Alice in Wonderland1 (henceforth
referred to as ‘Alice’; we evaluated here the first
three chapters), CTV.ca news item: What’s be-
hind the increase in orca-human interactions, boat
attacks? (CTV), BBC.co.uk news item: Multi-
cancer blood test shows real promise in NHS study
(BBC) and ILO-169 declaration of indigenous peo-
ples’ rights2 (ILO-169) are texts we havemanually
harvested from the internet and represent different
genres: fiction, news texts in two variants of En-
glish and a legal / political text respectively. These
texts were used as sources for machine translation
from English.

Corpus Size
SIKOR 23,923,558
Alice in Wonderland 3,509
CTV 722
BBC 413
ILO-169 2,978

Table 1: Sizes of corpora in simple, space-separated to-
kens (wc -w).

The data used for training the Sámi—
Norwegian machine training system is described
in 3.1.

3 Methods

Despite limited amount of corpora North Sámi
has in recent years gained some experimental neu-
ral machine translators. By evaluating their cur-
rent state-of-the-art we present a manual evalua-
tion method and relevant criteria. As a test case
we looked at one system to and another one from
North Sámi.
Previously North Sámi has been unreachable

for neural approaches to language technology due
to low resourcedness. The majority of resources
are therefore rule-based tools. For machine trans-
lation, language pairs included other closely re-
lated Sámi languages, as well as Finnish, which
is in same language family, but not closely re-
lated. There also exists translators for Norwe-
gian, which is another majority language in North

1https://www.gutenberg.org/ebooks/11
2https://www.ilo.org/dyn/normlex/en/f?p=

NORMLEXPUB:55:0::NO::P55_TYPE,P55_LANG,P55_
DOCUMENT,P55_NODE:REV,en,C169,/Document
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Sámi territory. Many of the existing majority-to-
minority language translators are primarily devel-
oped in one direction first (Trosterud and Unham-
mer, 2012). The rule-based machine translators
are based on other language technology resources,
such as dictionaries, morphological analysers, syn-
tactic analysers and so forth. We use these mor-
phological analysers, as well as spell-checkers and
grammar checkers as tools to find out if there are
differences between the human and machine trans-
lated texts for potential spelling errors, grammati-
cal errors as well as differences in distributions of
the grammatical features. The systems for linguis-
tic analysis and grammar and spell-checking have
been acquired from the GiellaLT infrastructure3,
that contains freely available open source language
technology tools for minority languages (Pirinen
et al., 2023).
We used the existing neural machine transla-

tion systems as a black box, we fed in the source
texts and evaluated the target translations without
post-editing in between; only the cases where for-
matting went destructively wrong (line breaks and
spaces added or disappeared in unusual places, like
intra-word spaces) were corrected.

3.1 North Sámi to Norwegian NMT

In the development of the North Sámi—
Norwegian machine translator, we utilized a
standard sequence-to-sequence model based on
mT5 (Xue et al., 2020). Our starting point was the
pretrained NorthT5 checkpoint4, a checkpoint that
is additionally pretrainedfrom the mT5 checkpoint
using additional Scandinavian and English data.
Notably, while both these are multilingual models,
North Sámi is not included in the listed training
corpus.
We retrieved a set of bilingual translations from

SIKOR. This was divided into a train and test set,
and we proceeded to fine-tune a translation model
on the train set with 3,800 parallel North Sámi—
Norwegian sentences for 10,000 steps. After train-
ing, the model was applied to translate sentences in
the test set, and a professional translator evaluated
the output. As mentioned earlier, human resources
are limited, which is why finding even a single ad-
equate evaluator can be difficult.

3https://github.com/giellalt/
4https://huggingface.co/north/t5_large_NCC

3.2 English to North Sámi NMT

The English-North Sámi machine translation was
built by university of Tartu NLP group as a part of
their low resource Uralic neural machine transla-
tors5 and it is based on North Sámi corpus SIKOR
(2018) and its parallel parts have been used to train
the machine translation (Yankovskaya et al., 2023).
The output was analyzed by our rule-based tools.
Hand-picked examples show shortcomings of the
system. As we were short on human resources for
this task, i.e. language experts, we were not able to
apply the same method as for North Sámi to Nor-
wegian.

4 Evaluation method

We evaluate separately for the from and to North
Sámi scenarios.

4.1 North Sámi as a source language

We study the evaluation of the translations by a
language expert. We want to gain an insight on
how useful the translated texts are for their use
cases within the speaker community: for the speak-
ers who are proficient in the source and target lan-
guages with different levels and aims, and relevant
to the user experience. We expect that the results of
the neural machine translationmay partially reflect
the style and features of the available corpora in the
language, which is not necessarily representative
of the norms and standards in the same proportion
as with largely resourced majority languages. We
also study to what extent the translated texts look
translationese versus texts written by native speak-
ers. The commonly translated languages in a neu-
ral MT setting at the moment are Indo-European
majority languages: English, Norwegian etc., that
are in a whole different language family, it is pos-
sible that this reflects in the (machine) translated
texts more heavily. As it is well-known that neu-
ral machine translations get more fluent-looking
before they get content-accurate, we also attempt
to study how expensive it is to evaluate the transla-
tions on this. A professional translator with North
Sámi and Norwegian as her native languages eval-
uated the machine translation from North Sámi to
Norwegian described in Section 3.1.
For evaluation we developed a 7-level scale for

two main criteria inspired by the scale automatic
summaries described in Stiennon et al. (2020, p.23)

5https://translate.ut.ee
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and based on initial comments on translation qual-
ity of our professional North Sámi translator. In de-
veloping categories for MT evaluation and looking
at actual translations we found to main categories:
flow and content. First reactions to the quality of
a translation typically focus on the output and if
there is a good flow in the target language, rather
than meticulously comparing the input to the out-
put. However, when knowing the source language
in addition to the target language, one will have
a second look at the source sentence, and be more
critical to the well-sounding translation when parts
of the source sentence are missing or incorrectly
translated.
A professional translator who is trained in exact-

ness, idiomaticity, and polysemy will quickly be
able to identify not only critical errors that change
the whole meaning of the sentence, but also other
errors that reduce the quality of the translation.
We will therefore distinguish between the first

impression of the output with regard to idiomatic-
ity, grammatical and semantic coherence of the
text on the one hand, and the exactness of which
grammatical structures and content are transferred
from the source language into the target language
on the other hand. In order to get an unbiased re-
sult, the method is the following:
1. read the target translation and evaluate the

flow
2. read the Sámi translation and decide on the

quality of the translation of the content
The score of 1 stands for the worst possible result,
while a score of 7 stands for the best possible result.
The scale for flow is the shown in Table 2.

Candidates for flow errors are agreement, va-
lency and word order errors, errors in definiteness,
missing articles, morphology and spelling errors,
punctuation errors, missing conjunctions and non-
idiomaticity.

Grade Description
7 Perfect flow
6 Good flow (nothing stopping it)
5 Spelling error, smaller idiomatic error
4 Grammatical error, bigger idiomatic error
3 Several grammatical/idiomatic errors
2 A lot of grammatical/idiomatic errors
1 Sentence is unintelligible, cannot be understood

or unrelated to the original

Table 2: Flow grades and descriptions.

The scale for content is shown in Table 3. Er-
ror candidates are (central) verb meanings in either

sub-clause ormain clause, where a themeaning dif-
ference is not a slight connotation deviation as it
would be with synonyms, but a bigger lexical error.
Secondly participants, which change the content of
a sentence. If a sentence about reindeer would sud-
denly refer to dogs instead, the meaning of the sen-
tence would be critically changed. Other critical
errors can involve time and place errors or errors
in quantities and temporal descriptions. Lastly, rel-
evant extra content or missing content.

Grade Description
7 Perfect, translation contains every single detail

and translates it accurately
6 Good content (good enough synonyms)
5 Smaller content errors of the type above/missing

information, extra content
4 Big content error/missing information
3 Several big content errors/missing information
2 A lot of big content errors/missing information

(more than 50% of the sentence)
1 Nothing is as it should be, translation is (almost)

unrelated to original (more than 90% is incor-
rect)

Table 3: Content grades and descriptions.

The human translation of ex. (1) is exx. (2-a)
and the (2-b).6 In a blind evaluation, the evaluator
gave good flow scores to both (6) and slightly bet-
ter content scores to the neural translation (5) than
the human translation (4). verddevuođa sullasaš
ortnegat is translated into ‘the same system with
ear clips’ which includes extra information com-
pared to the more literal neural translation saying
‘verde-like relations’. This yields several issues:
1. If we only evaluate one sentence at a time,

wemay not get contextual information, where
simply the distribution of content onto differ-
ent sentences is different in manual transla-
tion.

2. Automatic translation evaluation based on
parallel corpora will have to take into account
that the output sentence may be of better qual-
ity than the target sentence.

(1) Departemeanta
department.N.SG.NOM

deattuha
accentuate.V.PRES.3.SG

ahte
that.C

vejolašvuohta
possibility.N.SG.NOM

addit
give.V.INF

sierralobi
special.dispensation.N.SG.ACC

ii
not..V.NEG.3.SG

galgga
shallV.CONNEG

mielddisbuktit
entail.V.INF

ahte
that.C

6Linguistic examples follow Leipzig glossing stan-
dards: https://www.eva.mpg.de/lingua/resources/
glossing-rules.php
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verddevuođa
verddevuohta.N.SG.GEN

sullasaš
like.A

ortnegat
arrangement.N.PL.NOM

galget
shall.V.PAST.3.PL

fas
again.ADV

ásahuvvot.
build.V.PASS.INF.

(2) a. The department would like to em-
phasise that the possibility to give
special dispensations should not lead
to that the same system using ear
clips should be reestablished.

b. The departments accentuates that the
possibility to give special dispensa-
tions should not lead to a reestablish-
ment of verde-like relations.

Ex. (3) is a good examplewhere the flow in the neu-
ral translation is good (6), and content scores low
(2) in the neural translation in ex. (4-b). The rea-
son for that is missing of substantial content, i.e. a
translation of Almmolašvuođagažaldat ja oktavuo-
hta dábálaš láhkaprosedyraide.

(3) Almmolašvuođagažaldat
publicity.question.SG.NOM

ja
and

oktavuohta
relation.N.SG.NOM

dábálaš
normal

láhkaprosedyraide
legal.procedure.PL.ILL

leat
be.V.PRES.3.PL

guovddážis
central.SG.PX3SG

dán
this.SG.GEN

dáfus.
context

‘Publicity questions and relations to normal
legal procedures are in the center in this
context.’

(4) a. The issue of publicity and the relation-
ship with ordinary legal procedures is
central in this context.

b. This is a core point in this context.

Table 4 is based on 34 sentences and sentence
fragments. It shows only slight differences be-
tween human and neural translations. It is however
revealing that even human translations do not get
perfect scores. This means that automatic evalua-
tions that contrast machine vs. manual translations
will not necessarily be able to make judgements
about the machine translation quality, but only
its similarity to the (possibly bad) human transla-
tion. One important factor that was revealed while
discussing the evaluation was that in many cases
sentences cannot be adequately evaluated without
their context as certain terms only get their mean-

ing from the context in which they are used. There-
fore, an evaluation of out-of-context sentences’
MT test sets can never be entirely satisfactory.

Neural MT Human
Flow 5.8 6
Content 5.5 5.6
Average 5.6 5.8

Table 4: Score for neural vs. human ML evaluation

4.2 North Sámi as a target language
For North Sámi as target language, we use the
Tartu neural machine translation system for Uralic
low resource languages by Yankovskaya et al.
(2023). We picked samples from different gen-
res, fiction, news, legal texts, and evaluated these
both manually and with our rule-based tools. The
only text in our corpora that has pre-existing trans-
lations for both North Sámi and English is the ILO
declaration.
Ex. (5) from a news text is translated into ex. (6).

Flow scores 3 and content scores 4. Flow is nega-
tively affected by both, a case error and word order
error boazodolliid (Gen Pl) orohagaide (Ill Pl) >
orohaga (Gen Sg) boazodolliid (Pl Acc). In addi-
tion, the output sentence contains a non-idiomatic
term / lexical error bohccofuođđut (Nom) which
should be bieggaturbiinnaid (Acc). It also in-
volves a case error.

(5) ”I have apologised (today) on behalf of
the government to the reindeer herding
districts for the fact that the permits (to
build wind farms) constituted a violation
of human rights,” Aasland told a at a news
conference.

(6) Mun
I.NOM

lean
have.PRES.SG1

áššáskuhttán
accuse.PTCP

(dál)
(now)

ráđđehusa
government.SG.GEN

bealis
side.SG.LOC

boazodolliid
reindeer.herder.PL.ACC

orohagaide
dwelling.PL.ILL

dan
it.SG.GEN

go
QST

lobit
permit.PL.NOM

(bohccefuođđuid
(wild.reindeer.PL.GEN

hukset)
build.INF)

ledje
have.PAST.3.PL

olmmošvuoigatvuođaid
human.right.PL.ACC

rihkkun,”
violation.SG.GEN,”

Aasland
Aasland.SG.NOM,

muitalii
tell.PAST.3.SG

ođaskonferánssas.
news.conference.SG.LOC.
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‘I have accused (now) on the side of the
government the reindeer herders dwellings
as the permits (to build wild reindeer) were
a violation of the human rights,” Aasland
told on the news conference.’

We evaluate the translations on linguistic level
using several approaches. We use spelling check-
ing and correction to find out where machine trans-
lation has created non-words and whether those
are near to right words by automatic spelling cor-
rections, we also use grammatical error correc-
tion to find out some of the grammatical errors
and suspicious constructions the MT system has
constructed, we evaluate the errors found this
way using linguistic and language understanding.
We also calculate some linguistic metrics such
as morpho-syntactic form distributions from the
translated texts and compare those to texts that are
not machine translated; to see if machine transla-
tion uses same kind of word-forms and grammat-
ical structures as non-translated or professionally
translated texts.
As is expected, the output text of Alice involves

a number of non-word and probably also real word
spelling errors, the latter of which are not han-
dled entirely by the grammar checker yet. There
are several spelling errors such as *teleskopa for
teleskohpa and *beallahemiin for bealjahemiin.
Grammatical errors include incorrect attribu-

tive forms such as *golmmageardánis for golm-
mageardán in ex. (7), although here the main error
is a lexical error. Three-legged in the original sen-
tence ex. (8) is translated with golmmageardánis
‘three-times’.

(7) Fáhkka
suddenly

son
s/he.NOM

bođii
come.PAST.3.SG

unna
small

golmmageardánis
three-times.SG.LOC

beavdái,
table.SG.ILL,

buot
all

duddjojuvvon
craft.PASS.PTCP

čavga
tight

*glássas
glass.

‘Suddenly she came to a three-time table,
all crafted in tight glass.’

(8) ‘Suddenly she came upon a little three-
legged table, all made of solid glass’

In ex. (9), both flow and content are affected.
The sentence sounds weird as such even from a
logical point of view as to using future tense and
the adverb ikte in the same sentence. The compar-
ison with the source sentence (10) shows that the
adverb is a wrong translation of never and fall is

wrongly translated as čakča ‘autumn’ instead of a
form of gáhččat ‘to fall’. I.e. when translating a
word with polysemy to a target language without
the same polysemy, the MT system fails. The verb
loahpahuvvat has a spelling error, it should be loah-
pahuvvot and is therefore erroneously analyzed as
a compound noun with possessive suffix ending in-
stead of as a passive verb.

(9) Boahtá
come.PRES.3.SG

go
QST

čakča
autumn.SG.NOM

ikte
yesterday

loahpahuvvat?
be.finished.SG.NOM.PX2SG?

‘Will autumn be finished yesterday?’

(10) Would the fall never come to an end?

Table 5 shows translation errors by type.

4.3 Some automatic measures

The emphasis in our study is in the linguistic eval-
uation of the translations, but we were also inter-
ested if we can quantify if the translations are sim-
ilar to texts written by native speakers in terms of
grammatical features, and also how many errors
there are.
Table 6 shows how many spelling and grammar

errors are detected in the target text. Grammatical
errors include subject-verb agreement errors, com-
pound errors.
The amount of non-words that the system has

generated is quite notable, although several of
these are reflected in non-translated corpus as well,
for example confusion between á and a. It is more
surprising that the neural MT has not generated
many grammatical errors, at least ones that can be
automatically detected.
Table 7 contains distributions of grammatical

features in machine translated texts and large cor-
pus.
There does not appear to be large difference be-

tween the machine translated and reference corpus,
with the exception of lack of dual forms. This is
not totally unsurprising, the forms are rare in use
in general and do not have any comparable equiv-
alent in source language: virtually all word-forms
that concern two individuals fall under generic plu-
rals in English, very few lexical selections can be
used to refer two people specifically.
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Type error correct
Nonsense words based on ortho-
graphic similarity

Rabihtta-Hole njoammilbiedju ‘rabbit hole’

”Vel!” for ”Well!” de
Postpostition vs. preposition haga govaid govaid haga ‘without pictures’
Wrong PoS hui oađđin ‘very sleep’ (noun) hui váiban ‘very tired’ (adjective)
Lexical error álggii čuožžut su bálgáide ‘started to stand

his paths’
álggii čuovvut su bálgáide ‘started to follow
his paths’

su čivga lei lohkame ‘baby animal’ su oabbá lei lohkame ‘sister’
Literal/Non-idiomatic Aliceas ii lean boddu smiehttat ‘Alice did

not have a break to think’
Alice ii ribahan smiehttat

Polysemy error girjái ahte (subjunction ‘that’) su čivga lei
lohkame

girjái maid (relative pronoun ‘that’) su
čivga lei lohkame

mii lea girjji geavaheapmi ‘how can the
book be used’

mii lea girjji ávki ‘what is the use of the
book’

Periphrastic > synthetic con-
struction

ALICE lei šaddagoahtán váiban čohkkedit ALICE lei váibagoahtán čohkkedeamis ‘Al-
ice started to be tired of sitting’

Valency error váiban čohkkedit (infinitive) váiban čohkkedeamis (locative) ‘tired of sit-
ting’

Agreement error das eai lean govat iige ságastallamat ‘there
weren’t pictures and there wasn’t conversa-
tions either’

das eai lean govat eaige ságastallamat
‘there were neither pictures and there
weren’t conversations either’

Table 5: Error types found in English-North Sámi neural MT

Text Spelling (%) Grammar (%)
Alice 232 (5%) 9 (0.1%)
BBC 23 (5%) 0
CTV 33 (4%) 1 (0.1%)
ILO-169 0 3 (0.1%)
SIKOR 399,282 (1.8%) 59,611 (0.3%)

Table 6: Automatically detected spelling (non-word)
and grammar errors (real-word) in machine translated
texts

5 Conclusion

We manually evaluated two neural machine trans-
lation systems in an indigenous low-resource con-
text, one of which has North Sámi as a source lan-
guage and the other of which has North Sámi as
a target language. Translation is done either into
or from a higher resource language, i.e. Norwe-
gian and English, which are both morphologically
simple compared to North Sámi. The Sámi to Nor-
wegian evaluation is done by a native North Sámi
speaker who has worked as a professional transla-
tor. We developed a scale according to which first
the flow of the target language is evaluated and
then the representation and exactness of the source
language content in the target language. Both
scales have 7 grades. Flow and content evalua-
tion can differ very much from each other as flow
mostly focuses on the target sentence, while con-
tent takes into account the source sentence to a
much higher degree. The evaluation shows that
flow typically scores higher than content, which
means that a clear understanding of both source

and target sentence is necessary to evaluate how
well the matching is done. This supports our hy-
pothesis that high-level language expertise is nec-
essary to evaluate the quality of a translation.
For the English to Sámi evaluation we applied

a different evaluation method. We applied high-
quality rule-based proofing tools for Sámi for
spellchecking and basic grammar checking of the
target text. As human resources for indigenous lan-
guages are typically low, we find that this method
- while it cannot replace human evaluation - can
be revealing as regards certain shortcomings of the
MT system, which affect its quality. We discov-
ered that spelling errors in the neural translation
are more than twice as much as in the Sámi text
collection SIKOR. Additionally, a low-scale man-
ual evaluation of the fictional text Alice, showed
that shortcomings of the system included a variety
of different morpho-syntactic errors as well of non-
idiomatic constructions and nonsense translations.
The second system evaluation regards the newly

released multi-lingual neural MT tool by Tartu uni-
versity, where we had a look at English-North
Sámi machine translation. None of the developers
has knowledge of North Sámi and is therefore not
able to properly evaluate the results in all its rele-
vant details. We regard it as important that these
systems are evaluated by those that have knowl-
edge of the language, and give a reliable picture
of what can and what cannot be expected of such
a system. As a user can have varying knowledge
themselves about either source or target language,
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Text Poss Dual Actio
n % n % n %

Alice 34 0.8% 0 0 26 0.6%
BBC 1 0.2% 0 0 1 0.2%
CTV 4 0.5% 0 0 2 0.2%
ILO-169 23 0.7% 1 0.0% 3 0.1%
SIKOR 130,257 0.5% 59,623 0.2% 58,850 0.2%

Table 7: Distribution of grammatical features in machine translated documents (first four) and the large corpus
(SIKOR).

expectations to the system can be different. We
apply our rule-based proofing tools to test both
spelling and grammar, provide an overview of pre-
vailing error types of the MT tool, and show if the
outcome reflects the morpho-syntactic reality of
the monolingual Sámi corpus SIKOR written by
native language users.
In the future we would like to manually evalu-

ate neural MT both from and to an indigenous lan-
guage (starting with North Sámi) on a larger scale
in order to get more insights in refining the criteria
of our evaluation method to come to adequate con-
clusions of the systems’ quality. As this highly de-
pends on human resources and language expertise,
we also plan to focus on recruitment of language
experts.
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Abstract
Human evaluation plays a crucial role in Natu-
ral Language Processing (NLP) as it assesses
the quality and relevance of developed systems,
thereby facilitating their enhancement. How-
ever, the absence of widely accepted human
evaluation metrics in NLP hampers fair com-
parisons among different systems and the es-
tablishment of universal assessment standards.
Through an extensive analysis of existing litera-
ture on human evaluation metrics, we identified
several gaps in NLP evaluation methodologies.
These gaps served as motivation for develop-
ing our own hierarchical evaluation framework.
The proposed framework offers notable advan-
tages, particularly in providing a more com-
prehensive representation of the NLP system’s
performance. We applied this framework to
evaluate the developed Machine Reading Com-
prehension system, which was utilized within a
human-AI symbiosis model. The results high-
lighted the associations between the quality of
inputs and outputs, underscoring the necessity
to evaluate both components rather than solely
focusing on outputs. In future work, we will
investigate the potential time-saving benefits of
our proposed framework for evaluators assess-
ing NLP systems.

1 Introduction

Human evaluation is crucial for assessing the qual-
ity, validity, and performance of Natural Language
Processing (NLP) systems especially as automatic
metrics are usually not sufficient (Van Der Lee
et al., 2019). Human evaluation can deal with com-
plex generated natural language and its nuances
such as pragmatics, context and semantics which
often requires some expert knowledge (Sudoh et al.,
2021). Automatic evaluation may be used to as-
sess individual dimensions (e.g., fluency, accuracy)
of natural language, however, may often lose to
humans in terms of accuracy and understanding.

Various methodologies are often employed in hu-
man evaluation such as ranking, pairwise compari-

son, or a state-of-the-art machine translation metric
that was used in Castilho (2021). They can provide
valuable insights into the strengths and limitations
of an NLP system; however, it is notably time-
consuming and expensive and significant trade-offs
may exist in consideration of different goals or
requirements (Zhang et al., 2020). The human eval-
uation also comes with its own set of limitations,
such as fatigue effect (van der Lee et al., 2021)
and inconsistencies between evaluators. The role
of human evaluators should also be considered as
some tasks may require domain expert knowledge
or provide specific training evaluators.

There is currently a lack of consensus on which
metrics to use for the human evaluation of NLP
systems (Paroubek et al., 2007). As there tend
to be different research goals, requirements and
task-dependent metrics, there exists the challenge
of standardizing human evaluation metrics and es-
sentially reaching an overall consensus. A unique
combination of metrics can be used for a more com-
prehensive assessment depending on the desired
objectives. These combinations can be grouped
based on different evaluation aspects (Liang and
Li, 2021). Metrics may also vary depending on the
task (e.g., machine translation, sentiment analysis)
and thus task design can affect the criteria used for
evaluation (Iskender et al., 2021).

To identify gaps in the literature pertaining to hu-
man evaluation, we conducted a scoping review to
systematically examine various aspects of human
evaluation experiments in NLP tasks, including the
characteristics of evaluators, evaluation samples,
scoring methods, design of evaluation and statisti-
cal analysis. The findings of our literature review
revealed three significant gaps: (i) the absence of
evaluation metrics for NLP system inputs, (ii) the
lack of consideration for interdependencies among
different characteristics of assessed NLP systems,
and (iii) a limited utilization of metrics for extrinsic
evaluation of NLP systems.

11

https://doi.org/10.26615/978-954-452-088-5_002


We hope to bridge the aforementioned gaps by
providing a standardized human evaluation frame-
work that can be used across different NLP tasks.
Our proposed framework employs a hierarchical
structure that divides the human evaluation process
into two phases: testing and evaluation. This di-
vision enables evaluators to assess the quality of
inputs used by testers when evaluating NLP sys-
tems. Furthermore, the hierarchical design of the
evaluation metric allows for the computation of a
composite score that reflects the overall quality of
the NLP system.

This paper is organized as follows. Section 2
presents the analysis from a scoping review that
included more than 200 papers published within
the last three years in the top 5 NLP venues. The
results of the aforementioned analysis informed
the development of the proposed hierarchical eval-
uation framework, which is presented in Section
3. Section 4 presents the results of adopting the
proposed framework for the human evaluation of
the Machine Reading Comprehension (MRC) sys-
tem developed as a part of the human-AI symbiosis
model. Finally, Section 5 concludes the paper.

2 Scoping Review

2.1 Structured Review

To inform our development of a hierarchical frame-
work for human evaluation, we conducted a scop-
ing review to examine existing literature system-
atically. Our paper selection process followed the
Preferred Reporting Items for Systematic Reviews
and Meta-Analyses (PRISMA) extension for Scop-
ing Reviews checklist (PRISMA-ScR) (Peters et al.,
2015) (see Figure 1). We searched for relevant pub-
lication venues on Google Scholar. We selected
the category of Engineering and Computer Science,
followed by the sub-category of Computational
Linguistics. Subsequently, we chose the top five
venues with the highest h5-index, namely:

• Meeting of the Association for Computational
Linguistics (ACL),

• Conference on Empirical Methods in Natural
Language Processing (EMNLP),

• Conference of the North American Chap-
ter of the Association for Computational
Linguistics: Human Language Technologies
(NAACL),

• Conference of the European Chapter of the
Association for Computational Linguistics
(EACL),

• International Conference on Computational
Linguistics (COLING).

Identification of studies via databases and registers
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Records identified through
database searching:
ACL (n = 70)
EMNLP (n = 118)
NAACL (n = 13)
EACL (n = 1)
COLING (n = 1) 

Records screened (n = 202)

Records sought for retrieval 
(n = 186)

Reports assessed for eligibility 
(n = 186)

Studies included in review 
(n = 173)

Records removed before screening:
Duplicate records removed
(n = 1)

Records excluded
(n = 16)

Reports not retrieved
(n = 0)

Reports excluded with reasons (n = 13)
No human evaluation (n = 11)
Used to improve system (n = 1)
Not a primary study (n = 1)

Figure 1: This PRISMA flow diagram depicts the study
selection process throughout this scoping review. 203
studies in total were identified through a search on
Google Scholar. After one duplicate was removed, the
total remaining studies was 202. After title and abstract
screening, 16 studies were excluded, leaving 186 studies
for full-text screening. A final 173 studies were included
in this scoping review for data extraction and analysis.

Due to the rapid development in the NLP field,
only studies published between 2019 and 2023
were included. The Google Scholar search strategy
is shown in Figure 2.

2.2 Selection of Articles
Eligible articles were identified in two stages: (1)
title and abstract screening, (2) full-text screening.
To maintain consistency of decision-making in the
selection process, both title and abstract screening
and full-text screening were conducted by two of
the three reviewers (IB, JC, QCO) independently
based on pre-defined inclusion and exclusion crite-
ria (see Figure 3). Conflicts were resolved through
discussion with a third reviewer to establish con-
sensus. The resolution of inconsistencies or dis-
agreements amongst reviewers was guided by pre-
defined eligibility criteria and reference to initial
objectives. Reasons for exclusion were recorded
during full-text screening.
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Hierarchical Human Evaluation Framework Search Strategy
(Literature Search performed: April 24, 2023)

1. "human evaluation" source:"ACL" OR source:"EMNLP" OR
source:"NAACL" OR source:"EACL" OR source:"COLING"

2. "human evaluation" source:"ACL"
3. "human evaluation" source:"EMNLP"
4. "human evaluation" source:"NAACL"
5. "human evaluation" source:"EACL"
6. "human evaluation" source:"COLING"
7. Limit 1-6 to yr=2019-current

Figure 2: Search strategy used for the scoping review.
After performing 1, we also performed 2-6 to find all
papers from individual venues that did not appear after
the first combined search.

Inclusion criteria:

1. It is a full-text article that reported empirical research in
NLU, NLG or both.

2. It reported human evaluation for the purpose of evaluating
the performance of the system.

3. It was published in English.
4. It was published in 2019 or later.
5. It is a peer-reviewed article published in ACL, EMNLP,

NAACL, EACL or COLING. 

Exclusion Criteria:

1. It reported secondary research such as a literature review,
rapid review, systematic review, or scoping review.

2. It is a pre-print article, book chapter, conference abstract,
expert opinions, perspectives, or commentary.

3. Human evaluation was conducted for other purposes,
such as improving the system. 

4. It was published in a language other than English.
5. It was published before 2019.
6. It does not involve an NLP system.
7. It was published in other venues that are not listed above.

Figure 3: This figure lists the inclusion and exclusion
criteria that formed the basis of our screening process.

2.3 Data Extraction

A standardized data extraction form (see Ap-
pendix 1) was developed through iterative discus-
sions between three reviewers (IB, JC, QCO) based
on insights gained during the initial literature re-
view of related work. The data extraction form
was first piloted on three randomly selected arti-
cles by the three reviewers to ensure consistent and
accurate extraction of data. The data extraction
process involved all three reviewers and was done
independently. Ambiguities or uncertainties were
resolved by discussion between reviewers and by
referring to the original papers used for the cre-
ation of the extraction matrix (Van Der Lee et al.,
2019; Amidei et al., 2018a; Liang and Li, 2021;
Howcroft et al., 2020). We extracted a range of
variables from certain chosen sources and tailored

them to the objectives of our review. These vari-
ables are categorized as follows in Section 2.4: (1)
characteristics of evaluators, (2) evaluation sam-
ples, (3) scoring methods, (4) design of evaluation
and (5) statistical analysis.

2.4 Synthesis of Results

2.4.1 Characteristics of Evaluators

A large proportion of papers (83%, 144/173) pro-
vided information on the number of evaluators that
participated in the human evaluation. This shows
that there is a general consistency in the reporting
of human evaluation methods across all papers re-
viewed. The number of evaluators employed can
be defined as small (1-5), medium (6-9) and large
(≥ 10) scale (van der Lee et al., 2021). Papers
reported a small number of evaluators in 62% of
cases (107/173), a medium number in 6% (11/173),
and a large number in 15% (26/173). The median
number of evaluators was three per study.

71% of the reviewed papers (122/173) reported
the background of the evaluators, differentiating
between experts and non-experts, detailed which
platform they were from or set standards for crowd-
sourced workers. One example, proposed in Zhu
et al. (2020), was to set standards by only using
workers with a high enough approval rate to ensure
quality. This helps alleviate the problem of qual-
ity control when using larger-scale crowd-sourcing
platforms such as Amazon Mechanical Turk.

2.4.2 Evaluation Samples

All of the papers reported that human evaluation
was done only on outputs of NLP systems, with
the median number of evaluation instances being
100. Most papers (60%, 103/173) created samples
randomly, but some (3%, 6/173) specified their
methodology. For instance, in Zeng and Nie (2021),
discussions that were difficult to understand were
filtered out. In this case, human evaluation was
used to compare the dialogue generation between
two different models. In order to create a more
relevant dataset for human evaluation, filtering out
professional texts that were difficult to understand,
ensured that the data was closer to daily dialogue.
This allowed for more accurate and reproducible
human evaluation results. Using alternative meth-
ods to random sampling can have certain benefits
such as cost-effectiveness, time efficiency and fo-
cused research objectives (Zeng and Nie, 2021).
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2.4.3 Scoring Methods
Overall, 68% of papers (118/173) used a scale as
their evaluation scoring system. A scoring sys-
tem should also be defined by assigning attributes
or certain qualities to a number in the scale that
they are using. Further, 23% of papers (39/173) re-
ported using comparison between different models
or question answering to achieve more qualitative
results. Examples include win, tie, loss, A/B test-
ing, and a direct comparison.

The characteristics of evaluation can be referred
to as evaluation attributes or text quality dimen-
sions such as fluency, adequacy, and grammar
(Gehrmann et al., 2023). These characteristics can
be considered for both qualitative and quantitative
methods and are often specified to guide the eval-
uation task. For example, Liang and Li (2021)
divided various characteristics into seven groups
based on their similarity and overall purpose for
the human evaluation of chatbots. These groups
further tailor the characteristics of evaluation to the
unique task, allowing the reader to understand the
reason for their selection.

Dependencies can exist among characteristics of
evaluation. In other words, human evaluation can
be done in sequential order when the order in which
characteristics are evaluated matters. Moreover,
evaluation can be prematurely stopped if some char-
acteristics were not deemed of a satisfactory quality.
Consequently, dependencies among characteristics
of evaluation could also allow for a NLP system to
have a composite score that would reflect its overall
quality. For instance, an overall performance score
can be produced based on pre-defined threshold
criteria that need to be fulfilled. This threshold
could be a specified performance level reached by
a specific combination of characteristics. We have
not observed any dependencies reported among dif-
ferent evaluated characteristics in the reviewed lit-
erature. Namely, all characteristics were evaluated
separately, and the quality of a certain character-
istic was never put in relation with the quality of
another one.

2.4.4 Design of Evaluation
Extrinsic and intrinsic evaluation are two different
types of human evaluation. Extrinsic evaluation
assesses the ability of the system to perform an
over-arching task with a real-world application. On
the other hand, intrinsic evaluation assesses spe-
cific qualities or attributes and is evaluated indepen-
dently of the over-arching task. Therefore, a system

could perform well intrinsically without perform-
ing well extrinsically. Most papers (88%, 153/173)
performed intrinsic evaluation, 4% (7/173) per-
formed extrinsic evaluation, and 8% (13/173) in-
volved aspects of both intrinsic and extrinsic eval-
uation. Intrinsic evaluation remains popular likely
due to its simplicity, cost-efficiency, ease in track-
ing progress and benchmarking (Gehrmann et al.,
2023), (Belz and Gatt, 2008). The lack of extrinsic
evaluation may also be affected by the difficulty of
designing an evaluation that effectively emulates
its usage in the real-world setting.

Bias mitigation is important due to the potential
compromise of human evaluation caused by order
effects (Van Der Lee et al., 2019). Order effects
include practice, carryover, and fatigue effects (Van
Der Lee et al., 2019), all of which have the potential
to affect human evaluation and lead to misleading
and biased results. To mitigate this, Van Der Lee
et al. (2019) suggested potential solutions including
practice trials, increasing the time between tasks,
shortening tasks, and proposed specific evaluation
designs such as counterbalancing (systematically
varying the order of presentation) and randomiza-
tion. Further solutions include multiple evaluators
assessing the same point (Son et al., 2022) to in-
crease the reliability of their human evaluation and
randomized counterbalancing, which is a combina-
tion of randomization and counterbalancing meth-
ods (Kurisinkel and Chen, 2019). However, the
method of bias mitigation was only specified in
14% (24/173) of papers. This may be due to the
high costs of evaluation designs, specifically coun-
terbalancing. However, according to Van Der Lee
et al. (2019), randomization or limiting the evalu-
ation to one judge per system (if order effects are
suspected) should be sufficient to mitigate order
effects and avoid biased results.

2.4.5 Statistical Analysis
Inter-annotator agreement (IAA) scores should be
reported to confirm consistency between evalua-
tors and the reliability of the evaluation. Typi-
cally, a higher score indicates increased IAA. 34%
of included papers (58/173) reported IAA using
Kendall’s τ , Fleiss’ κ, Cohen’s κ, Krippendorf’s
α and percentage agreement to name a few. How-
ever, a detailed analysis of the IAA scores and how
they affected the overall evaluation is important.
In some cases, IAA scores can prove to not be a
useful measurement of agreement - as alluded to
further in (Amidei et al., 2018b).
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The importance of ensuring the reliability and
validity of human evaluation is further highlighted
by Liu et al. (2022) through the need for using
statistical tests. Other methods of presenting data
and analyzing results include displaying 1st and
2nd best performances in a table by highlighting the
specific performance values (Gangal et al., 2022);
or summary statistics such as standard deviations
or mean scores (Qian and Levy, 2022). Only 16%
of papers (28/173) used statistical tests as a form of
analysis of their human evaluation such as student’s
t-test and Wilcoxon ranked test (Van Der Lee et al.,
2019). This could be due to a lack of statistical
power attributed to inadequate sample sizes, which
could lead to misleading or different conclusions
as they are more subject to the effects of chance
(Otani et al., 2023).

3 Hierarchical Evaluation Framework

The review of existing literature identified 3 gaps:

• Majority of human evaluation was intrinsic.

• The characteristics of NLP systems were eval-
uated independently.

• Human evaluation focused on assessing the
outputs of NLP systems, neglecting the evalu-
ation of their inputs.

The analysis of existing literature revealed that
the majority of papers (88%, 153/173) focused
solely on an intrinsic evaluation of NLP systems.
To avoid conducting an evaluation merely for the
sake of it, we suggest that first a clear purpose for
an NLP system is defined, and subsequently, an ex-
trinsic evaluation is designed to gauge the systems’
performance in fulfilling that specific purpose.

Additionally, the evaluation of various aspects
of NLP systems’ outputs (e.g., truthfulness) is usu-
ally conducted independently, without providing
a composite score for the overall system perfor-
mance. We suggest adopting a hierarchical ap-
proach, where the characteristics of the systems are
interdependent, and the evaluation process contin-
ues only if the preceding characteristic(s) is deemed
satisfactory. Conversely, if a characteristic is un-
satisfactory, the evaluation can be discontinued,
allowing evaluators to save time by not evaluating
all characteristics for the low-quality outputs.

Lastly, to date, the existing literature has focused
solely on the human evaluation of NLP systems’
outputs, assuming that the inputs provided to these

systems were of good quality. However, this as-
sumption may not always hold true. We thus pro-
pose a two-phase approach for human evaluation,
wherein testers initially assess NLP systems, fol-
lowed by evaluators who evaluate both the inputs
and outputs of the systems. By dividing the evalua-
tion process into two phases, we enable evaluators
to also assess the quality of the inputs used by
testers during the testing phase of NLP systems. In
essence, our hypothesis is that the quality of the
outputs may not only be influenced by the system
itself but also by the quality of the inputs.

In order to address those gaps, we propose a
framework as shown in Figure 4. By defining a
system’s purpose as the first step, our framework
supports extrinsic evaluation. The second step is
to define interdependencies between the evaluated
characteristics and consequently to design a hierar-
chical evaluation metric that supports calculating a
composite score that encompasses the overall qual-
ity of an NLP system. Namely, the evaluation stops
if any of the evaluated characteristics is deemed un-
satisfactory and, in this case, the composite score
is “bad” as the system did not pass the evaluation.
Otherwise, if the evaluation goes to the end, then
the composite score is “good”. We hypothesize
that our framework facilitates a shorter evaluation
time for evaluators by allowing early termination
of evaluation in cases where any evaluated charac-
teristic does not meet satisfactory quality. The third
step is to do testing of the system according to the
defined purpose. Testers are independent of evalua-
tors who evaluate the system’s inputs and outputs
using the designed hierarchical evaluation metric in
the fourth step. This allows for independent evalu-
ation of the system’s inputs as well. Consequently,
our framework enables an examination of whether
the quality of a system’s outputs is influenced by
the quality of its inputs.

1) define the purpose of the system

2) design a hierarchical evaluation metric

3) conduct testing of the system

4) do an evaluation of system's inputs and outputs

5) calculate the composite score

Figure 4: Steps explaining how to create a hierarchical
evaluation framework for an NLP system.
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4 Case study: Hierarchical Evaluation for
an MRC System

We evaluated a Machine Reading Comprehension
(MRC) system using the framework outlined in the
previous section. In an MRC system, answers come
in the form of short text spans which are directly
extracted from the text corpus (i.e., relevant text
database). Questions asked, on the other hand,
need to be relevant to the topic that the text corpus
covers, factoid, answerable and mistake-free (i.e.,
no spelling or grammar mistakes).

4.1 The purpose of the MRC System

The purpose of the developed MRC system was to
support health coaches during their sessions with
clients, coaching them on the importance of good
quality sleep. Namely, the developed system is
part of the human-AI symbiosis model shown in
Figure 5 (Bojic et al., 2023b). The system is a
pre-trained BERT model that was fine-tuned on a
human-annotated domain-specific dataset.

The entire health coaching process takes place
online through text messaging. To address fac-
toid questions raised by clients, the health coach
may utilize the MRC system for additional sup-
port during coaching sessions (Bojic et al., 2022,
2023a). Health coaches were given the liberty to
use, modify, or disregard the answers provided
by the MRC system. This integration enhances
the human coaching experience by incorporating
evidence-based knowledge given by the MRC sys-
tem. As a result, the health coaches’ response
time improves, and the information they offer is
grounded in reliable evidence.

MRC systemHealth coachClient

Coaching

advice

Question

Answer

Figure 5: Human-AI health coaching model.

4.2 Hierarchical Evaluation Metrics

We developed two evaluation metrics: one for the
inputs (i.e., questions) of the MRC system and the
other for the outputs (i.e., answers), in order to
be able to detect whether the quality of the MRC
system output is affected by the quality of its input.

4.2.1 Evaluation of Inputs
Figure 6 shows a set of evaluation criteria for evalu-
ating the MRC questions. The question is relevant
if it is on the topic covered in the corresponding text
corpus. Factoid questions are questions that start
with one of the following words: “who”, “what”,
“where”, “when”, “why” or “how”. They ask about
facts that can be expressed as short texts (Parsing,
2009). The question is answerable if there exists an
answer to it. The evaluators are asked if the posed
question contains any spelling or grammar errors.
The difficulty of the posed question can be chosen
from three levels – easy, medium, or hard (please
refer to Table 1).

No

Is the question relevant?

Yes

No

Is the question factoid?

NoYes

Is the question answerable?

Yes

Does it have any spelling mistakes?

NoYes

Does it have any grammar mistakes?

Yes

How difficult is the question?

Easy Medium Hard

No

Figure 6: Hierarchical evaluation of the questions.

Table 1: Three different levels of difficulty of the posed
questions.

Easy
The correct answer is

obvious after reading the passage
only one time.

Medium

To find the correct answer, one
needs to carefully read and

understand both the question and
the paragraph.

Hard

To find the correct answer,
one needs to read the paragraph
many times, sometimes even use

logical reasoning to find the
correct answer.
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4.2.2 Evaluation of Outputs
The evaluators were asked to evaluate the retrieved
short answer and if necessary its explanation.
Namely, the output of the whole MRC system
is a text span (i.e., short answer). However, an
MRC system can be seen as a pipeline of two NLP
models - document retrieval and document reader,
where the output of the former model is the rele-
vant passage(s) and the output of the latter model
(i.e., the whole system) is a text span. Our metric
first evaluates the characteristics of the output of
the whole system (i.e., text span). If the output of
the whole system was not satisfying, then we eval-
uate its explanation (i.e., relevant passage) that was
provided by the document retrieval component.

The retrieved short answer is clear if its mean-
ing is easy to understand. The retrieved short an-
swer/explanation is relevant if it answers the posed
question. Clinical accuracy of the retrieved short
answer/explanation denotes the degree to which it
is clinically accurate – (i) clinically accurate, (ii)
partially clinically accurate, and (iii) clinically in-
accurate (see Table 2). Finally, the health coaches
judged the usefulness of the retrieved short an-
swer/explanation (see Figure 7).

Table 2: Three different levels of clinical accuracy.

Clinically
accurate

The retrieved short answer/
explanation is clinically accurate
and is based on evidence-based

information.

Partially
clinically
accurate

The retrieved short answer/
explanation is partially clinically

accurate and somewhat lacks
evidence-based information.

Clinically
inaccurate

The retrieved short answer/
explanation is not clinically

accurate and is not based
on evidence-based information.

4.3 Testing of the MRC System

Testing of the developed MRC system was con-
ducted during a pilot Randomized Controlled Trial
(RCT). In this RCT, 30 participants in the interven-
tion group (i.e., clients) interacted with 10 health
coaches who utilized the MRC system to answer
factoid questions. Clients were recruited from a
general student population if they (1) were older
than 21 years, (2) were available for weekly inter-
action with a health coach for four weeks, (3) were

not currently undergoing any treatment for a sleep
disorder or mental disorder and were not under the
care of a psychologist or psychiatrist, and (iv) had
PHQ-9 score less than 10.

Health coaches were recruited from the cohorts
of graduated students from the health coaching
course if they (1) were older than 21 years, (2) were
available for weekly interaction with three clients
for four weeks, and (iii) successfully completed
and passed the health coaching course. During the
study period of four weeks, clients had weekly
30-minute sessions with their respective health
coaches. All questions asked by health coaches
and their corresponding answers were saved during
the testing phase and were subsequently used in
the evaluation phase. By dividing human evalu-
ation into two parts, we were able also to judge
whether questions were posed in the way we asked
our health coaches to ask them, i.e., if they can be
answered by the developed MRC system.

4.4 Evaluation of the MRC System

Following a 4-week pilot RCT, the developed MRC
system underwent evaluation by 10 health coaches.
A total of 387 unique question-answer pairs were
evaluated by the health coaches during this period.
The heat map depicted in Figure 8 illustrates the
number of inputs and outputs evaluated by each
health coach, while Figure 9 showcases the aver-
age evaluation time required for each input/output
assessed by the health coaches.

Almost all questions (99%, 383/387) were eval-
uated as relevant. One example of a question that
was marked as not relevant was: "Food nutrition
tips". The next 87% of questions (335/383) were
judged as factoid. Some examples of not factoid
questions are as follows: "About REM sleep, is it
the phase that I’m dreaming?", "Can you exercise
before sleeping?", "I often run around campus for
3-5km at night 1-2h before sleeping. Is it good
or bad for sleep?". 2% of the remaining questions
(8/335) were marked as not answerable: "How long
should I be awake during sleep?", "How bad would
you say is my sleep health like compared to the av-
erage?", while additional 2% (6/327) had spelling
errors (e.g., "How long before bedtime shld i stop
screentime?"). Finally, the last 23% (74/321) had
grammar errors: "How do ensure naps have good
quality?", "Why wake up during night?". The re-
sults of the complete external human evaluation for
questions are shown in Figure 10.
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No

Is the short answer clear?

Yes

No

Is the short answer relevant?

No

Yes

Yes

Clinically inaccuratePartially clinically accurateClinically accurate 

Is short answer/explanation clinically accurate?

Is its explanation relevant?

Is the short answer/explanation useful?

NoYes

Figure 7: Hierarchical evaluation of the answers.

HC1 HC2 HC3 HC4 HC5 HC6 HC7 HC8 HC9 HC10
Coach

Qn
An

s

56 36 29 12 7 55 53 49 48 42

52 38 35 10 23 50 48 51 44 36 20

40

Figure 8: The total number of questions and answers
evaluated by each health coach.

HC1 HC2 HC3 HC4 HC5 HC6 HC7 HC8 HC9 HC10
Coach

Qn
An

s

8.6 14.2 11.2 41.4 67.4 9.7 30.6 17.3 36.7 21.1

7.2 24.5 25.0 55.6134.114.7 46.1 24.4 67.4 38.9 50

100

Figure 9: Average time in seconds per health coach
needed to evaluate questions and answers.

More than 40% (157/387) of short answers were
evaluated as not clear, out of which in 57% of cases
(89/157), their explanations were marked as rele-
vant. For example, "Question: When does mela-
tonin peak? Answer: release of melatonin, the
hormone that induces feelings of tiredness and re-
laxation. Explanation: When the sun goes down,
your eyes will perceive darkness and signal the scn

Figure 10: Extrinsic evaluation of questions.

accordingly. This triggers the release of melatonin,
the hormone that induces feelings of tiredness and
relaxation. This also causes your core temperature
to dip.". 63% of clear answers (146/230) were also
evaluated as relevant of which 99% (144/146) was
indicated as being (partly) clinically accurate. Fur-
thermore, 97% (113/116) of the short answers that
were not clear, but their explanations were relevant,
were (partly) clinically accurate. The results of the
complete external human evaluation for answers
are shown in Figure 11.
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Figure 11: Extrinsic evaluation of answers.

4.5 Composite scores of the MRC System
The results of our evaluation showed that 63.8%
(247/387) of unique questions were evaluated as
relevant, factoid, answerable, spelling and grammar
mistakes-free (i.e., good questions). Out of those,
63% (155/247) were judged as easy, 30% (74/247)
as medium and 7% (18/247) as hard questions. Fur-
thermore, 49.4% (191/387) of unique answers were
evaluated as clear, relevant, clinically accurate and
useful (i.e., good answers). In order to check if
there are any associations between the quality of
outputs and inputs, we performed a χ2 test. The
result showed significant associations between the
two (χ2 = 4.56, p=0.03). The distribution of the
performance matrix is shown in Table 3.

Table 3: 2x2 matrix for the performed χ2 test.

Questions
good bad

Answers
good 132 59
bad 115 81

5 Discussion and Conclusions

In this study, we conducted a scoping review to
identify gaps in the literature regarding human eval-
uation in NLP. The findings revealed three signif-
icant gaps that need to be addressed: the lack of
evaluation metrics for NLP system inputs, limited
consideration for interdependencies among differ-
ent characteristics of NLP systems, and a scarcity
of metrics for extrinsic evaluation.

To bridge these gaps and enhance human evalua-
tion in NLP, we proposed a hierarchical evaluation
framework. Our framework offers a standardized

approach that considers both the inputs and outputs
of NLP systems, allowing for a more comprehen-
sive assessment. Moreover, our hierarchical ap-
proach considers the interdependencies among dif-
ferent characteristics of NLP systems. Rather than
evaluating characteristics independently, our frame-
work emphasizes their interconnectedness and the
impact they may have on each other. This approach
enables a more holistic evaluation that captures the
overall performance of NLP systems.

To validate the effectiveness of our proposed
framework, we conducted a pilot RCT evaluating
an MRC system. The evaluation phase of our study
involved 10 health coaches who evaluated a total
of 387 question-answer pairs generated during the
RCT. The evaluation metrics developed for inputs
focused on aspects such as relevance, factoid na-
ture, answerability, spelling, grammar errors, and
difficulty levels of the questions. For outputs, the
evaluation criteria included clarity, relevance, clini-
cal accuracy, and usefulness of the retrieved short
answers and explanations.

The results of the evaluation provided valuable
insights into the strengths and weaknesses of the
MRC system and demonstrated the practical ap-
plication of our hierarchical evaluation framework.
The findings supported the notion that evaluating
both inputs and outputs is crucial for obtaining a
comprehensive understanding of the performance
and effectiveness of NLP systems. Future research
should focus on validating the scalability and time-
saving benefits of our proposed framework.

Limitations

We recognize the potential limitations that may
arise with a small-scale scoping review that is lim-
ited to a few venues. As our sample size is small,
our results and proposed solutions may lack gen-
eralizability and applicability. To mitigate the po-
tentially negative effects, we carefully chose the
most appropriate venues - as further explained in
2.1 - and limited the search to the most recent pa-
pers as the field of computer science is rapidly and
constantly evolving. Solely reviewing papers in
the English language could also potentially limit
the scope of our research. We also tried to delve
into a broad range of aspects of human evaluation
whilst keeping our objectives focused. However,
we recognize the inevitability of potential factors
that may exist outside of our considerations - which
may also affect results and conclusions.
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Abstract

In both the translation industry and translation
education, analytic and systematic assessment
of translations plays a vital role. However, due
to lack of a scheme for describing differences
between translations, such assessment has been
realized only in an ad-hoc manner. There is
prior work on a scheme for describing differ-
ences between translations, but it has coverage
and objectivity issues. To alleviate these issues
and realize more fine-grained analyses, we de-
veloped an improved scheme by referring to
diverse types of translations and adopting hi-
erarchical linguistic units for analysis, taking
English-to-Japanese translation as an example.

1 Introduction

In translation, assuring quality is the primary and
indispensable issue. In translation industry, trans-
lation quality assessment (TQA) is introduced to
ensure a certain level of quality for clients and end-
users, whereas in research, TQA is conducted to
gauge the differences in quality between different
translation processes and systems (Castilho et al.,
2018). The goals of TQA are diverse depending on
situations, but regardless of situations, we need to
compare translations as systematically and objec-
tively as possible (Koby et al., 2014).

In translation education, learners should acquire
competence to analyze and justify their transla-
tions, and explain their decisions with appropri-
ate metalanguages and theoretical approaches (Eu-
ropean Master’s in Translation, 2022). Lacking
systematically organized concepts and precise de-
scriptions, however, instructors can explain several
possible translations and their differences only by
using their own languages in an ad-hoc manner, and
learners are not able to grasp the whole picture of

∗This work was done during an internship of the first au-
thor at National Institute of Information and Communications
Technology.

differences. In the translation production workflow
in industry, machine translation (MT) systems are
often used with manual post-editing (ISO/TC37,
2017). However, no study has analytically assessed
how post-edited MT output (MT+PE) and trans-
lation produced exclusively by human translators
(HT) differ and what cause the differences. These
situations suggest the necessity of a comprehensive
typology, or metalanguage (Kageura et al., 2022),
of differences between translations (target docu-
ments, henceforth TDs) for the same source docu-
ment (SD), as a scaffold to discuss such differences
objectively, analytically, and precisely.

There is only one scheme that enables us to de-
scribe differences between independently produced
TDs (Honda et al., 2022). While their scheme has
been tailored for analytic and systematic assess-
ment of differences, it has two vital problems. First,
the covered phenomena would be limited; the TDs
they analyzed were all from the same content do-
main and produced by human translators. Another
problem is the vagueness and subjectivity of units
employed to capture sub-sentential pairs within
given TDs.

This paper presents our scheme for describing
differences between TDs, which we have devel-
oped to alleviate these two problems. To cover
a wider variety of phenomena, we used several
SDs from various content domains and obtained
their translations via substantially different meth-
ods, i.e., HT and MT+PE. For tangible and objec-
tive analyses, we adopted general linguistic units.
Our scheme has two notable features: (i) it serves
as scaffolding metalanguage for discussing differ-
ences between TDs, and (ii) it can be used as a
research tool as well as a learning material.

The remainder of this paper is structured as fol-
lows. Section 2 describes related work. Section 3
explains how we have developed the scheme. Sec-
tion 4 presents our scheme. Section 5 reports on
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our intrinsic evaluation, and Section 6 discusses the
current status of our scheme and remaining issues.
Section 7 concludes this paper.

2 Related Work

Many studies have so far addressed analytic and
systematic assessment of translation quality. Ex-
isting evaluation schemes, e.g., MQM (Lommel
et al., 2014), focus on translation errors (or issues)
(Castilho et al., 2018). However, none of them can
be used to describe differences between pairs of
issue-free translations: how they differ and what
cause the differences. Recent MT systems, which
cause less translation issues (Freitag et al., 2021),
will require such schemes sooner or later.

There is a large body of studies comparing
issue-free translations independently produced by
various translators, such as students and profes-
sional translators (Pastor et al., 2008; Lapshinova-
Koltunski, 2015; Rubino et al., 2016; Ghent et al.,
2018; Bizzoni and Lapshinova-Koltunski, 2021;
Lapshinova-Koltunski et al., 2022), and MT+PE
and HT (Toral, 2019). They revealed differences
in terms of linguistic features, i.e., translationese
(Baker, 1993; Laviosa-Braithwaite, 1998) and post-
editese (Toral, 2019). However, they only observed
general tendencies of TDs as a whole, and none of
them established a means to analytically and sys-
tematically explain individual instances that exhibit
some kind of differences.

Unlike above, Yamamoto and Yamada (2022)
made an analytic comparison of draft and final
versions of TDs. They compiled a typology of
manipulations applied to TDs during the produc-
tion process, called translation strategies (Chester-
man, 2016),1 extending the work by Chesterman
(2016), and ensuring the coverage and systematic-
ity through analyzing actual revision examples ex-
tracted from pairs of draft and final versions of TDs.
Their typology consists of syntactic, semantic, and
pragmatic subparts2 comprising 13, 9, and 10 types,
respectively. The syntactic and semantic strategies
have been adopted from linguistic theories (Morris,
1938). The pragmatic strategies are, on the other
hand, more specific to translation, e.g., referring to

1Yamamoto and Yamada (2022, p.83) explain that trans-
lation strategies are “methods applied to achieve a proper
translation that moves beyond the literal.”

2Chesterman (2016, p.104) defined the three groups of
strategies as follows: “if syntactic strategies manipulate form,
and semantic strategies manipulate meaning, pragmatic strate-
gies can be said to manipulate the message itself.”

external information and ensuring quality for target
readers, performed to produce a TD that is more ap-
propriate for the predetermined purposes. However,
the typology of translation strategies would not be
applicable to the pairs of independently produced
TDs, since it has been developed only on the basis
of revision examples performed during the process
of producing TDs.

Honda et al. (2022) is the pioneer of constructing
a scheme for extracting and explaining differences
between independently produced TDs for the same
SD. To identify differences between any pair of lin-
guistic expressions observed in given pairs of TDs,
they proposed a two-step procedure: decompose
given pairs of TDs and classify the differences be-
tween each constituent pair. The latter is realized
with decision lists, consisting of 13, 8, and 4 types
of categories for syntactic, semantic, and pragmatic
differences incorporated from translation strategies
(Chesterman, 2016; Yamamoto and Yamada, 2022).
Their work has two major defects. One is the lim-
ited variety of phenomena it covers. They used a
set of abstracts of scientific articles and their human
translations (HT) produced by different translators.
Due to the relatively limited range of textual do-
main, homogeneous text type, and the same method
for translation production, they observed only a lim-
ited range of differences. The other problem is the
intermediate unit called “chunk.” They introduced
it in between sentence and word, and proposed cri-
teria to extract pairs of chunks from given pairs of
TDs. However, the vague definition of chunk leads
to subjective analyses.

3 Construction of the Scheme

We developed an improved scheme for describing
differences in TDs. In our scheme, we adopted the
two-step workflow proposed in the previous work
(Honda et al., 2022): top-down recursive decom-
position of pairs of TDs followed by classification
of each constituent pair into pre-defined categories.
We also followed Honda et al. (2022) to implement
a procedure for the first step and decision lists for
the second step. In contrast, we addressed the two
problems in Honda et al. (2022) as follows.

• To cover a wider variety of differences, we
used the TDs that belong to various content
domains and produced by different methods
(Section 3.1), and reconsidered to incorporate
translation strategies that Honda et al. (2022)
did not adopt (Section 3.2.2).
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Usage ID # seg # sentences # words (tokens) Topic
SD HT MT+PE SD HT MT+PE

Development

Doc1 11 21 25 26 524 774 762 Clean energy
Doc2 8 15 18 18 415 593 588 Medical equipment
Doc3 7 13 14 14 273 339 362 CAD software
Doc4 11 21 21 22 399 555 575 Travel health
Doc5 18 34 34 34 895 1,184 1,197 Radio frequency devices

Refinement Doc6 19 32 30 30 384 541 499 Complaint letter
Doc7 31 39 42 41 463 632 630 Game application

Validation Doc8 36 47 48 48 446 621 602 Licensing procedure
Doc9 32 39 40 41 530 729 715 Contract renewal

Table 1: Usage of and statistics for documents and translations: words (token) counts were obtained by NLTK (Bird
et al., 2009) for the SDs in English and MeCab and IPAdic (Kudo et al., 2004) for the two types of TDs in Japanese.
“seg” indicates “segments” given as original units aligned across SD, MT+PE, and HT.

• To carry out tangible and objective analyses,
we adopted hierarchical linguistic units in
the target language widely used in linguistics
(Section 3.2.1).

We developed and refined our scheme through re-
peating annotation and discussion in order to ensure
its systematicity and coverage as much as possible
(Sections 3.2 and 3.3), taking English-to-Japanese
translations.

3.1 Collecting Translation Data

When designing and validating an annotation
scheme, in general, it is ideal to take as diverse
examples as possible into account.

To ensure the diversity of SDs, we used technical
documents in various specialized fields, consider-
ing their nature and purposes; they are rather literal
and logical than figurative and emotional. We also
expected that the requirements in translating them
should potentially be identified and explained in
the form of translation brief, and that the subtle
differences seen in their translations would be ex-
plainable by ourselves. For our study, we collected
nine technical documents written in English.3

To ensure the diversity of translations, we de-
cided to compare human translation (HT) and post-
edited version of machine translation (MT+PE).
HT is eligible as one side of document pairs for
comparison, because it should have the highest
quality among conceivable ways of obtaining trans-
lations. As the counterpart, we chose MT+PE, as-
suming that it assures certain quality if it follows
ISO 18587 (ISO/TC37, 2017), and that it should be

3We searched for documents on the Web considering their
license for our future release of documents with our transla-
tions and annotations.

substantially different from HT due to the certain
level of reliance on MT outputs. Even if MT+PE
is close enough to HT, analyzing their differences
still contributes to research on MT.

HT and MT+PE for the nine documents were
produced by two different Translation Service
Providers (TSPs). For HT, we asked an ISO-
certified TSP to produce HT following ISO 17100
(ISO/TC37, 2015). For MT+PE, we first obtained
English-to-Japanese MT outputs using TexTra4

and asked another ISO-certified TSP to post-edit
the MT outputs following ISO 18587 (ISO/TC37,
2017) but avoiding excessive editing.

Table 1 summarizes the statistics for the col-
lected tuples of SD, HT, and MT+PE. We used five
tuples for development, other two for refinement,
and the rest two for validation of the scheme.

3.2 Development of the Initial Scheme
The authors, whose native language is Japanese
and thus have sufficient linguistic competence in
Japanese, first created the scheme for English-to-
Japanese translation through repeating annotation
and discussion. Annotation, i.e., decomposition
of paired TDs and classification of extracted pairs,
was carried out by one of the authors of this paper,
and another author joined in discussion to revise
the scheme. Five tuples of SD, HT, and MT+PE
(Doc1 to Doc5 in Table 1) were used.

3.2.1 Decomposing Unit Pairs
Within pairs of relatively large units, such as sen-
tence pairs, several types of differences can co-
exist. Aiming at analytically describing each differ-
ence, Honda et al. (2022) proposed to decompose

4https://mt-auto-minhon-mlt.ucri.
jgn-x.jp/, GPMT-3.9 200930 nmt

25



given sentence-aligned TDs into smaller units. To
better handle the hierarchical structures in TDs, we
adopted linguistic units in Japanese.

First, we extracted pairs of linguistic units from
each pair of TDs, making sure that each unit to be
well-defined in linguistics, such as clause and noun
phrase, referring to literature on Japanese grammar
(Masuoka and Takubo, 1992; SIG for Descriptive
Grammar in Japanese, 2008, 2009a, 2010). Each
unit is also aligned with corresponding unit in SD
in order to identify the corresponding units in differ-
ent TDs. Then, based on the results, we refined the
procedure for decomposition as well as the types of
units by grouping them based on linguistic features.
In this refinement process, we decided to distin-
guish the “non-linguistic units” that play some role
in document from linguistic units.

We present the resulted procedure and the types
of units in Section 4.1.

3.2.2 Classifying Differences
Following Honda et al. (2022), we used three ex-
clusive groups of categories (syntactic, semantic,
and pragmatic categories) and decision lists for
describing differences. To cover a wide variety
of differences, we reconsidered to incorporate the
categories discussed in the literature of translation
strategies (Chesterman, 2016; Yamamoto and Ya-
mada, 2022) that Honda et al. (2022) did not adopt.

Given extracted pairs of units, one of the au-
thors first classified them into one of the categories
within a union of those presented in Chesterman
(2016), Yamamoto and Yamada (2022), and Honda
et al. (2022). Syntactic, semantic, and pragmatic
differences were separately analyzed, as in previ-
ous work. We then examined the results to refine
the categories. When we found problems, such as
phenomena that are not covered by existing cate-
gories, we refined the decision lists by adding new
categories, revising definition statements to extend
the scope of existing categories, and/or dividing
or merging existing categories, referring to litera-
tures of linguistics (SIG for Descriptive Grammar
in Japanese, 2003, 2009b,c, 2010). In the decision
lists, we prioritized categories that describe a more
specific and/or easily identifiable phenomena.

The resulted three sets of categories are pre-
sented in Section 4.2.

3.3 Refinement of the Scheme

After a couple of iterations of the initial phase (Sec-
tion 3.2), the same two of the authors refined the

scheme in a more rigorous setting: independent
annotation followed by comparison of the results.
First, they only decomposed TDs for Doc6, and
refined the procedure for decomposition through
comparing the results. Then, they did both de-
composition and classification for Doc7. Through
comparing the results, they determined the issues
of the scheme from the viewpoint of consistency,
coverage, and understandability of the instructional
materials, and improved them.

4 Our Improved Scheme

Through the process described in Section 3, we
developed a scheme for describing differences be-
tween pairs of TDs. During the process, we also
assembled instructional materials for annotators.
These documents are made publicly available;5

they are mainly written in Japanese, since we have
compiled them for analyzing TDs in Japanese.

In this section, we explain their summary, using
examples of unit decomposition and classification
shown in Table 2.

4.1 Procedure for Decomposing Unit Pairs
We defined a total of nine types of units for anal-
ysis. Seven out of them are “linguistic unit” well-
defined in linguistics: paragraph, sentence, clause,
phrase, compound expression, word, and punctua-
tion. The remaining two are called “non-linguistic
unit” since they play specific roles within docu-
ment: “sentence-equivalent unit,” such as head-
lines and bibliographic information, and “phrase-
or-word-equivalent unit,” such as terms, named
entities, and inline quotations.

The overview of our procedure for decomposing
and extracting units for analysis is as follows.

Step 1. Check if the stopping conditions apply:
assess whether the given pair of units for
analysis must be decomposed or not.

Step 2. Decompose each TD unit: decompose
each unit into smaller units “without nesting;”
the extracted units must be as large as possible
and must not overlap with each other.

Step 3. Align with SD: align each extracted unit
of TD with its corresponding unit of SD.

Step 4. Align between TD units: identify pairs
of constituent units extracted from different
TDs that correspond to the identical unit of

5https://github.com/tntc-project/
translation-difference
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No. d Unit in SD Unit in TD1 Unit in TD2 Syn Sem Pra

1 2 Payment of the fee must
accompany the form.

手数料の支払は、用紙
を添付する必要があり
ます。

料金の支払いには、申
請書を添付しなければ
なりません。

g4 NA p100

2 3 payment of the fee 手数料の支払 料金の支払い g100 PEQ PEQ
3 4 the fee 手数料 料金 g100 s6 p9
4 4 payment 支払 支払い g12 s2 p9
5 3 ϕ 、 、 EQ EQ EQ
6 3 the form 用紙 申請書 g100 s7 p7
7 3 must accompany 添付する必要がありま

す
添付しなければなりま
せん

g18 s10 p100

8 3 . 。 。 EQ EQ EQ

Table 2: Examples of extracted units for analysis labeled with their syntactic (Syn), semantic (Sem), and pragmatic
(Pra) categories. d indicates the depth of the unit; for instance, the first unit with d = 2 means that this tuple of
sentences has directly been extracted from a given (d = 1) parallel paragraphs.

SD. Here, functional words that are not mutu-
ally interchangeable are left unaligned, since
such difference takes a part of the given pair
of larger units. The identical functional ex-
pressions are also left unaligned, for the sake
of simplicity in analyzing differences.

Note that this procedure is recursively applied to ev-
ery pair of constituent units, in order to thoroughly
decompose and extract the units for analysis in the
given pair of TDs.

For a unit pair which has been decomposed into
several constituent unit pairs, we analyze the dif-
ferences between their constructions, ignoring the
differences between the extracted constituent unit
pairs. To this end, we decided to identify patterns
for unit pairs that are decomposed. Given a unit
pair, the pattern for each side is obtained by replac-
ing the strings corresponding to each constituent
unit with a unique symbol. For instance, the unit
pair in line 1 in Table 2 (d = 2) is decomposed
into unit pairs in lines 2, 5, 6, 7, and 8 (d = 3).
By replacing the strings corresponding to each con-
stituent with letters A to E, we obtain the patterns
“AはBCをDE” for TD1 and “AにはBCをDE” for
TD2. Note that, as explained in Step 4, some func-
tional words, “は” (topic marker), “を” (accusative
case), and “に” (dative case) in this case, are not
extracted as a constituent unit pair and thus left
lexicalized. For another instance, the pair in line 2
in Table 2 (d = 3) is further decomposed into pairs
in lines 3 and 4 (d = 4), leaving aligned but identi-
cal function word “の” (genitive case) unextracted,
and the patterns of the unit pair are both identified
as “AのB.”

4.2 Decision Lists for Classifying Differences

For each pair of units extracted from a pair of TDs,
we separately analyze their syntactic, semantic, and
pragmatic differences following the decision lists.
Tables 3, 4, 5 show the categories of each group.6

In each table, the categories with a check mark
(✓) indicate that they do not exist in the scheme
of Honda et al. (2022) and are newly added in our
work. See Appendix A for their definitions.

Syntactic categories describe syntactic differ-
ences, such as structures and forms, not involving
content. Note that some syntactic categories in Ta-
ble 3 are only applicable to certain types of unit
pairs, e.g., “g9 Clause structure difference” never
happens when analyzing pairs of paragraphs.

Semantic categories describe differences of con-
tents or meanings and are applied only to linguistic
units. In the categories shown in Table 4, “NA Not
applicable” is assigned to a unit pair that (a) both
of the units are paragraphs or sentences, or (b) at
least one of the units is non-linguistic unit. “PEQ
Pattern equivalence” is used for unit pairs whose
patterns are identical, e.g., the unit pair in line 2 in
Table 2 both of which are identified as “AのB” as
patterns.

Pragmatic categories describe pragmatic differ-
ences, such as relationships between the sender and
receivers, and language use or structures consid-
ering the purposes of documents. “PEQ Pattern
equivalence” in Table 5 is the same as “PEQ” in
the semantic categories.

6We defined the decision list of syntactic categories for
each pair of unit types. Thus, unlike Tables 4 and 5, Table 3
does not serve as a decision list.
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Label New Category name

EQ ✓ Exact match
g1 ✓ Paragraph structure difference
g2 ✓ Sentence type difference
g3 ✓ Voice difference
g4 ✓ Topic difference
g5 Sentence structure difference
g6 ✓ Segment structure difference
g7 ✓ Clause type difference
g8 ✓ Ellipsis/Repetition difference
g9 ✓ Clause structure difference
g10 ✓ Quotation difference
g11 ✓ Original spelling difference
g12 ✓ Orthography difference
g13 Loan difference
g14 ✓ Acronym difference
g15 Phrase structure difference
g16 ✓ Reference expression difference
g17 Part of speech difference
g18 ✓ Predicate difference
g19 ✓ Affix difference
g20 Function word difference
g21 ✓ Presence of translation
g22 ✓ Analysis unit difference
g23 Unit difference
g99 ✓ Other syntactic difference
g100 ✓ Syntactic equivalence

Table 3: Syntactic categories.

Label New Category name

EQ ✓ Exact match
NA ✓ Not applicable
PEQ ✓ Pattern equivalence
s1 ✓ Conjugated form difference
s2 ✓ Spelling difference
s3 ✓ Polysemy difference
s4 ✓ Causal difference
s5 ✓ Trope difference
s6 ✓ Hyponymy difference
s7 Abstraction difference
s8 Emphasis difference
s9 Perspective difference
s10 ✓ Predicate meaning difference
s11 Synonym
s99 ✓ Other semantic difference

Table 4: Semantic categories.

4.3 Instructional Materials for Annotators

In order for annotators to appropriately apply our
scheme, we prepared four types of instructional
materials. Two of them are documents for decom-
position and classification, which are described in
Sections 4.1 and 4.2.

In addition, we also assembled the following
two materials about decomposition procedure in
order to guide the annotators in the complicated
decomposition process: (a) a document describ-
ing detailed procedure of decomposition with some
examples, and (b) a video material showing the pro-

Label New Category name

EQ ✓ Exact match
PEQ ✓ Pattern equivalence
p1 ✓ Translation error
p2 ✓ Transediting difference
p3 ✓ Structure-awareness difference
p4 Cultural filtering difference
p5 ✓ Interpersonal difference
p6 ✓ Cohesion difference
p7 ✓ Explicitness/Implicitness difference
p8 Domain adaptation difference
p9 ✓ Register difference
p10 ✓ Readability difference
p99 ✓ Other pragmatic difference
p100 ✓ Pragmatic equivalence

Table 5: Pragmatic categories.

cedure of decomposition in a step by step manner.
All of the materials include some examples, such

as those collected from Doc1-Doc7 in Table 1 dur-
ing development of the scheme.

5 Intrinsic Evaluation

We evaluated whether our scheme meets the crite-
ria of metalanguage of translation (Kageura et al.,
2022), in particular, consistency of decomposition,
consistency of classification, and coverage of cat-
egories. The two engaged in the development (A
and B) and another one of the authors (C) partici-
pated in the evaluation as annotators. Annotator A
is a graduate student in pedagogy, Annotator B is a
Ph.D in computational linguistics, and Annotator
C is an MA in translation studies. The annota-
tors first read instructional materials of the scheme
described in Section 4. They then independently
annotated the two pairs of TDs reserved unseen for
this purpose (Doc8 and Doc9 in Table 1) following
the two-step annotation workflow: decomposition
of the TD pairs into constituent unit pairs and clas-
sification of each pair into categories. In the classi-
fication step, they completed annotation for each of
syntactic, semantic, and pragmatic categories for
all the extracted TD pairs in this order.

As a result, they extracted 471, 466, and 443
pairs of units from Doc8, and 463, 456, and 451
from Doc9, respectively. Tables 6, 7, and 8 respec-
tively show the frequencies of syntactic, semantic,
and pragmatic categories labeled by each annotator.

5.1 Consistency of Decomposition

To gauge the inter-annotator consistency of unit de-
composition, we computed recall, precision, and F1
score of each annotator’s result regarding another
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Category Doc8 Doc9

A B C A B C

EQ 129 139 131 166 161 164
g1 0 0 1 0 0 0
g2 0 0 0 1 0 0
g3 2 2 1 3 2 0
g4 7 7 3 2 1 3
g5 1 1 2 1 0 0
g6 0 1 1 3 1 3
g7 0 0 0 0 0 0
g8 1 0 1 0 0 0
g9 3 1 0 3 5 0
g10 0 0 0 0 0 0
g11 13 12 23 10 7 6
g12 47 44 39 37 33 26
g13 8 4 11 5 4 3
g14 0 0 0 0 0 0
g15 3 5 2 10 9 4
g16 1 1 3 0 1 1
g17 12 16 10 11 8 17
g18 15 14 14 18 10 17
g19 6 3 0 2 0 0
g20 4 5 9 8 7 6
g21 18 14 26 21 27 49
g22 0 0 1 4 7 0
g23 55 52 35 37 47 32
g99 0 11 18 6 3 15
g100 146 134 112 115 122 105
Other∗ 0 0 0 0 1 0

Total 471 466 443 463 456 451

Table 6: Frequency of syntactic categories. “Other∗”
indicates that the annotator judged that a pair of units
could not be classified to any category.

Category Doc8 Doc9

A B C A B C

EQ 129 139 131 166 161 164
NA 48 49 49 52 55 14
PEQ 100 89 70 88 89 96
s1 3 4 2 9 7 10
s2 24 18 17 10 13 14
s3 1 3 2 0 1 7
s4 1 3 5 1 6 1
s5 0 0 0 0 0 0
s6 2 9 0 1 2 1
s7 15 35 44 15 25 26
s8 30 12 10 45 14 9
s9 9 10 6 9 15 4
s10 3 11 5 3 13 5
s11 101 73 68 62 46 43
s99 5 11 34 2 9 57

Total 471 466 443 463 456 451

Table 7: Frequency of semantic categories.

annotator’s result as a gold standard. We excluded
the original units given for annotation, i.e., 36 and
32 segments for Doc8 and Doc9, respectively, as
they were consistent by definition.

Category Doc8 Doc9

A B C A B C

EQ 129 139 131 166 161 164
PEQ 126 115 69 112 115 96
p1 1 5 3 2 5 2
p2 0 0 0 0 1 0
p3 1 0 13 11 0 1
p4 33 24 24 9 10 8
p5 23 13 19 6 8 14
p6 10 2 10 10 2 11
p7 7 22 34 17 26 13
p8 4 1 3 8 10 27
p9 86 67 2 74 47 1
p10 27 13 26 30 37 10
p99 4 5 0 4 0 8
p100 20 60 109 14 34 96

Total 471 466 443 463 456 451

Table 8: Frequency of pragmatic categories.

Test Gold Doc8 Doc9

R P F1 R P F1

A B 84.0 83.0 83.5 73.6 72.4 73.0
B C 80.8 76.5 78.6 70.9 70.0 70.5
C A 75.9 81.1 78.4 67.5 69.5 68.5

Table 9: Inter-annotator consistency of decomposition
(%): R, P, F1 stand for recall, precision, and F1 score,
respectively, computed regarding the result of one anno-
tator as reference (Gold). For reversed pairs of test and
gold annotators, consider R and P flipped.

Table 9 summarizes the results. The F1 scores
span 78.4–83.5 for Doc8 and 68.5–73.0 for Doc9.
While the F1 scores for each document were rela-
tively stable (≤ 5.1 points), there were larger gaps
between Doc8 and Doc9 (≥ 8.1 points).

We consider that our scheme has enabled the
annotators to decompose unit pairs relatively con-
sistently, but the lower F1 scores for Doc9 suggest
that linguistic complexity in TDs and/or the sim-
ilarity between independently produced TDs can
affect the decomposition process.

Retrospective interview with the annotators re-
vealed that the most typical disagreement was due
to the different recognition of syntactic structure.
For instance, see the following example of a noun
phrase that the three annotators decomposed in dif-
ferent ways, where brackets indicate the constituent
units extracted from the phrase.

SD: Types of Submissions Subject to eCTD Re-
quirement

MT+PE: eCTD要件の対象となる申請の種類

A: [eCTD要件の対象となる][申請の種類]
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Pair Doc8 Doc9

# unit Syntactic Semantic Pragmatic # unit Syntactic Semantic Pragmatic

A–B 280 79.6 (0.73) 70.4 (0.63) 66.1 (0.56) 218 71.1 (0.61) 61.9 (0.53) 63.3 (0.51)
B–C 255 71.4 (0.64) 65.5 (0.59) 39.6 (0.29) 198 69.2 (0.59) 46.0 (0.34) 51.5 (0.38)
C–A 263 74.1 (0.67) 65.4 (0.58) 38.8 (0.30) 196 73.5 (0.66) 48.5 (0.39) 45.4 (0.34)

Table 10: Inter-annotator agreement ratio (%) and Cohen’s κ (in parenthesis) on classification, excluding “EQ Exact
match.” “# unit” indicates the number of unit pairs obtained by both of each pair of annotators.

B: [eCTD要件の対象となる][申請][の][種類]

C: [eCTD要件の対象となる申請][の][種類]

Annotator A recognized that the phrase com-
prises an adnominal clause and a head noun phrase,
while Annotator B further detached the genitive
modifier, “申請” (application), and genitive case
marker, “の” (of), considering that the single noun,
“種類” (type), is the shared modificand. Annotator
C identified an adnominal noun phrase as a geni-
tive modifier of the single head noun. This example
illustrates that structural ambiguities in TDs affect
the decomposition procedure.

5.2 Consistency of Classification
We computed inter-annotator agreement ratio and
Cohen’s κ (Cohen, 1960) for the set of unit pairs
shared by each pair of annotators, excluding units
annotated with “EQ,” i.e., the identical pair of units
in HT and MT+PE.

Table 10 summarizes the results. Compared to κ
values for syntactic categories spanning 0.59–0.73,
those for semantic and pragmatic categories were
low: 0.34–0.63 and 0.29–0.56, respectively. This
indicates that semantic and pragmatic categories
are more difficult to consistently classify.

See, for instance, the pair of bracketed expres-
sions in the following example.

SD: Submissions [for] blood and blood compo-
nents

HT: 血液および血液成分[に関する]申請

MT+PE: 血液及び血液成分[の]申請

The three annotators labeled this pair with differ-
ent semantic categories: “s7 Abstraction differ-
ence,” “s8 Emphasis difference,” and “s11 Syn-
onym.” Through discussion, the annotators agreed
that this example should be classified as s7, since
“に関する” (regarding) is more specific compared
to “の” (of/for). Such discussion calls for the clar-
ity of the definition of s7 in the decision list for
classification.

5.3 Coverage of Categories

Relatively low frequency of p99 (Table 8) suggests
that the scheme ensures the coverage of pragmatic
categories. In contrast, the higher frequencies of
g99 (up to 18 in Table 6) and s99 (up to 57 in
Table 7) reveal the necessity of refining our scheme.
For instance, see the following example.

SD: Products that [are intended] to be distributed
commercially

HT: 商業的に流通することを[目的とした]製
品

MT+PE: 市販されることを[意図した]製剤

Two of the annotators identified the syntactic differ-
ences between the idiomatic phrase in HT “目的
とした” (are regarded as the goal) and the literal
translation in MT+PE. We consider that we need a
new category for this type of differences.

6 Discussion

Our intrinsic evaluation confirmed that our scheme
enables us to analyze the differences between inde-
pendently produced translations at a certain level
of consistency and coverage. Toward improving
the consistency of classification further, we plan
to refine intensional definitions and enrich exam-
ples to delineate extensional definitions. External
references, such as lists of functional expressions
and named entities, terminology, and style spec-
ifications, should also help improve consistency.
To ensure the coverage, we plan to introduce new
categories.

Even though the present scheme does not
achieve perfect consistency and coverage, we con-
sider that the disagreed examples do not necessarily
suggest the defects of the scheme. Such examples
represent fundamental difficulties in understand-
ing the notions indispensable for analyzing trans-
lations, and are thus useful in the practical use of
the scheme. For instance, in educational settings,
the scheme itself is a subject to learn. Through
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exercises of annotating the same TD pairs and
discussing discrepancies of the annotation results,
learners should be able to improve their compe-
tence in translation and grasp underlying concepts,
such as syntax, semantics, and pragmatics, referred
to in the scheme. The scheme will also help learn-
ers explain their specific choice of expressions in
the target language.

Our scheme subsumes the categories of transla-
tion strategies (Chesterman, 2016; Yamamoto and
Yamada, 2022) and enables comparisons of arbi-
trary pair of entire TDs. It is thus worth investi-
gating that our scheme can also be used to analyze
translation strategies.

7 Conclusion

This paper presented a scheme for analytically and
systematically assessing the differences between
independently produced translations for the same
SD. On the basis of the work in Honda et al. (2022),
we adopted nine types of linguistic/non-linguistic
units for analysis and refined the decision lists with
a wide variety of categories through annotation
and discussion using substantially heterogeneous
translations, i.e., HT and MT+PE. Unlike previous
work in analytic assessment (Chesterman, 2016;
Yamamoto and Yamada, 2022; Honda et al., 2022),
we also conducted an intrinsic evaluation of the
scheme, employing multiple annotators. The re-
sults show that classification of semantic and prag-
matic differences is more difficult compared to de-
composing unit pairs and classifying syntactic dif-
ferences. Nevertheless, we believe that our scheme
is useful, since it covers a wide range of translation-
related concepts and thus can be a useful metalan-
guage to talk about differences in translation.

Our scheme is partly dependent on the target lan-
guage, i.e., Japanese. We thus plan to examine its
applicability to translations from other languages
than English into Japanese. To analyze differences
between translations in other target languages than
Japanese, we need to adapt our scheme to them.
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A Definitions of Categories

Tables 11, 12, and 13 give the lists of categories and
their definitions for each primary category group.
The lists of semantic and pragmatic categories in
Tables 12 and 13 also serve as decision lists.
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Label Category name Definition

EQ Exact match Identical units; the character strings exactly match
g1 Paragraph structure difference Differences in the order of translation at sentence level
g2 Sentence type difference Differences in sentence types (e.g., simple sentences, complex sentences,

declarative sentences, interrogative sentences, or imperative sentences)
g3 Voice difference Differences in voice expressions which often lead to the differences in case

structures
g4 Topic difference Differences in salience and/or markedness of topic (e.g., presence or absence

of the topic or the use of particles expressing the topic, differences of the
words expressed as the topic, or differences of particles expressing the topic)

g5 Sentence structure difference Differences in sentence structures, such as the relationship between a main
clause and a subordinate clause, the order of translation at clause level, or
modification relationships

g6 Segment structure difference Differences in the structures (e.g., order of translation) in non-linguistic units
(e.g., headlines, items, or footnotes)

g7 Clause type difference Differences in clause types (e.g., interrogative, quotation, adnominal, and
adverbial clauses)

g8 Ellipsis/Repetition difference Differences in the ways of translation, such as repetition or ellipsis of a
modifier or a modificand

g9 Clause structure difference Differences in clause structures, such as modification relationships
g10 Quotation difference Differences in the ways of translating quotations, including the uses of

quotation marks
g11 Original spelling difference Differences in the use of original spelling in SD
g12 Orthography difference Differences in orthography
g13 Loan difference Differences in the use of loan words (e.g., transliteration)
g14 Acronym difference Differences in the use of acronym
g15 Phrase structure difference Differences in phrase structures, such as word order or modification relation-

ships
g16 Referring expression difference Differences in the use of referring expressions
g17 Part of speech difference Differences in parts of speech
g18 Predicate difference Differences in predicates, such as tense, aspect, and mood
g19 Affix difference Differences in types of affix or presence/absence of affix
g20 Function word difference Differences in function words (e.g., particles, auxiliary verbs) or functional

expressions
g21 Presence of translation Differences in presence of translation
g22 Analysis unit difference Differences between non-linguistic and linguistic units
g23 Unit difference Differences in the types of linguistic units
g99 Other syntactic difference Other syntactic differences that are not applicable to above categories
g100 Syntactic equivalence No syntactic differences

Table 11: The list of syntactic categories and definitions.

Label Category name Definition

EQ Exact match Identical units; the character strings exactly match
NA Not applicable Not applicable in semantic categories; both of the units are paragraphs or

sentences, or at least one of the units is non-linguistic unit
PEQ Pattern equivalence Identical pattern in both units
s1 Conjugated form difference Differences only in conjugated form
s2 Spelling difference Differences only in the orthography in Japanese writing system
s3 Polysemy difference Differences in transferring different meanings of an ambiguous word in SD
s4 Causal difference Causal relationships between the meanings of units
s5 Trope difference Differences in the use of trope expressions or styles of trope expressions
s6 Hyponymy difference Hyponym and hypernym relationships between the meanings of units
s7 Abstraction difference Differences in the degrees of abstraction
s8 Emphasis difference Differences in the ways of emphasis or focuses of the description
s9 Perspective difference Differences in the perspectives of stating the same content
s10 Predicate meaning difference Differences in the meanings of predicate expressions
s11 Synonym Synonymous relationships between the meanings of the units
s99 Other semantic difference Other semantic differences that are not applicable to above categories

Table 12: The decision list and definitions of semantic categories.
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Label Category name Definition

EQ Exact match Identical units; the character strings exactly match
PEQ Pattern equivalence Identical pattern in both units
p1 Translation error Differences in translating contents of SD wrongly in either one or both of

TDs
p2 Transediting difference Differences in the degrees of transediting the badly written SD (e.g., errors

or ambiguities)
p3 Structure-awareness difference Differences in the ways of adapting expressions and constructions to the

functional roles of SD element (e.g., titles, items, footnotes, captions, and
citations)

p4 Cultural filtering difference Differences in whether domesticating to the target culture or not (e.g., trans-
lating a feature in source culture by using expressions that adapt to the target
culture)

p5 Interpersonal difference Differences in the degrees of reflecting the relationships between the sender
and receivers (e.g., politeness, feeling, or intervention)

p6 Cohesion difference Differences in the degrees of cohesiveness (e.g., those exhibited by the use
of ellipsis, repetition, or conjunction words)

p7 Explicitness/Implicitness difference Either one of TDs adds new information that does not exist in SD, or ex-
plicitly expresses information originally implicit in SD, for the purpose of
explicitness of sender’s intention or supplement of readers’ understanding
(e.g., differences in modifications, notes, explanation with parenthesis, or
the use of words adapting to context)

p8 Domain adaptation difference Differences in the use of expressions specific in the content domain of SD
p9 Register difference Differences in the use of expressions adopted to the text type or register
p10 Readability difference Differences in readability (considering the supposed readers)
p99 Other pragmatic difference Other pragmatic differences that are not applicable to above categories
p100 Pragmatic equivalence No pragmatic differences

Table 13: The decision list and definitions of pragmatic categories.
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Abstract

This paper presents an overview of, and
the results from, the 2023 Shared Task on
Reproducibility of Evaluations in NLP (Re-
proNLP’23), following on from two previous
shared tasks on reproducibility of evaluations
in NLG, ReproGen’21 and ReproGen’22. This
shared task series forms part of an ongoing re-
search programme designed to develop theory
and practice of reproducibility assessment in
NLP and machine learning, all against a back-
ground of an interest in reproducibility that con-
tinues to grow in the two fields. This paper
describes the ReproNLP’23 shared task, sum-
marises results from the reproduction studies
submitted, and provides comparative analysis
of the results.

1 Introduction

Reproducibility continues to be a topic dividing and
troubling the Natural Language Processing (NLP)
community (Belz et al., 2021a, 2023a). Despite
a growing body of work on the topic, we still do
not understand well enough what makes evalua-
tions easier or harder to reproduce, and reproduc-
tion studies often reveal alarmingly low degrees
of reproducibility not only for human evaluations
but also for automatically computed metrics (Belz
et al., 2023a).

With this fourth reproduction-focused shared
task in NLP, following REPROLANG’20 (Branco
et al., 2020), ReproGen’21 (Belz et al., 2021b) and
ReproGen’22 (Belz et al., 2022), our aim is to con-
tinue to add to the body of reproduction studies
in NLP and machine learning (ML) in order to in-
crease the data points available for investigating
reproducibility, and to begin to identify properties
of evaluations that are associated with better repro-
ducibility.

We start in Section 2 with a description of the
organisation and structure of the shared task, fol-

lowed by details of Track C and the participating
teams (Section 3). Next, we present per-experiment
results for each experiment in Track C, in terms of
the reproduction task, degree of reproducibility as-
sessments, and confirmation of findings (Section 4).
We next look at the quality criteria assessed by eval-
uations and the properties of the ReproNLP eval-
uation studies in standardised terms as facilitated
by HEDS datasheets, and explore if any properties
appear to have an effect on degree of reproducibil-
ity (Section 5). We conclude with some discussion
(Section 6) and a look to future work (Section 7).

2 ReproNLP 2023

ReproNLP 20231 consisted of three tracks. Tracks
A and B were identical to the tracks in predecessor
event ReproGen 2022: Track A a shared task in
which teams try to reproduce the same previous
evaluation results, Track B an ‘unshared task’ in
which teams attempt to reproduce their own previ-
ous evaluation results.

Track C forms part of the ReproHum project2

and the studies reproduced in it were selected ac-
cording to criteria of suitability and balance to form
part of a larger coordinated multi-lab multi-test re-
production study, as described in detail elsewhere
(Belz et al., 2023a). The three tracks in overview
were as follows:

A Main Reproducibility Track: For a shared
set of selected evaluation studies, participants
repeat one or more studies, and attempt to re-
produce the results, using published informa-
tion plus additional information and resources
provided by the authors, and making common-
sense assumptions where information is still
incomplete.

1All information and resources relating to ReproNLP are
available at https://repronlp.github.io/.

2https://reprohum.github.io/
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B RYO Track: Reproduce Your Own previous
evaluation results, and report what happened.
Unshared task.

C ReproHum Track: For one or more of the
set of papers selected for ReproHum Round
0, and for the specific experiments selected
only, repeat one or more studies, and attempt
to reproduce the results, using information
provided by the ReproNLP organisers only.

There were no submissions for Tracks A and B this
year. For the ReproHum Track (C), the specific
experiments that are listed and described below
were the subject of two reproduction studies each
in the ReproHum project, and were also open to
ReproNLP’23 participants. The original authors
agreed to us using their experiments in the Repro-
Hum project as well as in ReproNLP, and provided
very detailed information about the experiments.
The experiments, with many thanks to the authors
for supporting ReproHum and ReproNLP, are:

1. Vamvas and Sennrich (2022): As Little as Pos-
sible, as Much as Necessary: Detecting Over
and Undertranslations with Contrastive Con-
ditioning. 1 human evalution study (of 2 in
paper); English to German; 2 evaluators; 1
quality criteria; 1 system; approx. 1000 out-
puts; reproduction target: primary scores.

2. Lin et al. (2022): Other Roles Matter! En-
hancing Role-Oriented Dialogue Summariza-
tion via Role Interactions. 1 human evaluation
study; Chinese; 3 evaluators; 3 quality criteria;
200 outputs per system; 4 systems; reproduc-
tion target: primary scores.

3. Lux and Vu (2022): Language-Agnostic Meta-
Learning for Low-Resource Text-to-Speech
with Articulatory Features. 1 human evalu-
ation; German; Student evaluators; 1 quality
criterion; 12 outputs per system; 2 systems;
reproduction target: primary scores.

4. Chakrabarty et al. (2022): It’s not Rocket Sci-
ence: Interpreting Figurative Language in
Narratives. 2 human evaluation studies (of 4
in paper); English; MTurk; 1 quality criterion;
25 outputs per system, 5/8 systems (including
human reference texts); reproduction target:
primary scores.

5. Puduppully and Lapata (2021) A: Data-to-
text Generation with Macro Planning. First
human evaluation (relative); English; MTurk;

3 quality criteria; 20 outputs (summaries) per
system; 5 systems, reproduction target: pri-
mary scores.

6. Puduppully and Lapata (2021) B: Data-to-text
Generation with Macro Planning. Second hu-
man evaluation (absolute); English; MTurk; 2
quality criteria; 80 outputs (sentences) per sys-
tem; 5 systems; reproduction target: primary
scores.

For Track C, the ReproHum project team gathered
all code and other resources needed for repeating
the study, and acted as a go-between in those cases
were there were additional questions from the re-
producing teams; this was to avoid using more of
the original authors’ time than was absolutely nec-
essary. Authors of reproduction papers were also
asked to complete a HEDS datasheet.3 (Shimorina
and Belz, 2022).

We issued a call for participation in one or more
tracks, and made available broad guidelines4 to
participating teams about how to report reproduc-
tion results, and provided light-touch review with
comments and feedback on papers. In addition, for
Track C, the ReproHum team and partners agreed
a common approach to reproduction which Repro-
Hum participants were expected to follow.

3 ReproHum Track (C) in Detail

3.1 Paper Selection

The papers in Track C, or rather the six specific
experiments from the five papers in Track C, were
selected by a systematic process to achieve bal-
anced and diverse distribution over three properties.
The process is described in full detail in a previous
paper, coauthored by all participants at the Repro-
Hum partner labs (Belz et al., 2023a).

The three properties and their associated value
ranges are shown in Table 1 in the column headings.
The cells show property-value counts split across
the three most common NLP tasks evaluated and
an Other category. The counts are for the larger set
of 20 experiments which we deemed to have suffi-
ciently clear properties for reproduction, and from
which we selected the subset of six for ReproNLP
Track C.

3https://forms.gle/MgWiKVu7i5UHeMNQ9
4https://repronlp.github.io
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Num. Evaluators Cognitive Complexity Training and/or Expertise
Task small not small low medium high neither either both
Dialogue 1 0 0 1 0 0 1 0
Generation 6 5 4 5 2 4 5 2
Summarisation 3 1 2 1 1 1 3 0
Other 2 2 1 0 3 2 0 2

Table 1: Counts of control property values by NLP task for 20 experiments (from 15 papers) with clear properties,
from which the ReproNLP Track C experiments were selected to cover as many property combinations as possible.

3.2 Common Approach to Reproduction

In order to ensure comparability between studies,
we agreed the following common-ground approach
to carrying out reproduction studies:

1. Plan for repeating the original experiment in
a form that is as far as possible identical to
the original experiment, ensuring you have
all required resources in place, then apply to
research ethics committee for approval.

2. If participants were paid during the original
experiment, determine pay in accordance with
the ReproHum common procedure for calcu-
lating fair pay (Belz et al., 2023a).

3. Following ethical approval start the reproduc-
tion study following the steps below. Contact
the ReproHum team with any questions rather
than the original authors, as they have already
provided us with all the resources and infor-
mation they have. Don’t communicate with
other ReproHum teams about their reproduc-
tion studies. This is to avoid inadvertently
affecting outcomes.

4. Complete HEDS datasheet.

5. Identify the following types of results reported
in the original paper for the experiment:

(a) Type I results: single numerical scores,
e.g. mean quality rating, error count, etc.

(b) Type II results: sets of numerical scores,
e.g. set of Type I results .

(c) Type III results: categorical labels at-
tached to text spans of any length.

(d) Qualitative conclusions/findings stated
explicitly in the original paper.5

6. Carry out the allocated experiment exactly as
described in the HEDS sheet.

7. Report the results in the following form:

(a) Description of the original experiment.
5We now call these Type IV results.

(b) Description of any differences in your
repeat experiment.

(c) Side-by-side presentation of all results
(8a-d above) from original and repeat ex-
periments, in tables.

(d) Report quantified reproducibility assess-
ments as follows:

i. Type I results: Small-sample oeffi-
cient of variation CV* (Belz, 2022).

ii. Type II results: Pearson’s r, Spear-
man’s ρ.

iii. Type III results: Multi-rater: Fleiss’s
κ; Multi-rater, multi-label: Krippen-
dorff’s α.

iv. Conclusions/findings: Side-by-side
summary of conclusions/findings
that are / are not confirmed in the
repeat experiment.

3.3 Participants and Submissions

Table 2 provides an overview of the NLP labs that
participated in Track C, alongside the papers from
which they reproduced an experiment.

4 Per-Experiment Results

By design, each of the six experiments in Track
C was repeated by two ReproHum partner labs,
and in this section we take a look at how results
achieved in the two repeat experiments compare to
each other and to results from the original experi-
ment, for each of the six experiments.

4.1 Vamvas and Sennrich (2022) As Little as
Possible, as Much as Necessary: Detecting
Over and Undertranslations with
Contrastive Conditioning

4.1.1 Reproduction task
The reproduction task for this experiment was to
repeat one human evaluation (of two in the paper)
of an English-to-German MT post-processing sys-
tem that checks translations for content additions
and omissions as compared to the source text (a
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Original paper
Experiment for reproduction

Labs
#exps language(s) #ev-ors #qc #sys #out-s

Vamvas and Sennrich (2022) 1 (of 2) En to Ger 2 1 1 1000
(a) ADAPT/Tech Univ Dublin
(b) UFAL/Charles Uniersity

Lin et al. (2022) 1 Chinese 3 3 4 200
(a) WICT/Peking Uniersity
(b) Utrecht Uniersity

Lux and Vu (2022) 1 German 34 1 2 12
(b) ZHAW (Zurich)
(a) Darmstadt University

Chakrabarty et al. (2022) 2 (of 4) English MTurk 1 4 25
(a) Groningen University
(b) Trivago

Puduppully and Lapata (2021) A 1 English MTurk 2 5 20
(a) Uni Illinois Chicago
(b) TiCC/Tilburg

Puduppully and Lapata (2021) B 1 English MTurk 3 5 80
(a) Napier University
(b) Uni Santiago de Compostela

Table 2: Overview of reproduced papers, experiments, and the 12 labs participating in ReproNLP 2023 (#=number
of, ev-ors=evaluators, qc=quality criteria, sys=systems, out-s=outputs.

form of semantic consistency checking). The evalu-
ation involved two evaluators, one quality criterion,
one system, and about 1000 system outputs per
evaluator.

Each evaluator was shown about 800 system
outputs randomly sampled from development
and test data, where outputs are word-spans of
over/undertranslation errors (aka additions and
omissions) detected in translations. The evalua-
tion interface showed source text, translation and
the detected error span. The evaluation task was
to judge whether the error span marked up by a
system was in fact a bad translation, or whether it
was ok (there was a second step which was not a
reproduction target).

4.1.2 Notable issues
Plátek et al. (2023) (Reproduction 2) used the evalu-
ation tool/interface provided by the original authors
as a Docker image, whereas Klubička and Kelleher
(2023) (Reproduction 1) who had trouble running
it used a Google spreadsheet which made for a very
different interface, e.g. without repeated questions.

The script used by the original authors for pro-
ducing results was found to have a bug in it.
Klubička and Kelleher (2023) used only a cor-
rected version of the script provided by the au-
thors, whereas Plátek et al. (2023) corrected the
script themselves and produced results with both
the buggy and the corrected versions.

4.1.3 Degree of Reproducibility
The table below shows overtranslation (OT) and
undertranslation (UT) precision scores. OT pre-
cision is the proportion of word spans annotated

as an overtranslation (containing incorrectly added
content) which were correct. UT precision is the
same for undertranslations. The human evaluation
was for the proposed system only. The following
table shows the word-span-level OT and UT pre-
cision scores from the Original human evaluation
(which used the script with the bug), Repro 1 (cor-
rected script), and Repro 2 (which used both buggy
and non-buggy versions of the script); the last two
columns show two three-way CV* scores, one in-
cluding results obtained with the buggy version of
Repro 2, the other with the non-buggy version.

Orig Repro 1 Repro 2 CV* (n=3)
(+bug) (-bug) +bug -bug +bug -bug

OT Prec 0.0742 0.0948 0.0678 0.0691 21.85 20.96
UT Prec 0.3941 0.3529 0.2209 0.2256 34.28 33.12

We can see that the buggy and non-buggy versions
of Repro 2 produced very similar precision scores
(even though there are notable differences in the
raw counts). At the same time, the (buggy) original
results are closer to the non-buggy Repro 1 results,
all of which makes for a confusing picture.

We do know from the raw counts that the two
corrected versions of the script do not produce the
same (corrected) counts for the original experiment.
This combined with the fact that we do not have
buggy results for Orig and Repro 1 as reported by
Repro 1, means we do not have sufficient compara-
bility to draw conclusion from this pair of reproduc-
tions. In the table above, we use the buggy original
results as reported by the Repro 2 authors because
we do not have raw counts for the original results,
whereas the Repro 2 authors calculated them with
the script they corrected themselves. Moreover,
they report both buggy and non-buggy results for
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their reproduction.
All in all, it is hard to interpret the three-way

CV* numbers above, given the above obervations,
which is why we have greyed them out here, and
do not include them in the comparative overview
of results in Table 4.

Unlike for the other experiments below, we do
not report correlations between score sets as there
are only two scores in each set.

4.2 Lin et al. (2022) Other Roles Matter!
Enhancing Role-Oriented Dialogue
Summarisation via Role Interactions

4.2.1 Reproduction task

For this experiment, the task was to repeat one hu-
man evaluation of a Chinese role-oriented dialogue
summariser. There were three evaluators, three
quality criteria (Informativeness, Non-redundancy,
and Fluency; an Overall aggregated metric was also
reported), four systems (two baseline systems with-
out role interaction, PGN-multi and BERT-multi,
and two tested systems, PGN-both and BERT-both),
and 200 outputs per system. The dataset was CSDS
(Lin et al., 2021), a Chinese customer service dia-
logue summarisation dataset, from the test set of
which 100 dialogues were randomly sampled for
the human evaluation. Evaluators were asked to
rate each sentence in a summary on a scale from 0
to 2 for each of the three quality criteria.

4.2.2 Notable issues

An interesting aspect of this pair of reproductions
is that the original study triple-evaluated the first
10 evaluation items in order to assess IAA, which
meant there are three scores for each of these items,
compared to one score for the remaining 90. Rather
than excluding the first ten items from aggregated
results, the original authors decided to use the
scores from the ‘most experienced’ evaluator only,
discarding the others.

This was impossible to repeat as the assessment
of experience was not explained (experience in
terms of what?), and both reproducing teams (Gao
et al., 2023; Ito et al., 2023) report results for keep-
ing the first 10 scores of each of the evaluators, as
well as for the mean of all three evaluators. The
different variants reveal interesting differences in
results and system rankings purely as the result of
essentially arbitrary preferences for one evaluator
over others.

4.2.3 Reproducibility

The following table shows 3-way reproducibility
assessments for the original experiment (Lin et al.,
2022), Repro 1 (Gao et al., 2023), and Repro 2 (Ito
et al., 2023) in terms of CV* values (each computed
over the three corresponding scores from the origi-
nal, Repro 1 and Repro 2 experiments) for each of
the four systems and each of the three quality crite-
ria plus the overall aggregated measure (user=user-
oriented, agent=agent-oriented, m=multi, b=both):

CV* (n=3)
Inform Non-Red Fluency Overall

user agent user agent user agent user agent
PGN-m 5.89 5.91 5.67 1.28 11.1 15.37 6.01 6.54
PGN-b 5.72 4.61 3.53 0 12.5 12.07 6.58 5.72
BERT-m 2.14 13.29 3.76 5.95 6.74 6.77 1.75 5.72
BERT-b 6.22 13.66 0 2.41 6.93 7.61 3.72 6.98

Non-Redundancy has particularly good repro-
ducibility, in fact the best reproducibility in Re-
proNLP 2023 of any quality criteria (see Table 4).
CV* for for all system/measure combinations
ranges from excellent to good for the most part.

4.2.4 Correlations

Table 3 shows Pearson’s correlations between the
PGN-* and BERT-* systems in (i) the original
study compared to reproduction 1, (ii) the original
study compared to reproduction 2, and (iii) repro-
duction 1 compared to reproduction 2, for each of
the two modes user-oriented and agent-oriented.
Correlations are > 0.9 for the user-oriented mode
for all three criteria, for the agent-oriented mode
for Informativeness, and (just) between Orig and
Repro 2 for Fluency/agent-oriented.

Repro 1 has strikingly strong negative cor-
relations for Fluency/agent-oriented mode, as
well as weak to moderate correlations for Non-
redundancy/agent-oriented. It is unclear why, but
Repro 1 and agency-oriented mode are both associ-
ated with lower correlations. Finally, the Overall
scores correlate less well with each other, espe-
cially when Repro 1 is involved.

4.2.5 Confirmation of findings

If we take the main findings to be the relative perfor-
mance of the methods evaluated, and the reported
ranks for the methods as the means of verification,
then the following picture emerges. Ito et al. (2023)
are unable to confirm the overall finding that the
proposed approach really does improve the Fluency
and Non-redundancy of summaries, while Gao et al.
(2023) confirm the effectiveness of the proposed
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Informativeness Non-Redundancy Fluency Overall
user-orient. agent-orient. user-orient. agent-orient. user-orient. agent-orient. user-orient. agent-orient.

(i) Pearson’s Orig v Repro 1
PGN-*, BERT-* 0.943 1 0.948 0.486 0.908 -0.728 0.105 0.328

(ii) Pearson’s Orig v Repro 2
PGN-*, BERT-* 0.927 0.986 0.932 0.883 0.933 0.995 0.753 0.683

(iii) Pearson’s Repro 1 v Repro 2
PGN-*, BERT-* 0.984 0.984 0.999 0.263 0.96 -0.765 0.466 0.801

Table 3: Pearson’s correlations between original study (Lin et al., 2022), reproduction 1 (Gao et al., 2023), and
reproduction 2 (Ito et al., 2023), n=4, for each of the four quality criteria, for each of the two modes user-oriented
and agent-oriented.

approach in terms of the Overall metric, but docu-
ment slightly worse performance of the proposed
method compared to the standard approach.

4.3 Lux and Vu (2022) Language-Agnostic
Meta-Learning for Low-Resource
Text-to-Speech with Articulatory Features

4.3.1 Reproduction task
The experiment that was the reproduction target
from this paper was a human evaluation of a Ger-
man text-to-speech (TTS) system. Evaluators were
students, 34 responses were collected, one quality
criterion (Naturalness) was assessed, using 6 audio
outputs each for four system variants: the proposed
approach and a baseline each combined with two
different TTS systems (Tacotron and FastSpeech).
The primary score for each system was the percent-
age of times that the system was preferred (counts
of no preference were also collected).

4.3.2 Notable issues
One issue with this pair of reproductions was that
the original authors had reported and confirmed that
the order of audio files6 had been randomised in the
original experiment on Google Forms. However, at
the time of reproduction there was no option to ran-
domise the order of Google Form questions while
at the same time preserving the connection between
audios and evaluation response. We provided both
reproducing teams with the same random order of
items. Each participant in both reproductions was
shown items in this order.

Another interesting issue arose: while both re-
producing teams (Hürlimann and Cieliebak, 2023;
Mieskes and Benz, 2023) found very low re-
producibility in terms of CV* and Pearson’s r,
Hürlimann and Cieliebak (2023) found much bet-
ter reproduciblity when the system labels were

6To be precise, the audio files were converted to audio-only
video files.

swapped (i.e. when treating Tacotron as FastSpeech
and vice versa). However, even if such an acciden-
tal transposition is assumed, the preference percent-
ages reported by Mieskes and Benz (2023) in their
reproduction study still do not confirm the original
results, as we will see below.

4.3.3 3-way degree of reproducibility

The following table shows percentages of times
that each baseline and proposed system version (*-
base, *-prop) was preferred and where there was
no preference (*-equal),7 alongside three-way CV*
values for scores from the three experiments (Orig-
inal, Reproduction 1 (Hürlimann and Cieliebak,
2023), Reproduction 2 (Mieskes and Benz, 2023)):

Preferred Preference strength (% preferred CV∗ (n=3)
system Orig Repro 1 Repro 2
FS-base 31.3 12.0 13.1 70.48
FS-prop 25.3 50.0 40.5 39.46
FS-equal 43.4 38.0 46.4 12.21
Taco-base 11.0 29.3 22.5 54.02
Taco-prop 52.0 29.3 25.7 48.87
Taco-equal 37.0 41.4 51.8 21.41

From this we can see that there is very little agree-
ment (CV* is very high) among the three exper-
iments, except for the *-equal percentages; Pear-
son’s r values (Section 4.3.5) also confirm this. If
instead we switch FS and Taco scores around in the
two repeat evaluations (as indicated by the shading
in the table) we get substantially improved repro-
ducibility, again except for the *-equal percentages
which remain similar:

7Note that the numbers in the three tables in this section
may differ very slightly from those reported by Mieskes and
Benz (2023) and (Hürlimann and Cieliebak, 2023), because
we normalised percentages to add up to 100 excluding any
skipped items.
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Preferred Preference strength (% preferred CV∗ (n=3)
system Orig Repro 1 T Repro 2 T
FS-base 31.3 29.3 22.5 20.36
FS-prop 25.3 29.3 25.7 10.06
FS-equal 43.4 41.4 51.8 14.82
Taco-base 11.0 12.0 13.1 10.67
Taco-prop 52.0 50.0 40.5 15.81
Taco-equal 37.0 38.0 46.4 15.6

4.3.4 2-way degree of reproducibility
If we look at pairwise CV* (n=2) we can see that
after transposition, Repro 1 T matches the original
experiment much more closesly than Repro 2 T:

Preferred CV∗ of each Repro* with Orig (n=2)
system Repro 1 Repro 2 Repro 1 T Repro 2 T
FS-base 88.88 81.74 6.58 32.62
FS-prop 65.41 46.06 14.61 1.56
FS-equal 13.23 6.66 4.7 17.59
Taco-base 90.55 68.45 8.67 17.38
Taco-prop 55.68 67.49 3.91 24.79
Taco-equal 11.19 33.23 2.66 22.47

While it seems likely that some mixup has hap-
pened in the audio files that makes the transposed
results match the original experiment better than
the non-transposed results, we don’t know exactly
what has happened, and in fact we don’t know for
sure which scores belong to which system.

Something that might go some way towards ex-
plaining what has caused Repro 1 (T) to be a better
match for the original scores is that in Repro 1, 157
evaluators were used, whereas the original used 34
and Repro 2 used 37, as more evaluators means
better reliability (better representativeness of the
sample relative to the population).

4.3.5 Correlations between score sets
The pairwise r coefficients (between the combined
FastSpeech and Tacotron scores) below confirm
that Repro 1 T tracks the original percentages more
closely than Repro 2 T:

O v R1 O v R2 R1 v R2 O v
R1T

O v
R2T

R1T v
R2T

Pearson’s 0.001 0.259 0.845 0.989 0.83 0.845

While there is no correlation at all between Orig
and Repro 1, there is a mild positive correlation
between Orig and Repro 2. Orig vs. the transposed
Repro 1 (R1T) results is very strongly correlated
(0.99), while Orig vs. R2T, and R1T vs. R2T are
not much less strong. (We include the identical r
for both Repro 1 vs. Repro 2 and Repro 1 T vs.
Repro 2 T for ease of reference.)

4.3.6 Confirmation of findings
In terms of findings (Type IV results), on the ba-
sis of the non-transposed results, both reproducing

teams are unable to confirm the original findings.
On the basis of transposed results, Hürlimann and
Cieliebak (2023) obtain the same system ranks in
all cases (albeit in one case with a very small mar-
gin), showing Taco-prop > Taco-base, but FS-prop
< FS-base (second table above). However, in Re-
pro 2 T (created for this paper above) the proposed
approach is found to be better in both FastSpeech
and Tacotron.

4.4 Chakrabarty et al. (2022) It’s not Rocket
Science: Interpreting Figurative Language
in Narratives

4.4.1 Reproduction task
The task here was to repeat two human evalua-
tion studies (of four in the paper) of an English
prompted text generator. The evaluation was car-
ried out on MTurk, there was one quality criterion
(Plausibility) evaluated in absolute mode, 25 out-
puts per system, and four systems addressing two
tasks, namely continuation after idiom, and contin-
uation after simile.

25 narratives ending in either an idiom or a sim-
ile were randomly sampled for each task. Each
narrative was paired with (a) human-written con-
tinuations (5 for the similes, 3 for the idioms), and
(b) automatically generated continuations, one by
the baseline GPT2-XL model, one by a context-
enhanced model, and one by a ‘literal-enhanced’
model. Each continuation was categorised as either
plausible or not by evaluators.

4.4.2 3-way degree of reproducibility
The table below is a three-way comparison of per-
centages of plausible continuations for each of the
four systems, separately for continuations after Id-
ioms, and after Similes, obtained in the three exper-
iments (Repro 1 is by Li et al. (2023), Repro 2 by
Mahamood (2023)).8 Three-way CV* values for
the three experiments are shown in the last column:

Ty
pe Model % of plausible continuations CV∗

Orig Repro 1 Repro 2 (n=3)

Id
io

m
s GPT2-XL 56 76 58 21.26

+Context 68 92 83.33 18.32
+Literal 48 68 66.66 22.45
Human 80 68 80.55 11.38

Si
m

ile
s GPT2-XL 60 68 64 7.64

+Context 68 72 48 25.08
+Literal 76 80 64 13.88
Human 88 68 84 16.17

All CV* values are medium good, with GPT2-
XL/Similes better on average.

8The number in red/bold was recalculated by Li et al.
(2023) as 60; the original paper reports 76.
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4.4.3 2-way degree of reproducibility
The 3-way CV* scores showed a medium degree of
reproducibility, and a first indication that Repro 2
tracks the Orig scores more closely than Repro 1.
This is supported by the pairwise CV* scores, ex-
cept for +Context/Similes where Repro 1 is closer:

Type Model CV∗ of each Repro* with Orig (n=2)
Repro 1 Repro 2

Idioms

GPT2-XL 30.21 3.5
+Context 29.91 20.2
+Literal 34.38 32.45
Human 16.17 0.68

Similes

GPT2-XL 12.46 6.43
+Context 5.7 34.38
+Literal 28.49 5.11
Human 25.56 4.64

4.4.4 Correlations between score sets
The pairwise Pearson’s r values show clearly that
Repro 2 tracks the Orig scores much more closely
than Repro 1, with which Orig has no correlation
for idioms, and a medium negative correlation for
Similes (note that none of the r values reach signif-
icance at α = 0.05):

Idioms Similes
Orig Repro 1 Repro 2 Orig Repro 1 Repro 2

Orig 1 0.13 0.76 1 -0.5 0.68
Repro 1 0.13 1 0.38 -0.5 1 -0.32
Repro 2 0.76 0.38 1 0.68 -0.32 1

4.4.5 Confirmation of findings
In terms of main findings (Type IV results), the
following picture emerges. The ranks determined
by Orig, Repro 1 and Repro 2 are all different,
for both Idioms and Similes. Repro 2 achieves
closer similarity of ranks with Orig. Repro 1 has
completely different ranks from Orig for Idioms
and Similes.

4.5 Puduppully and Lapata (2021) A:
Data-to-text Generation with Macro
Planning

4.5.1 Reproduction task
In this experiment, five data-to-text methods (3
neural systems, one template, and human (gold)
reference texts) were evaluated by relative human
evaluations involving three quality criteria (Gram-
maticality, Coherence, and Conciseness), and 20
items from the Rotowire dataset (Wiseman et al.,
2017). Pairs of systems were compared, with 10
combinations per input record, for a total of 200
evaluation items.

Each evaluation item was shown to 3 distinct
workers on Amazon Mechanical Turk; there was

no limit in the number of items a worker could
complete. Evaluators were asked to select the best
summary within the pair. Best-worst scaling was
then applied (Louviere et al., 2015) to provide per-
system scores ranging from −100 to 100.

4.5.2 Notable Issues

The authors of the original study performed atten-
tion checks whereby participants, if they failed,
were excluded from future tasks (but the work they
had done so far was retained). No process for these
checks, or details of which output pairs were in-
volved in a check were recorded. Following discus-
sion with the original author, we created a method
for systematic attention checks that was then used
in both reproductions.

4.5.3 3-way degree of reproducibility

The table below shows the best-worst scores and
CV* for the Grammaticality criterion:9

best-worst score (Grammaticality) CV* (n=3)
System Orig Repro 1 Repro 2
Gold 38.33 14.17 9.17 15.81
Templ -61.67* -23.33* 17.08* 62.23
ED+CC 5.00 -8.33 -19.58 16.28
RBF 13.33 9.17 -9.58 14.30
Macro 5.00 8.33 2.92 3.16

From this we can see that whilst CV* was low
(good) for the Macro system, and moderate for
others, the Templ (template) system score varied
greatly between experiments and has a very high
(bad) CV* value. In fact, the Templ system came
out worst overall for the original experiment and
Repro 1, yet best overall for the other Repro 2.

The next table shows results for Coherence, in
the same format:

best-worst score (Coherence) CV* (n=3)
System Orig Repro 1 Repro 2
Gold 46.25* 12.50 -0.42 24.66
Templ -52.92* -20.00* 25.42 57.13
ED+CC -8.33 -7.50 -15.00 5.60
RBF 4.58 9.17 -10.42 12.39
Macro 10.42 5.83 0.42 5.80

The same issue with the template system is ob-
served, with CV* for other systems being low to
moderate. Finally, the same is also seen for Con-
ciseness:

9Note that because the measure used for assessing it ranges
−100..+100, CV can’t be applied directly. We have therefore
shifted scores to the range 0..200, which is acceptable here as
we have an interval (with fixed endpoints).
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best-worst score (Conciseness) CV* (n=3)
System Orig Repro 1 Repro 2
Gold 30.83 5.83 -1.67 18.63
Templ -36.67 -5.83 43.75* 49.39
ED+CC -4.58 -5.00 -25.83 16.84
RBF 3.75 0.83 -14.58 12.45
Macro 6.67 4.17 -1.67 5.08

In all above tables, the asterisk indicates that the
system was significantly different from the Macro
system.

4.5.4 Correlations between score sets
Spearman’s rank correlation (ρ) for each study pair
looks as follows for the three quality criteria, with
the caveat that the sample size is small:

Grammaticality Orig Repro 1 Repro 2
Orig 1 0.975 -0.205
Repro 1 0.975 1 -0.100
Repro 2 -0.205 -0.100 1
Coherence Orig Repro 1 Repro 2
Orig 1 0.900 -0.100
Repro 1 0.900 1 -0.300
Repro 2 -0.100 -0.300 1
Conciseness Orig Repro 1 Repro 2
Orig 1 1 -0.051
Repro 1 1 1 -0.051
Repro 2 -0.051 -0.051 1

As expected, this shows near perfect alignment of
system ranks between Orig and Repro 1, but no
correlation at all between Repro 2 and either of the
other two.10

4.5.5 Confirmation of findings
We saw in the preceding section that the original
study and Repro 1 have close rank correlations.
This was also reported by the Repro 1 authors (Ar-
van and Parde, 2023) who reported an overall ρ
of 0.83 when concatenating scores for the three
criteria.

In terms of statistical significance, no study (orig-
inal or reproduction) found any difference, for any
criteria, between the proposed (Macro) system and
either of the other neural systems. Some differ-
ences were seen between Macro and either the hu-
man reference or the template, but whether these
differences were significant varied greatly between
experiments. Like van Miltenburg et al. (2023),
we are unable to explain why there are such funda-
mental differences between their reproduction on
the one hand, and Orig and Repro 1 on the other,
e.g. why the template system is judged best for all
criteria in their reproduction whilst being worst in

10This is so striking a finding that we will investigate it
further in future work, something that wasn’t possible in the
short time we had to write this report.

the other studies. This difference has a large impact
on both CV* and Spearman’s ρ.

4.6 Puduppully and Lapata (2021) B:
Data-to-text Generation with Macro
Planning

4.6.1 Reproduction task
In this experiment, an absolute human evaluation
of the same data-to-text system as in the last section
was performed to obtain the mean number of facts
in the output text that are (i) supported by the input
(#Supp) and (ii) contradicted by the input (#Cont).
For this, 20 input records from the Rotowire dataset
and corresponding verbalisations (summaries) gen-
erated by the same five systems as in Section 4.5
were selected. From each summary, 4 sentences
were selected as evaluation items, for a total of 400
evaluation items. Reproduction 1 was carried out
by Watson and Gkatzia (2023), Reproduction 2 by
González-Corbelle et al. (2023).

Experiments were carried out on Amazon Me-
chanical Turk, participants were shown the four
sentences from a given summary on a form and
asked to provide counts for both #Supp and #Cont
on the same form. Three participants scored each
sentence. Other than the above, there was no restric-
tion on the total number of tasks each participant
could undertake.

4.6.2 3-way degree of reproducibility
The following table shows the mean #Supp counts
for the original experiment and the two reproduc-
tions, alongside three-way CV* values:

System Orig Repro 1 Repro 2 CV* (n=3)
Gold 3.63 4.000 3.36 10.72
Templ 7.57* 6.3167* 6.27* 13.42
ED+CC 3.92 5.100 4.42 16.16
RBF 5.08* 4.9458 4.31 10.52
Macro 4.00 4.5458 4.08 8.56

For all systems, CV* is moderate, indicating some
consistency between the three studies. The below
table shows the same for #Cont counts:

System Orig Repro 1 Repro 2 CV* (n=3)
Gold 0.07 1.525 0.66 119.01
Templ 0.08 1.3583 0.90 101.57
ED+CC 0.91* 1.9042 1.95* 45.24
RBF 0.67* 1.7583 1.22 54.70
Macro 0.27 1.5333 0.55 103.39

In both the above tables, the asterisk indicates
that the system was significantly different from
the Macro system at α = 0.05.

For #Cont counts, we see much higher (worse)
values for CV* for all systems. Since the experi-
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ment design only has participants provide a count
for supported or contradicted facts, rather than an-
notating error spans in the text, it is not easy to
determine whether there are differences between
facts annotated as Supp and as Cont that might
explain this very substantial difference.

However, we do know that there were far
more Supp facts than there were Cont facts found
(roughly 20–30 times as many), which would make
the former far more stable than the latter.

This may be compounded by the fact that facts
are overwhelmingly numeric in nature in this
dataset, and it is particularly difficult to achieve
acceptable agreement among evaluators regarding
what counts as a numeric fact (Thomson et al.,
2023). When annotating individual errors in system
outputs for the same dataset, Thomson et al. noted
that participants had to be specifically instructed
as to what should be classed as a number, since
ordinals, cardinals, determiners, and number-based
phrases would otherwise be considered numeric by
some annotators but not others.

4.6.3 Correlations between score sets
Shown below are the Pearson correlations be-
tween the studies for both the count of supporting
facts (#Supp) and the count of contradicted facts
(#Cont):

#Supp Orig Repro 1 Repro 2
Orig 1.000 0.912 0.942
Repro 1 0.912 1.000 0.989
Repro 2 0.942 0.989 1.000

#Cont Orig Repro 1 Repro 2
Orig 1.000 0.958 0.887
Repro 1 0.958 1.000 0.826
Repro 2 0.887 0.826 1.000

This shows strong correlations between all exper-
iments, obscuring the fact that the raw counts in
the reproduction studies being, in many cases, an
order of magnitude higher than in the original study.
Repro 2 has lower correlation with both Orig and
Repro 1.

4.6.4 Confirmation of findings
The original study found there to significantly more
supported facts (#Supp) in the template system
compared with the proposed (Macro) system. Both
reproduction studies confirm this. It also found sig-
nificantly more supported facts in the RBF system
compared to Macro, although this was not con-
firmed by either reproduction. For contradicted
facts (#Cont), the original study showed the Macro
system to have significantly fewer than the two

other neural systems (ED+CC and RBF). Repro-
duction 1 found no significant differences, and Re-
production 2 confirmed Macro to have significantly
fewer than ED+CC only.

5 Results by Quality Criterion

Table 4 provides an overview of the six ReproNLP
experiments in terms of the quality criteria (mea-
surands) assessed in the evaluations and the proper-
ties of the evaluation design (Shimorina and Belz,
2022). The first column identifies the studies and
criteria, the last column shows the corresponding
mean criterion-level CV∗. The remaining columns
show seven properties of each study/criterion, as
per the HEDS datasheets; column headings identify
HEDS question number (for brief explanation of
each see table caption). Note that for property 3.2.1
(number of evaluators) we don’t always have the
information for both reproductions.

Note we are not including CV* for (Vamvas
and Sennrich, 2022) because of the issues noted
above. The experiment originally reported by Lin
et al. (2022), and reproduced by Gao et al. (2023)
and Ito et al. (2023), stands out for having good
reproducibility for all three criteria assessed (all be-
low 10), Non-redundancy having particularly low
CV* (2.83). If we assume transposition of system
outputs has indeed accidentally occurred, then the
Naturalness evaluation from Lux and Vu (2022) is
only slightly worse (14.55).

The evaluation from Chakrabarty et al. (2022)
has the next best degrees of reproducibility, mean
CV* for Plausibility after Idiom and Plausibility af-
ter Simile both being medium (in the 15-20 range).
The assessments of Grammaticality, Coherence and
Conciseness for the experiment from Puduppully
and Lapata (2021) (A) have slightly worse repro-
ducibility at just above 20 for all three criteria.

Finally, the second experiment from Puduppully
and Lapata (2021) (B) has good reproducibility for
the mean number of facts supported by the input
(#Supp), but the worst reproducibility by far for
the mean number of facts contradicted by the input
(#Cont).

For comparison, in the ReproGen’22 studies,
annotation-based evaluation (4.3.8=Anno) was
clearly associated with lower reproducibility. Eval-
uations which involved assessment of content alone
(4.1.2=Cont) also tended to have worse repro-
ducibility. Assessing evaluation items relative to a
system input (4.1.3=RtI) was also associated with
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ReproNLP 2023
Orig Study // Repro 1 / Repro 2, 3.1.1 3.2.1 4.3.4 4.3.8 4.1.1 4.1.2 4.1.3 scores mean
measurands /item CV∗

Vamvas and Sennrich (2022) //
Klubička and Kelleher (2023) / Plátek
et al. (2023)

Correctly Identified Omissions ∼1000 2 Yes,No Cl/Lab Corr Both RtI 1-2 N/A
Correctly Identified Additions ∼1000 2 Yes,No Cl/Lab Corr Both RtI 1-2 N/A

Lin et al. (2022) // Gao et al. (2023) /
Ito et al. (2023)

Informativeness 100 3 0,1,2 DQE Feature Cont iiOR 1 7.18
Non-Redundancy 100 3 0,1,2 DQE Good Cont iiOR 1 2.83
Fluency 100 3 0,1,2 DQE Good Form iiOR 1 9.89

Lux and Vu (2022) // Hürlimann and
Cieliebak (2023) / Mieskes and Benz
(2023)

Naturalness (speech) 12 34/157/37 A,B,Tie RQE Good Form iiOR 34/157/37 41.08
Naturalness (speech) transposed 12 34/157/37 A,B,Tie RQE Good Form iiOR 34/157/37 14.55

Chakrabarty et al. (2022) // Li et al.
(2023) / Mahamood (2023)

Plausibility (continuation idiom) 150 4/?/35 Yes,No Cl/Lab Good Both RtI 3 18.35
Plausibility (continuation simile) 200 7/?/45 Yes,No Cl/Lab Good Both RtI 3 15.69

Puduppully and Lapata (2021) A //
Arvan and Parde (2023) / van Mil-
tenburg et al. (2023)

Grammaticality 200 206/262/? A,B RQE Corr Form iiOR 3 22.36
Coherence 200 206/262/? A,B RQE Good Cont iiOR 3 21.12
Conciseness 200 206/262/? A,B RQE Good Both iiOR 3 20.48

Puduppully and Lapata (2021) B
// Watson and Gkatzia (2023) /
González-Corbelle et al. (2023)

Mean # Supported Facts 400 131/167/144 0-20 Count Corr Content RtI 3 11.88
Mean # Contradicted Facts 400 131/167/144 0-20 Count Corr Content RtI 3 84.78

Table 4: Summary of some properties of ReproNLP experiments, alongside mean CV∗ (n=3). 3.1.1 = number of
items assessed per system; 3.2.1 = number of evaluators in original/reproduction experiment; 4.3.4 = List/range of
possible responses; 4.3.8 = Form of response elicitation (DQE: direct quality estimation, RQE: relative quality estima-
tion, Cl/Lab: classification/labelling, Count: counting occurrences in text); 4.1.1 = Correctness/Goodness/Features;
4.1.2 = Form/Content/Both; 4.1.3 = each output assessed in its own right (iiOR) / relative to inputs (RtI) / relative to
external reference (EFoR); scores/item = number of evaluators who evaluate each evaluation item.

lower reproducibility for three of the studies (where
comparison of outputs to inputs was far more com-
plex than a straightforward is-it-simpler decision
as in e.g. (Nisioi et al., 2017). Finally, correctness
assessment (4.1.1=Corr) was also associated with
lower reproducibility. For those of these properties
that were present in ReproGen’21, the tendencies
were the same.

6 Discussion

In terms of general tendencies found in ReproNLP
reproductions, there were quite a few issues (see
Notable Issues sections above) that made carrying
out a repeat experiment difficult. These were dis-
cussed in detail in a previous paper (Belz et al.,
2023a).

In some cases, there were striking differences
between the two paired reproduction studies: for
example, Repro 2 for Chakrabarty et al. (2022)
achieved much closer results to the original study
than Repro 1 in terms of both pairwise CV* and
Pearson’s, and while Repro 1 for (Puduppully and
Lapata, 2021) (A) achieved very similar results to
the original study, Repro 2 results had very little
in common with either the original study or Re-
pro 1. This very clearly highlights the importance
of carrying out more than one reproduction study
to get a rounded picture of an evaluation’s degree
of reproducibility.

None of the reproductions produced the same
system ranks for all quality criteria evaluated, al-
though in some cases it was close. Given that sys-
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tem ranks are the single most important result from
the above types of evaluations, this is concerning.

In terms of patterns emerging about what proper-
ties make an evaluation more or less reproducible,
we can glean two tendencies from the properties
examined in Table 4: (i) there is some indication
that Goodness-type criteria11 are associated with
better degree of reproducibility than Correctness-
type criteria (see column 4.1.1 in Table 4); and
(ii) sets of experiments that use the same number
of evaluators (see column 3.2.1 in Table 4) tend
to have better reproducibility than those that have
different numbers.

7 Conclusions

Our intention in Track C had been to create a sit-
uation where we would have more than one re-
production of the same original study to analyse,
in order to obtain truer estimates of the original
study’s reproducibility. Moreover, all three studies
were supposed to be identical for as close as pos-
sible to ideal comparability. Two main problems
arose: (a) the flaws, errors and bugs reported pre-
viously (Belz et al., 2023a,b) were in some cases
fixed differently by reproducing authors, leading
to different raw results; (b) reproducing authors
in some cases chose different results to reproduce
and compare, resulting in non-comparability; and
(c) reproducing authors did not always manage to
stick as closely as we had intended to the original
experimental details, e.g. using different interfaces,
revealing that the experiment was a reproduction,
and most significantly, using very different num-
bers of evaluators. The latter is particularly sig-
nificant, because it appears to be associated with
worse reproducibility (see preceding section).

Our next step will be to fully standardise analysis
and other scripts, and ask reproducing authors to
both provide the same fully standardised set of
results (something we did not have time for within
the ReproNLP schedule). This will then provide
the basis for more detailed analysis to be carried
out and reported in future work.

We will also run another round of paired repro-
ductions in the ReproHum project, using a differ-

11From HEDS (Shimorina and Belz, 2022): ”Goodness:
select this option if, in contrast to correctness criteria, there is
no single, general mechanism for deciding when outputs are
maximally good, only for deciding for two outputs which is
better and which is worse. E.g. for Fluency, even if outputs
contain no disfluencies, there may be other ways in which any
given output could be more fluent.”

ent set of experiments for which we have corrected
any issues prior to sharing them with the reproduc-
ing partners and where we are relaxing the strict-
repetition requirement somewhat. We will again
open up reproductions to any additional reproduc-
ing teams in ReproNLP 2024.
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Abstract

This paper presents a human evaluation repro-
duction study regarding the data-to-text gener-
ation task. The evaluation focuses in counting
the supported and contradicting facts generated
by a neural data-to-text model with a macro
planning stage. The model is tested generating
sport summaries for the ROTOWIRE dataset.
We first describe the approach to reproduction
that is agreed in the context of the ReproHum
project. Then, we detail the entire configura-
tion of the original human evaluation and the
adaptations that had to be made to reproduce
such an evaluation. Finally, we compare the
reproduction results with those reported in the
paper that was taken as reference.

1 Introduction

An experiment or study is reproducible when inde-
pendent researchers can replicate it by following
the documentation shared in the original report
and draw the same conclusions, which is also a
clear synonym of reliability. In Natural Language
Processing (NLP), reproducibility is not limited to
specifying the parameters chosen to train a model,
but it goes beyond that and requires the specifica-
tion of all the details of the evaluation process by
which the reported results are obtained. In NLP,
until recently, not too much attention has been paid
to the reproducibility of neither automatic nor hu-
man evaluations. In the case of automatic metrics,
there is a reproducibility checklist (Pineau, 2020),
but in the case of human evaluations not so much
progress has been made.

In addition, some papers have been published
about reproducibility in NLP, regarding repro-
ducibility tests based on the fulfillment of certain
properties in human evaluations (Belz et al., 2020)
but also proposing a template for recording the
details of human evaluations in NLP experiments,

with the aim of improving the replicability of these
processes (Shimorina and Belz, 2022).

The work presented in this paper is part of the
ReproHum1 project, that investigates the factors
that make a human evaluation more reproducible in
NLP by launching multi-lab sets of reproductions
of human evaluations. As members of one of the
21 partner labs in this project, we performed a
reproduction of an NLP study in which a data-to-
text system is assessed and compare the results
obtained in the reproduction with the original ones.

The rest of the manuscript is organised as fol-
lows. In section 2 we introduce related work and
the common approach defined as a global require-
ment for all the reproducibility experiments within
ReproHum project. Section 3 describes the repro-
duction of the NLP evaluation, first, explaining the
content of the paper chosen for reproduction and
then, explaining all the details of the evaluation
that is going to be reproduced. In section 4, the re-
sults of the reproduced evaluation compared to the
original paper are reported and discussed. Finally,
section 5 concludes with final remarks and future
work.

2 Background

In the context of the shared task REPROLANG
(Branco et al., 2020) a replication of a human eval-
uation of a neural text simplification system by
Nisioi et al. (2017) was performed (Cooper and
Shardlow, 2020), obtaining worse results in the re-
production study, in terms of Grammaticality and
Meaning Preservation.

With the aim of developing theory and practice
of reproducibility assessment, the ReproGen shared
task arose and in its two editions (Belz et al., 2021,
2022) several studies involving the reproduction
of different experiments were carried out. Popović

1https://reprohum.github.io/
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and Belz (2021) replicated an evaluation of Ma-
chine Translation outputs where errors related to
comprehensibility and meaning correctness were
annotated in texts by marking up word involved in
an error (Popović, 2020). They found that 4 out of
6 system rankings were the same in both studies,
but error rates for minor error types have lower
reproducibility than those classified as major error
types.

Mahamood (2021) reproduced human evalua-
tions of data-to-text systems. Despite differences
in the number and type of raters, authors found poor
reproducibility when assessing the effect of hedges
on preference judgments between native and fluent
English speakers. Mille et al. (2021) faced the eval-
uation reproduction of a stance-expressing football
report generator (van der Lee et al., 2017), find-
ing good reproducibility for stance identification
accuracy, but lower reproducibility for Clarity and
Fluency.

In addition, it is worth noting that in the context
of the ReproHum project, adhering to the following
guidelines is mandatory when reproducing experi-
ments:

1. You are allocated an experiment in a paper.

2. Go to the resources folder which is prepared
adhoc for the experiment. This folder contains
all the information you will need to reproduce
the experiment.

3. Familiarise yourself with the experiment that
was assigned for reproduction and all the re-
sources provided in the public repositories or
by the authors.

4. Plan for repeating the allocated experiment in
a form that is as far as possible identical to
the original experiment, ensuring you have all
required resources, and apply to your research
ethics committee for approval.

5. If participants were paid during the original
experiment, follow the project procedure to
recalculate a fair pay to the workers (regarding
minimum wage, original study wage, and so
on).

6. Ask for ethical approval and wait until the
project team confirms the payment to the
workers.

7. Complete the Human Evaluation Datasheet
(HEDS, see appendix A) provided by the

project team with all the details about how
the repetition of the experiment is going to
be carried out and share the HEDS with the
project before launching the experiment.

8. Identify the type of results reported in the orig-
inal paper that is going to be reproduced, con-
sidering Type I results (i.e., single numerical
scores), Type II results (i.e., sets of numerical
scores), Type III results (i.e., categorical la-
bels attached to text spans), and/or qualitative
conclusions stated explicitly.

9. Once the project team have validated your
HEDS, carry out the experiment exactly as
described in the HEDS.

10. Report the results in a paper describing the
original experiment, any differences in your
reproduction experiment, presentation of the
results and conclusions in the original vs. re-
production experiment, and finally draw over-
all conclusions and share the HEDS in the
appendix.

It must be noted that during all the reproduction
process described above is not allowed to contact
the authors of the original paper or communicate
with other project labs carrying out this or any other
reproduction experiment to avoid affecting the re-
ported outcomes. Thus, all the information and
resources provided should be in the common re-
sources folder provided by the project team and in
case of any question we were asked to only contact
the ReproHum project managers who act as a proxy
with the authors of the work to be reproduced.

3 Reproduction of an NLP evaluation

In this section we describe how we applied the
ReproHum guidelines previously introduced. For
the purpose of human evaluation reproduction, we
were assigned the paper published by Puduppully
and Lapata (2021). Based on the evaluation de-
tails described in the paper, the appendices, the
resources available in the associated public reposi-
tory, and the resources provided by the ReproHum
managers after contacting the authors, we repro-
duced the evaluation as close as possible to the
original one.

3.1 Paper for reproduction
As described above, our experiment consisted in
performing a reproduction as accurate as possible
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of a human NLP evaluation. In the reference pa-
per taken for reproduction, Puduppully and Lap-
ata (2021) propose a neural model with a macro-
planning stage followed by a generation stage rem-
iniscent of traditional methods comprising sepa-
rate modules for planning and surface realization.
The proposed model (Macro) is tested with two
datasets for data-to-text from the sports field: RO-
TOWIRE (Wiseman et al., 2017) and MLB (Pudup-
pully et al., 2019). The former consists of a dataset
composed of tables with NBA basketball game
statistics, aligned with summaries describing such
data; while the later maintains the same format, but
the data are about MLB baseball games. Therefore,
the task of the generation model is, from the data
tables, to generate sports summaries describing the
game statistics.

To demonstrate that Macro improves the results
of other architectures for data-to-text generation,
they make a comparison against different systems,
applying both automatic and human evaluation on
the system outputs. On the one hand, the metrics
used to automatically evaluate the texts generated
by the different models are BLEU, and the set of
Information Extraction (IE) metrics proposed in
(Wiseman et al., 2017) to evaluate the relation gen-
eration (RG), content selection (CS) and content
ordering (CO) stages of the systems. On the other
hand, in terms of human evaluation, two experi-
ments using the Amazon Mechanical Turk (AMT)
crowd-sourcing platform were performed. First,
the quality of the generated texts was evaluated in
terms of grammar, coherence and conciseness. Sec-
ond, quantifying how many of the facts mentioned
in the generated texts supported or contradicted the
data in the box score, i.e., the table provided as
input to the system.

We reproduced the first experiment for the
ROTOWIRE dataset, so all the details that will
be mentioned in the following sections will be
about this evaluation task, i.e., the count of sup-
ported/contradicting facts in automatic generation
of NBA summaries.

3.2 Evaluation details & Changes

In the human evaluation of supported/contradicting
facts, the following baseline systems were com-
pared against the proposed Macro model (Pudup-
pully and Lapata, 2021): (1) Templ, a template-
based generator from (Wiseman et al., 2017)
for ROTOWIRE; (2) ED+CC, a vanilla encoder-

decoder model with an attention and copy mech-
anism (Wiseman et al., 2017); (3) RBF-2020 (Re-
buffel et al., 2020), a Transformer encoder model,
with a hierarchical attention mechanism over enti-
ties and records within entities, which represents
the state of the art on ROTOWIRE dataset. In ad-
dition, the gold summaries were also included for
comparison, i.e., summaries from the dataset.

Twenty summaries from the tested dataset (i.e.,
ROTOWIRE) were selected, which gave us a to-
tal of 100 summaries generated by the 5 differ-
ent systems (including the gold summaries). For
each summary, using the AMT platform, 3 differ-
ent evaluators performed the task of counting the
supported/contradicting facts on the texts, which
yielded a total of 300 HITs (Human Intelligence
Tasks). Each evaluator was presented a question-
naire with sentences randomly selected from one
of the summaries under consideration along with
their corresponding box scores. Then, he/she was
asked to count the facts that support and contradict
the data (ignoring hallucinations, i.e., unsupported
facts).

To carry out the evaluation, the AMT crowd-
sourcing tool was used. In order to ensure a min-
imum quality of the results, only crowd-workers
with a minimum of 1,000 previously completed
HITs were allowed to take part in the experiment.
Furthermore, quality of work requirements were
stated, such as only workers with an approval rate
greater than 98% in the platform and from English-
speaking countries (i.e., US, UK, Canada, Ireland,
Australia, or NZ) were admitted.

All the details mentioned so far would allow
us to perform an approximate reproduction of the
evaluation, yet not as detailed as we aim in this
work. We are aware that the general trend in the
NLP field when writing a paper is to focus more
on the analysis of the results than on exhaustively
detailing the evaluation process. This is normal
due to the strict length limit of papers. However,
we wanted to make a faithful reproduction of the
evaluation, so we asked the ReproHum project man-
agers to contact the authors of the paper to obtain
extra details on how to carry out the evaluation.
They kindly replied to all the questions with full
transparency and accordingly we received extra
resources to carry out an evaluation as close as
possible to the original one.

Regarding the way in which the questions or
HITs were shown to the workers, a box score along
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with 4 sentences extracted from a longer system
generated summary were shown in each of the
HITs. These sentences could belong to any of the
5 systems that were compared in the evaluation.
Thus, for each of the 4 sentences, the worker had
to count the number of contradicting and supported
facts with respect to the box score and indicate it
by means of a dropdown menu in a range from 0
to 20. It must be noted that all the sentences used
in the evaluation were provided in a .csv file, to-
gether with the corresponding HTML template of
the questionnaire for each of the HITs. This way,
the format of the survey and also the sentences
evaluated were exactly the same as in the original
paper. In figure 1 we show an example of a HIT
with the already mentioned dropdowns to fill the
count of supported/contradicting facts.

In AMT the tasks must be published in batches,
so we followed the same strategy as the original
study to publish the different batches in which the
tasks were splitted. Each dataset was divided into
4 mini-batches, i.e., taking into account the RO-
TOWIRE dataset, we had 100 different HITs to
evaluate, so there were 4 mini-batches of 25 HITs
size. The order in which the mini-batches, HITs
and sentences inside each HIT were presented was
the same as in the original experiment. Each posted
HIT had to be completed by 3 different evaluators
and there were no restrictions on the maximum
number of different HITs that an evaluator could
perform. Therefore, the number of unique eval-
uators at the end of the experiment was variable
depending on how many HITs each worker had
decided to complete.

After the completion of each mini-batch and be-
fore publishing the next one, certain conditions
had to be checked. Answers in which the sum of
contradicting and supported facts was equal to or
greater than 20 must be excluded. This is because
none of the sentences under evaluation had so many
contradicting + supported facts.

At the end of each mini-batch the following pro-
cedure was applied:

1. Compute FC as the total number of facts (con-
tradicting + supported), given by the crowd-
worker for each sentence (see figure 1).

2. If FC ≥ 20:

2.1 The response should be excluded from
the final results and a replacement HIT
posted on AMT. To do this, use custom

qualifications to ensure a crowd-worker
who has already done this HIT, is not
assigned it again.

2.2 This crowd-worker should be prevented
from doing any future task (using custom
qualifications).

2.3 Keep records of both the original re-
sponse and the repeated response, but
mark the final one that passed the check,
so that it can be included in the final re-
sults (it is possible for the HIT to be re-
peated multiple times before one crowd-
worker finally passes the check and that
response is marked as valid for inclusion
in the final results).

2.4 Still pay the crowd-workers even if
FC ≥ 20, accept their work but exclude
them from future tasks. This way their
reputation in the platform is not affected.

3. If FC for every sentence from the set of 4
within a HIT is < 20, the response is valid.
This HIT must be marked for inclusion in the
final results.

4. Once there are valid responses for the com-
plete mini-batch, move to the next one.

We set the HIT expiration time the same as in
the original study: each crowd-worker had 7 days
to perform the task once accepted before sending it
without completing it.

It is worth noting that we had to set some AMT
settings which were not defined in the original
study. Namely, the time limit to complete the task
once started was determined empirically by us. Per-
forming several tests with people performing the
task for the first time, we estimated that 4 min
was the average time to complete the HIT, how-
ever we set the maximum time allotted per crowd-
worker to 4h, just to ensure that no crowd-worker
ran out of time. In addition, regarding the pay-
per-task to crowd-workers, we had the information
of the approximated payment per task in the orig-
inal study, but according to the project common
approach for reproduction presented in section 2,
we recalculated this payment following the proce-
dure to calculate a fair payment (see appendix B).
We adjusted the payment to the current minimum
wage conditions, taking as reference the UK mini-
mum living wage per hour, that was GBP10.90 in
the date of the experiment. Considering that each
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Figure 1: Example of a HIT from the survey. By checking the box score, evaluators must count how many
correct/incorrect (i.e., supported/contradicting) facts are mentioned in each of the 4 sentences. Dropdowns allow to
choose a value between 0 and 20 for each answer.

task takes about 4 minutes, a crowd-worker can
do 15 tasks per hour, so the payment per HIT was
set to GBP10.9/15 = GBP0.726 (i.e., 0.88USD =
0.80EUR) per completed task.

Finally, authors shared with the ReproHum
project managers the script they used to process
the results obtained from the evaluation. Given a
file with the responses obtained from AMT, the
mean of the scores for each system is automatically
calculated and then tested by one-way ANOVA
analysis of variance with Tukey posthoc to see if
the results obtained for the baseline models and
gold summaries show significant differences with
respect to the Macro system that is evaluated.

4 Results

The evaluation process was organized in the above-
mentioned 4 mini-batches to complete the total 300
tasks. Following the procedure explained in section
3.2, we had to repeat 59 HITs in order to obtain 300
valid responses. At the end, a total of 144 different
crowd-workers participated in the evaluation. No-
tice that, in the original paper it is reported a total of
131 crowd-workers participating in the study, but
for 600 tasks instead of 300, i.e., for both the RO-
TOWIRE and MLB datasets. Since we reproduced
the experiment with the ROTOWIRE dataset, the
number of unique participants is quite high, consid-
ering that we requested half of the HITs.

Furthermore, in the original paper it is reported
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Table 1: Average number of Supported (#Supp) and
Contradicting (#Contra) facts in game summaries for
ROTOWIRE dataset, both for the original evaluation
and the reproduction experiment (original results are ex-
tracted from Table 5 in Puduppully and Lapata (2021)).
CV* column indicates the unbiased coefficient of vari-
ation of the reproduction scores for each system, com-
puted following the method explained in Belz (2022).
Systems significantly different from Macro are marked
with an asterisk * (using one-way ANOVA with posthoc
Tukey HSD tests; p ≤ 0.05)

Original Reproduction
#Supp #Contra #Supp CV* #Contra CV*

gold 3.63 0.07 3.36 52.17 0.66 175.7
Templ 7.57* 0.08 6.27* 42.86 0.90 234.26
ED+CC 3.92 0.91* 4.42 39.64 1.95* 119.23
RBF-2020 5.08* 0.67* 4.31 41.37 1.22 161.79
Macro 4.00 0.27 4.08 30.73 0.55 205.31

an inter annotator agreement of 0.44 for supported
and 0.42 for contradicting facts, using Krippen-
dorff’s α. Of course, these values are calculated
for the 600 tasks performed for both datasets, and
the total of 131 crowd-workers. We calculated the
same agreement measure, by adding the number
of supported/contradicitng facts of each task, i.e.,
by adding the count of each of the four sentences
in the HIT to have two scores per HIT: contradict-
ing and supported facts scores. The results gave
us an agreement of 0.188 for supported and 0.219
for contradicting facts. Therefore, the agreement
in our evaluation is lower than in the original one,
although we must take into account that the number
of tasks and unique evaluators is different in our
reproduction experiment, so a direct comparison is
not really fair.

Looking at the original scores shown in Table 1
and as it is stated by Puduppully and Lapata (2021),
the number of supported facts for Macro is com-
parable to gold and ED+CC (not statistically sig-
nificant differences), but significantly smaller than
Templ and RBF-2020. On the other hand, regard-
ing the count of contradicting facts, Macro yields
the smallest number among neural models. The
number of contradicting facts for Macro is compa-
rable to gold and Templ and significantly smaller
than RBF-2020 and ED+CC.

Contrasting the original vs. reproduction results,
we can see that for the Macro supported facts the
score only differs in 0.08, but in the rest of the
compared systems it differs more from the original
study, reaching the largest difference in the Templ
system (1.3, i.e., a 17% less supported facts in aver-
age). Comparing the results of the reproduction for

the Macro supported facts with respect to the rest
of the systems, Macro obtains significantly smaller
values only with respect to the Templ system, while
in the original study it is also significantly smaller
compared with the RBF-2020 system.

Regarding the contradicting facts, for all the sys-
tems the reproduction scores are higher than in
the original experiment, being the ED+CC system
which yields the largest difference, with a 0.91
of counted contradicting facts in the original pa-
per against a 1.95 in the reproduction experiment
(i.e., an increase of the 114%). Surprisingly, the
Macro system achieves the lowest score in terms of
contradicting facts in our reproduction experiment,
while in the original experiment the Templ system
had the best performance. Looking at Macro re-
sults against the other systems, we can say that
Macro achieves only significantly lower scores re-
spect to the ED+CC system, whilst in the original
experiment also significantly differences with the
RBF-2020 were concluded.

It must be noted that if we pay attention to the
unbiased coefficient of variation (CV*) in table 1,
there is a big difference between the scores of the
supported and contradicting facts. While CV* for
supported facts is more stable, ranging from 30.73
to 52.17, the CV* for contradicting facts shows
higher values, ranging from 119.23 to 234.26. It
denotes a higher level of dispersion around the
mean in the scores for contradicting facts.

After analyzing the results shown in Table 1, we
can say that the general tendency observed from
the reproduction results is similar to that of the
results reported in the original study, despite differ-
ences in the score values. Table 2 summarizes the
main differences between the conclusions obtained
in the original experiment vs. those of our repro-
duction experiment. On the one hand, regarding
supported facts, the scores are not very different
from those of the original study. Comparing the
Macro system with the rest of the systems evalu-
ated, in the original paper the results achieved by
the Macro system are comparable with gold and
ED+CC system (the difference is not statistically
significant), and significantly lower than Templ
and RBF-2020 systems. In the reproduction exper-
iment, it is concluded that Macro is comparable to
gold, ED+CC, and RBF-2020, while only signif-
icantly lower scores are reported with respect to
the Templ system. Thus, the tendency observed
for supported facts is similar to the original study,
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Table 2: Comparison of the conclusions from the original experiment by Puduppully and Lapata (2021) and our
reproduction experiment, regarding the Macro system performance. For each type of facts checked, i.e., supported
or contradicting, it is indicated with respect to which systems the Macro model is comparable or, on the contrary,
obtains significantly lower scores.

Original Reproduction
Supported Supported

Comparable to gold and ED+CC Comparable to gold, ED+CC, and RBF-2020
Sign. lower than Templ and RBF-2020 Sign. lower than Templ

Contradicting Contradicting
Comparable to gold and Templ Comparable to Templ, gold, and RBF-2020
Sign. lower than ED+CC and RBF-2020 Sign. lower than ED+CC

except for the RBF-2020, which in the reproduc-
tion experiment is comparable to the Macro system,
instead of being statistically different.

On the other hand, if we look at the contradict-
ing facts, the original study concluded that Macro
results were comparable to gold and Templ, but sig-
nificant differences were detected only with respect
to ED+CC and RBF-2020. In the reproduction ex-
periment, only significantly smaller scores are re-
ported for ED+CC, whereas RBF-2020, Templ and
gold yield results which are comparable to Macro.
As in the case of the supported facts, the observed
tendency is similar in the reproduction and original
experiments, but now only significant differences
are concluded in one of the two systems for which
significant differences were detected in the original
study.

This analysis of the scores allows us to say that
in terms of supported facts, the reproduction study
reports slightly better results for Macro than the
original study. Furthermore, compared to the base-
line systems, in the reproduction experiment only
significantly smaller scores are obtained compared
with one of the systems (i.e., Templ), which means
that the amount of supported facts generated by
Macro is comparable to more systems than in the
original study. In terms of contradicting facts, the
situation is the opposite. Despite a general increase
in the number of contradicting facts for all the sys-
tems, only significantly smaller scores are reported
with respect to one of the systems (i.e., ED+CC),
while in the original study Macro generated sig-
nificantly less contradicting facts than two other
systems. As less generated contradicting facts is
better, in this case the results can be considered
slightly worse than in the original study.

5 Concluding Remarks and Future Work

In this work we performed a reproduction exper-
iment of a human evaluation in NLP. Following
the work by Puduppully and Lapata (2021), in the
reproduced evaluation, a data-to-text system with a
macro planning stage (Macro) is assessed in terms
of contradicting/supported facts generated in the
sports domain, i.e., ROTOWIRE dataset.

When counting the supported facts of the dif-
ferent systems, there is not a clear change pattern
in the reproduction scores respect to the original
ones. All of the scores are slightly different from
the original ones, whether higher or lower. But,
considering that having more supported facts is bet-
ter, the Macro system shows a mildly improvement
in the reproduction study in terms of score and
also obtaining less statistically significant smaller
scores with respect to the rest of systems in the
comparison. Despite of that, the Templ system
(Wiseman et al., 2017) is still the best in terms
of supported facts, mainly because, as it is also
pointed in the original paper for reproduction, the
system essentially parrot facts.

Regarding the count of contradicting facts, there
is a clear increase in general for all the systems and,
surprisingly the system with the smallest number
of contradicting facts is the Macro system, instead
of the Templ system which was the best system in
the original study. However, the Macro system pro-
duces statistically significant smaller scores only
with respect to the ED+CC system.

The reproduction results show a similar tendency
regarding supported facts, where the Templ system
still produces the bigger number of supported facts.
However, the tendency changes regarding contra-
dicting facts. In addition to the general increase
of contradicting facts, Templ and gold summaries,
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which were the baselines with the less contradict-
ing facts, are outperformed by Macro, being the
model with the less contradicting facts generated.

There are certain factors in human evaluation
that cause the results of a reproduction study, de-
spite replicating all the settings, not to be exactly
the same as those reported in the original study.
One of the most distinguishing factors are the eval-
uators. In this case, the same AMT crowd-worker
requirements were applied to select a profile of
workers in the crowd-sourcing platform equal to
that of the original study, but they will never be
the same evaluators. Moreover, a different number
of evaluators have participated than in the original
study, since they could choose how many tasks to
perform freely. This is obviously one of the reasons
why a reproduction of a human evaluation can lead
to a difference in the results.

In connection to the AMT crowd-worker require-
ments, the following experience with a worker from
the platform is worth to be mentioned here. As
mentioned in the section 3.2, following the original
evaluation settings we indicated as a requirement to
perform our task to have a minimum of 1,000 HITs
completed. A few hours after launching the first
mini-batch of the experiment, we received a mes-
sage in which an experienced AMT crowd-worker
welcomed us to the platform and very kindly told
us the following: “If this is your first batch posted
here, welcome to Mturk! Just a heads up, posting
work with insufficient qualifications tends to yield
some terrible results. I’d suggest making the quali-
fications 10,000 approved HITs”. Since this was a
reproducibility experiment, we had to stick to the
conditions specified in the original paper and kept
the minimum number of HITs at 1,000. Anyways,
this advice is worth to be mentioned here for con-
sideration in future experiments. Having seen that
some of the results of the replicated experiment
differed from the original, and that the agreement
between the raters was poor, we believe that the
minimum number of HITs required may have had
an influence. When the original evaluation was
launched (in 2021) this requirement was probably
enough to achieve good results in the platform, but
currently, as the worker recommended, probably
we should increase the minimum number of re-
quired HITs to 10,000 in order to get equivalent
results to those reported by Puduppully and Lapata
(2021).

Taking advantage of the fact that this worker

had contacted us, we asked him/her about a special
qualification granted in AMT that we were curious
about, despite not being used in our experiment:
the so-called “Masters qualification”. On the of-
ficial AMT website there is no clear information
about the requirements that crowd-workers must
meet to obtain this qualification and what it exactly
means, so we asked the worker what he/she knew
about it and the worker told us that AMT is notori-
ously tight-lipped about the Masters qualification
and even the workers of the platform do not know
what is the criteria for granting this type of qualifi-
cation. This fact made us think about the platform’s
lack of transparency even with workers and why
sometimes AMT has bad reputation, despite being
a powerful tool that so many people use.

In the light of these findings, this reproduction
study emphasizes the critical importance of provid-
ing comprehensive details about human evaluations
in NLP. The standarization of reporting practices
for human evaluations by tools such as the Human
Evaluation Datasheet (HEDS) in the framework
of a common approach for reproduction, increases
the reproducibility and, therefore reliability of any
work. Thus, we encourage researchers to further
document their NLP evaluations using these stan-
dards, with the aim of enhancing the quality of the
works in the field.

As future work, we plan to repeat the evaluation
for the MLB dataset with the aim of checking if
reported results differ in a similar way as observed
in the ROTOWIRE dataset. Also, we would like
to reproduce the other human evaluation reported
in the original paper, i.e., the quality of the gener-
ated texts in terms of grammar, conciseness and
coherence, by comparing pairs of summaries.
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Appendices
A Human Evaluation Datasheet (HEDS)

Here we provide an adapted version of the HEDS
that shows all the preregistration details of the ex-
periment. A copy of the original HEDS .json file
and all the additional files mentioned below to re-
produce the experiment are also shared as supple-
mentary material in the submission of the paper.

Section 1: Paper and supplementary resources

Sections 1.1–1.3 record bibliographic and related
information. These are straightforward and don’t
warrant much in-depth explanation.

Section 1.1: Details of paper reporting the
evaluation experiment

Question 1.1.1: Link to paper reporting the evalu-
ation experiment. Enter a link to an online copy of
the the main reference (e.g., a paper) for the human
evaluation experiment. If the experiment hasn’t
been run yet, and the form is being completed for
the purpose of submitting it for preregistration, sim-
ply enter ‘for preregistration’.
Answer: For preregistration.

Question 1.1.2: Which experiment within the pa-
per is this form being completed for? Enter details
of the experiment within the paper for which this
sheet is being completed. For example, the title of
the experiment and/or a section number. If there
is only one human human evaluation, still enter
the same information. If this is form is being com-
pleted for pre-registration, enter a note that differe-
tiates this experiment from any others that you are
carrying out as part of the same overall work.
Answer: This form is being completed to
reproduce the human-based evaluation from
the Section 6 of the paper “Data-to-text Gen-
eration with Macro Planning” available at
https://arxiv.org/abs/2102.02723. Namely,
we pay attention here only to the first study, that is
“the count of supported and contradicting facts on
the generated texts”.

Section 1.2: Link to resources

Question 1.2.1: Link(s) to website(s) providing
resources used in the evaluation experiment.Enter
the link(s). Such resources include system outputs,

evaluation tools, etc. If there aren’t any publicly
shared resources (yet), enter ‘N/A’.
Answer: There is a public github repository in
the arxiv paper, in which you can find the models
and datasets (https://github.com/ratishsp/
data2text-macro-plan-py) and the authors also
provided by email a repository with the files needed
to reproduce the evaluation (https://github.
com/ratishsp/data2text-human-evaluation).
All the material used to reproduce the evaluation
and the details of the procedure will be available at
https://drive.google.com/drive/folders/

1ZySFzvZh-_2H8iJlBrkemG-9bJ0CFSFH?usp=

sharing

Section 1.3: Contact details
This section records the name, affiliation, and email
address of person completing this sheet, and of the
contact author if different.

Section 1.3.1: Details of the person completing
this sheet.
Question 1.3.1.1: Name of the person completing
this sheet.
Answer: Javier González Corbelle, Jose Marı́a
Alonso Moral

Question 1.3.1.2: Affiliation of the person com-
pleting this sheet.
Answer: Universidade de Santiago de Compostela,
Spain

Question 1.3.1.3: Email address of the person
completing this sheet.
Answer: j.gonzalez.corbelle@usc.es, jose-
maria.alonso.moral@usc.es

Section 1.3.2: Details of the contact author
Question 1.3.2.1: Name of the contact author. En-
ter the name of the contact author, enter N/A if it is
the same person as in Question 1.3.1.1
Answer: N/A

Question 1.3.2.2: Affiliation of the contact author.
Enter the affiliation of the contact author, enter N/A
if it is the same person as in Question 1.3.1.2
Answer: N/A

Question 1.3.2.3: Email address of the contact au-
thor. Enter the email address of the contact author,
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enter N/A if it is the same person as in Question
1.3.1.3
Answer: N/A

Section 2: System Questions

Questions 2.1–2.5 record information about the
system(s) (or human-authored stand-ins) whose
outputs are evaluated in the Evaluation experiment
that this sheet is being completed for. The input,
output, and task questions in this section are closely
interrelated: the value for one partially determines
the others,as indicated for some combinations in
Question 2.3.
Question 2.1: What type of input do the evaluated
system(s) take?
This question is about the type(s) of input, where
input refers to the representations and/or data
structures shared by all evaluated systems. This
question is about input type, regardless of number.
E.g. if the input is a set of documents, you would
still select text: document below. Select all that
apply. If none match, select ‘other’ and describe.

1. raw/structured data
2. deep linguistic representation (DLR)
3. shallow linguistic representation (SLR)
4. text: subsentential unit of text
5. text: sentence
6. text: multiple sentences
7. text: document
8. text: dialogue
9. text: other (please describe)
10. speech
11. visual
12. multi-modal
13. control feature
14. no input (human generation)
15. other (please describe)

Please describe:
Please provide further details for your above selec-
tion(s)
Question 2.2: What type of output do the evalu-
ated system(s) generate? This question is about the
type(s) of output, where output refers to the and/or
data structures shared by all evaluated systems.
This question is about output type, regardless of
number. E.g. if the output is a set of documents,
you would still select text: document below. Note
that the options for outputs are the same as for

inputs except that the no input (human generation)
option is replaced with human-generated ‘outputs’,
and the control feature option is removed. Select
all that apply. If none match, select ‘other’ and
describe.

1. raw/structured data
2. deep linguistic representation (DLR)
3. Shallow linguistic representation (SLR)
4. text: subsentential unit of text
5. text: sentence
6. text: multiple sentences
7. text: document
8. text: dialogue
9. text: other (please describe)
10. speech
11. visual
12. multi-modal
13. human generated ‘outputs’
14. other (please describe)

Please describe:
Please provide further details for your above selec-
tion(s)
Question 2.3: How would you describe the task
that the evaluated system(s) perform in mapping
the inputs in Q2.1 to the outputs in Q2.2? This
question is about the task(s) performed by the
system(s) being evaluated. This is independent
of the application domain (financial reporting,
weather forecasting, etc.), or the specific method
(rule-based, neural, etc.) implemented in the
system. We indicate mutual constraints between
inputs, outputs and task for some of the options
below. Occasionally, more than one of the options
below may apply. Select all that apply. If none
match, select ‘other’ and describe.

1. content selection/determination
2. content ordering/structuring
3. aggregation
4. referring expression generation
5. lexicalisation
6. deep generation
7. surface realisation (SLR to text)
8. feature-controlled text generation
9. data-to-text generation
10. dialogue turn generation
11. question generation
12. question answering
13. paraphrasing/lossless simplification
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14. compression/lossy simplification
15. machine translation
16. summarisation (text-to-text)
17. end-to-end text generation
18. image/video description
19. post-editing/correction
20. other (please describe)

Please describe:
Please provide further details for your above selec-
tion(s)
Question 2.4: What are the input languages that
are used by the system? This question is about the
language(s) of the inputs accepted by the system(s)
being evaluated. Select any language name(s) that
apply, mapped to standardised full language names
in ISO 639-1 (2019). E.g. English, Herero, Hindi.
If no language is accepted as (part of) the input,
select ‘N/A’. Select all that apply. If any languages
you are using are not covered by this list, select
‘other’ and describe.

1. Abkhazian
2. Afar
...
41. English
...
185. N/A (please describe)

Please describe:
Please provide further details for your above selec-
tion(s)
Question 2.5: What are the output languages
that are used by the system? This field question
the language(s) of the outputs generated by the
system(s) being evaluated. Select any language
name(s) that apply, mapped to standardised full
language names in ISO 639-1 (2019). E.g. English,
Herero, Hindi. If no language is generated, select
‘N/A’.Select all that apply. If any languages you
are using are not covered by this list, select ‘other’
and describe.

1. Abkhazian
2. Afar
...
41. English
...
185. N/A (please describe)

Please describe:

Please provide further details for your above selec-
tion(s)

Section 3: Sample of system outputs,
evaluators, and experimental design

Section 3.1: Sample of system outputs

Questions 3.1.1–3.1.3 record information about the
size of the sample of outputs (or human-authored
stand-ins) evaluated per system, how the sample
was selected, and what its statistical power is.
Question 3.1.1: How many system outputs (or
other evaluation items) are evaluated per system in
the evaluation experiment? Enter the number of
system outputs (or other evaluation items) that are
evaluated per system by at least one evaluator in
the experiment. For most experiments this should
be an integer, although if the number of outputs
varies please provide further details here.
Answer: In the experiment, a total of 100 items
are evaluated by at least one evaluator. Each of the
items is composed of 4 summaries that must be
rated. These 100 items are generations from the
ROTOWIRE dataset. There are outputs generated
by 5 different systems (20 from each). So, a
total of 100 items are evaluated, from 5 different
systems.

Question 3.1.2: How are system outputs (or other
evaluation items) selected for inclusion in the
evaluation experiment? Select one option. If none
match, select ‘other’ and describe:

1. by an automatic random process
2. by an automatic random process but using strati-
fied sampling over given properties
3. by manual, arbitrary selection
4. by manual selection aimed at achieving balance
or variety relative to given properties
5. other (please describe)
Answer: We replicate the evaluation from the orig-
inal paper, so we manually choose the same system
outputs for evaluation. In the original paper these
outputs were randomly selected.
Please describe: Please provide further details for
your above selection(s)

Section 3.1.3: Statistical power of the sample
size.

Question 3.1.3.1: What method was used to deter-
mine the the statistical power of the sample size?
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Answer: In the paper taken as reference, no
method, or criteria to determine the sample size
ismentioned. In our reproduction we will evaluate
the same number of summaries.

Question 3.1.3.2: What is the statistical power of
the sample size? Enter the numerical results of a
statistical power calculation on the output sample.
Answer: No method to determine the statistical
power of the sample size was used.

Question 3.1.3.3: Where can other researchers
find details of the script used? Enter a link to
the script used (or another way of identifying the
script). See, e.g., Card et al. (2020), Howcroft &
Rieser (2021).
Answer: No method to determine the statistical
power of the sample size was used.

Section 3.2: Evaluators

Questions 3.2.1–3.2.5 record information about the
evaluators participating in the experiment.
Question 3.2.1: How many evaluators are there in
this experiment? Enter the total number of evalua-
tors participating in the experiment, as an integer.
Answer: N/A

Section 3.2.2: Evaluator Type

Questions 3.2.2.1–3.2.2.5 record information about
the type of evaluators participating in the experi-
ment.
Question 3.2.2.1: What kind of evaluators are in
this experiment?

Select one option. These options should be valid
for most experiments, but if not, select ‘N/A’ and
describe why:

1. experts
2. non-experts
3. N/A (please describe)
Answer: The raters are crowdworkers required
to be from English speaking countries, have a
minimum of 1,000 previously completed tasks and
have an approval rating in AMT greater than 98%.

Please describe:

Please provide further details for your above selec-
tion(s)
Question 3.2.2.2: Were the participants paid or
unpaid? Select one option. These options should
be valid for most experiments, but if not, select
‘N/A’ and describe why:

1. paid (monetary compensation)
2. paid (non-monetary compensation such as
course credits)
3. not paid
4. N/A (please describe)

Question 3.2.2.3: Were the participants previously
known to the authors? Select one option. These
options should be valid for most experiments, but
if not, select ‘N/A’ and describe why:

1. previously known to authors
2. not previously known to authors
3. N/A (please describe)

Please describe:
Question 3.2.2.4: Were one or more of the authors
among the participants? Select one option. These
options should be valid for most experiments, but
if not, select ‘N/A’ and describe why:

1. evaluators include one or more of the authors
2. evaluators do not include any of the authors
3. N/A (please describe)

Please describe:
Question 3.2.2.5: Further details for participant
type. Please use this field to elaborate on your
selections for questions 3.2.2.1 to 3.2.2.4 above.
Answer: We take as reference the ReproHum
global minimum wage per hour (UK living wage),
that is GBP 10.90. Considering that each task will
take about 4 minutes, an annotator can do 15 tasks
per hour, so the payment per HIT will be GBP
10.9/15 = GBP 0.726 (0.88 USD = 0.8 EUR).

Question 3.2.3: How are evaluators recruited?
Please explain how your evaluators are recruited.
Do you send emails toa given list? Do you post
invitations on social media? Posters on university
walls? Were there any gatekeepers involved? What
are the exclusion/inclusion criteria?
Answer: To recruit evaluators, we use the AMT
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platform. The requisites for workers to be selected
as valid are as follows: they are from English
speaking countries, they have a minimum of 1,000
previously completed tasks and an approval rating
greater than 98%.

Question 3.2.4: What training and/or practice are
evaluators given before starting on the evaluation
itself? Use this space to describe any training eval-
uators were given as part of the experiment to pre-
pare them for the evaluation task, including any
practice evaluations they did. This includes any
introductory explanations they’re given, e.g. on the
start page of an online evaluation tool.
Answer: Before entering each task, evaluators
are shown online the informed consent, the
instructions of the task, how to read the different
tables that will be shown, and an example task.

Question 3.2.5: What other characteristics do the
evaluators have? Known either because these were
qualifying criteria, or from information gathered
as part of the evaluation. Use this space to list any
characteristics not covered in previous questions
that the evaluators are known to have, either be-
cause evaluators were selected on the basis of a
characteristic, or because information about a char-
acteristic was collected as part of the evaluation.
This might include geographic location of IP ad-
dress, educational level, or demographic informa-
tion such as gender, age, etc. Where characteristics
differ among evaluators (e.g. gender, age, location
etc.), also give numbers for each subgroup.
Answer: The characteristics that evaluators have
are the mentioned before: being from English
speaking countries, having a minimum of 1,000
previously completed tasks and an approval rating
greater than 98%.

Section 3.3: Experimental Design

Sections 3.3.1–3.3.8 record information about the
experimental design of the evaluation experiment.
Question 3.3.1: Has the experimental design been
preregistered? If yes, on which registry? Select
‘Yes’ or ‘No’; if ‘Yes’ also give the name of the
registry and a link to the registration page for the
experiment.

1. yes
2. no

Please provide the name for, and link to the regis-
tration page for the experiment:
Please provide further details for your above selec-
tion(s)
Question 3.3.2: How are responses collected? De-
scribe here the method used to collect responses,
e.g. paper forms, Google forms, SurveyMon-
key, Mechanical Turk, CrowdFlower, audio/video
recording, etc.
Answer: Responses are collected via AMT.

Section 3.3.3: Quality assurance

Questions 3.3.3.1 and 3.3.3.2 record information
about quality assurance.
Question 3.3.3.1: What quality assurance methods
are used to ensure evaluators and/or their responses
are suitable?

If any methods other than those listed were used,
select ‘other’, and describe why below. If no
methods were used, select none of the above and
enter ‘No Method’ Select all that apply:

1. evaluators are required to be native speakers
of the language they evaluate.
2. automatic quality checking methods are used
during/post evaluation
3. manual quality checking methods are used
during/post evaluation
4. evaluators are excluded if they fail quality
checks (often or badly enough)
5. some evaluations are excluded because of
failed quality checks 6. other (please describe)
7. none of the above

Please describe:
Question 3.3.3.2: Please describe in detail the
quality assurance methods that were used. If no
methods were used, enter ‘N/A’
Answer: The task of the evaluators is to count the
supported and contradicted facts on the generated
texts. They are given two dropdowns to select
the number of supported and contradicted facts
detected, ranging from 0 to 20. So, when the
sum of the supported and contradicted facts in a
question is equal or higher than 20, the response
is excluded, as there are no more than 20 facts
to consider per sentence in none of the tasks
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presented to the evaluators. Also, the ID of the
evaluator that failed this quality check is saved in
order to do not accept more HITs from this worker.

Section 3.3.3: Form/Interface

Questions 3.3.4.1 and 3.4.3.2 record information
about the form or user interface that was shown to
participants.
Question 3.3.4.1: Please include a link to online
copies of the form/interface that was shown to par-
ticipants. Please record a link to a screenshot or
copy of the form if possible. If there are many files,
please create a signpost page (e.g., on GitHub that
contains links to all applicable resouces). If there
is a separate introductory interface/page, include it
under Question 3.2.4.
Answer: The HTML that will be used as tem-
plate in AMT is available in the following link:
https://drive.google.com/drive/folders/

1ZySFzvZh-_2H8iJlBrkemG-9bJ0CFSFH?usp=

share_link.

Question 3.3.4.2: What do evaluators see when
carrying out evaluations? Describe what evaluators
are shown, in addition to providing the links in
3.3.4.1.
Answer: Evaluators are shown first the informed
consent they must fill due to ethic reasons and,
then they can read the instructions of the task
they must perform, together with an illustrative
example, to get them familiarized with the task.
Finally, they go into the questionnaire where they
can accomplish the required task.

Question 3.3.5: How free are evaluators regarding
when and how quickly to carry out evaluations?

Select all that apply:
1. evaluators have to complete each individual
assessment within a set time
2. evaluators have to complete the whole evaluation
in one sitting
3. neither of the above (please describe)

Please describe:
Please provide further details for your above selec-
tion(s)
Question 3.3.6: Are evaluators told they can ask
questions about the evaluation and/or provide
feedback?

Select all that apply.

1. evaluators are told they can ask any questions
during/after receiving initial training/instructions,
and before the start of the evaluation
2. evaluators are told they can ask any questions
during the evaluation
3. evaluators are asked for feedback and/or com-
ments after the evaluation, e.g. via an exit ques-
tionnaire or a comment box
4. other (please describe)
5. None of the above

Please describe:
Question 3.3.7: What are the experimental
conditions in which evaluators carry out the
evaluations?

Multiple-choice options (select one). If none match,
select ‘other’ and describe.
1. evaluation carried out by evaluators at a place
of their own choosing, e.g. online, using a paper
form, etc.
2. evaluation carried out in a lab, and conditions
are the same for each evaluator
3. evaluation carried out in a lab, and conditions
vary for different evaluators
4. evaluation carried out in a real-life situation, and
conditions are the same for each evaluator
5. evaluation carried out in a real-life situation, and
conditions vary for different evaluators
6. evaluation carried out outside of the lab, in a
situation designed to resemble a real-life situation,
and conditions are the same for each evaluator
7. evaluation carried out outside of the lab, in a
situation designed to resemble a real-life situation,
and conditions vary for different evaluators
8. other (please describe)

Please describe:
Question 3.3.8: Briefly describe the (range of
different) conditions in which evaluators carry out
the evaluations. Use this space to describe the
variations in the conditions in which evaluators
carry out the evaluation, for both situations where
those variations are controlled,and situations where
they are not controlled. If the evaluation is carried
out at a place of the evaluators’ own choosing, enter
‘N/A’
Answer: N/A
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Section 4: Quality Criteria – Definition and
Operationalisation

Questions in this section collect information about
each quality criterion assessed in the single human
evaluation experiment that this sheet is being com-
pleted for.
Many Criteria : Quality Criterion - Definition
and Operationalisation
In this section you can create named subsections
for each criterion that is being evaluated. The form
is then duplicated for each criterion. To create a
criterion type its name in the field and press the
New button, it will then appear on tab that will
allow you to toggle the active criterion. To delete
the current criterion press the Delete current button.

Fact-checking

Section 4.1: Quality Criteria

Questions 4.1.1–4.1.3 capture the aspect of qual-
ity that is assessed by a given quality criterion in
terms of three orthogonal properties. They help de-
termine whether or not the same aspect of quality
is being evaluated in different evaluation experi-
ments. The three properties characterise quality
criteria in terms of (i) what type of quality is being
assessed; (ii) what aspect of the system output is
being assessed; and (iii) whether system outputs
are assessed in their own right or with reference
to some system-internal or system-external frame
of reference. For full explanations see Belz et al.
(2020).
Question 4.1.1: What type of quality is assessed
by the quality criterion?

1. Correctness
2. Goodness
3. Feature

Please describe:
Please provide further details for your above selec-
tion(s)
Question 4.1.2: Which aspect of system outputs
is assessed by the quality criterion?

1. Form of output
2. Content of output
3. Both form and content of output

Please describe:

Please provide further details for your above selec-
tion(s)
Question 4.1.3: Is each output assessed for
quality in its own right, or with reference to a
system-internal or external frame of reference?

1. Quality of output in its own right
2. Quality of output relative to the input
3. Quality of output relative to a system-external
frame of reference

Please describe:
Please provide further details for your above selec-
tion(s)

Section 4.2: Evaluation mode properties
Questions 4.2.1–4.2.3 record properties that are
orthogonal to quality criteria (covered by questions
in the preceding section), i.e. any given quality
criterion can in principle be combined with any of
the modes (although some combinations are more
common than others).
Question 4.2.1: Does an individual assessment
involve an objective or a subjective judgment?

1. Objective
2. Subjective

Please describe:
Question 4.2.2: Are outputs assessed in absolute
or relative terms?

1. Absolute
2. Relative

Please describe:
Question 4.2.3: Is the evaluation intrinsic or
extrinsic?

1. Intrinsic
2. Extrinsic

Please describe:

Section 4.3: Response elicitation
The questions in this section concern response elic-
itation, by which we mean how the ratings or other
measurements that represent assessments for the
quality criterion in question are obtained, cover-
ing what is presented to evaluators, how they se-
lect response and via what type of tool, etc. The
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eleven questions (4.3.1–4.3.11) are based on the
information annotated in the large scale survey of
human evaluation methods in NLG by Howcroft et
al. (2020).
Question 4.3.1: What do you call the quality cri-
terion in explanations/interfaces to evaluators? En-
ter ‘N/A’ if no definition given. The name you
use to refer to the quality criterion in explanations
and/or interfaces created for evaluators. Examples
of quality criterion names include Fluency, Clarity,
Meaning Preservation. If no name is used, state
‘N/A’.
Answer: Correctness of output relative to input
(content)

Question 4.3.2: What definition do you give for
the quality criterion in explanations/interfaces to
evaluators? Enter ‘N/A’ if no definition given.
Copy and past the verbatim definition you give
to evaluators to explain the quality criterion they’re
assessing. If you don’t explicitly call it a definition,
enter the nearest thing to a definition you give them.
If you don’t give any definition, state ‘N/A’.
Answer: In the form provided the task to perform
is described as “For each sentence, your task is to
determine how many of the facts in the sentence
are actually supported by the tables, and how
many are contradicted by the tables”. Also, some
examples are provided.

Question 4.3.3: Are the rating instrument re-
sponse values discrete or continuous? If so, please
also indicate the size. Is the rating instrument
discrete or continuous? When discrete, also record
the number of different response values for this
quality criterion. E.g. for a 5-point Likert scale,
select Discrete and record the size as 5 in the box
below. For two-way forced-choice preference
judgments, the size would be 2; if there’s also a
no-preference option, enter 3. For a slider that is
mapped to 100 different values for the purpose of
recording assessments select discrete and record
the size as 100. If no rating instrument is used (e.g.
when evaluation gathers post-edits or qualitative
feedback only), select N/A.

1. Discrete
2. Continuous
3. N/A

Please record the size of the instrument here: 21
Question 4.3.4: List or range of possible values of
the scale or other rating instrument. Enter ‘N/A’, if
there is no rating instrument. List, or give the range
of, the possible values of the rating instrument.
The list or range should be of the size specified in
Question 4.3.3. If there are too many to list, use a
range. E.g. for two-way forced-choice preference
judgments, the list entered might be A better, B
better; if there’s also a no-preference option, the list
might be A better, B better, neither. For a slider that
is mapped to 100 different values for the purpose
of recording assessments, the range 1–100 might
be entered. If no rating instrument is used (e.g.
when evaluation gathers post-edits or qualitative
feedback only), enter ’N/A’.
Answer: 0-20

Question 4.3.5: How is the scale or other rating
instrument presented to evaluators? If none match,
select ‘Other’ and describe.

1. Multiple-choice options
2. Check-boxes
3. Slider
4. N/A (there is no rating instrument)
5. Other (please describe)

Please describe:
Question 4.3.6: If there is no rating instrument, de-
scribe briefly what task the evaluators perform (e.g.
ranking multiple outputs, finding information, play-
ing a game, etc.), and what information is recorded.
Enter ‘N/A’ if there is a rating instrument. If (and
only if) there is no rating instrument, i.e. you en-
tered ‘N/A’ for Questions 4.3.3–4.3.5, describe the
task evaluators perform in this space. Otherwise,
here enter ‘N/A’ if there is a rating instrument.
Answer: N/A

Question 4.3.7: What is the verbatim question,
prompt or instruction given to evaluators (visible
to them during each individual assessment)? Copy
and paste the verbatim text that evaluators see dur-
ing each assessment, that is intended to convey the
evaluation task to them. E.g. Which of these texts
do you prefer? Or Make any corrections to this text
that you think are necessary in order to improve it
to the point where you would be happy to provide
it to a client.
Answer: Correct facts in sentence: dropdown.
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Incorrect facts in sentence: dropdown.

Question 4.3.8: Form of response elicitation. If
none match, select ‘Other’ and describe.

Explanations adapted from Howcroft et al. (2020).
1. (dis)agreement with quality statement
2. direct quality estimation
3. relative quality estimation (including ranking)
4. counting occurrences in text
5. qualitative feedback (e.g. via comments entered
in a text box)
6. evaluation through post-editing/annotation
7. output classification or labelling
8. user-text interaction measurements
9. task performance measurements
10. user-system interaction measurements
11. Other (please describe)

Please describe:
Question 4.3.9: How are raw responses from par-
ticipants aggregated or otherwise processed to ob-
tain reported scores for this quality criterion? Nor-
mally a set of separate assessments is collected
from evaluators and is converted to the results as
reported. Describe here the method(s) used in
the conversion(s). E.g. macro-averages or micro-
averages are computed from numerical scores to
provide summary, per-system results. If no such
method was used, enter ’N/A’.
Answer: An average of the correct and incorrect
facts is calculated for each system evaluated.

Question 4.3.10: Method(s) used for determining
effect size and significance of findings for this qual-
ity criterion. Enter a list of methods used for calcu-
lating the effect size and significance of any results,
both as reported in the paper given in Question 1.1,
for this quality criterion. If none calculated, state
‘None’.
Answer: The results of the different systems wil be
compared using a one-way ANOVA with posthoc
Tukey HSD tests to determine the significance of
the results.

Section 4.3.11: Inter-annotator agreement

Questions 4.3.11.1 and 4.3.11.2 record information
about inter-annotator agreement.

Question 4.3.11.1: Has the inter-annotator
agreement between evaluators for this quality
criterion been measured? If yes, what method was
used? Select one option. If Yes, enter the methods
used to compute any measures of inter-annotator
agreement obtained for the quality criterion. If
N/A, explain why.

1. yes
2. no
3. N/A

Please describe: Once the experiment finishes, the
Krippendorff’s agreement will be calculated.
Question 4.3.11.2: What was the inter-annotator
agreement score? Enter N/A if there was none.
Answer: We expect an inter-annotator agreement
score similar to the one reported in the paper that
we took as reference: 0.44 for supported facts and
0.42 for contradicting facts.

Section 4.3.12: Intra-annotator agreement
Questions 4.3.12.1 and 4.3.12.2 record information
about intra-annotator agreement.
Question 4.3.12.1: Has the intra-annotator
agreement between evaluators for this quality
criterion been measured? If yes, what method was
used? Select one option. If Yes, enter the methods
used to compute any measures of intra-annotator
agreement obtained for the quality criterion. If
N/A, explain why.

1. yes
2. no
3. N/A

Please describe: We only run the experiment once.
To calculate the intra-annotator agreement the
same evaluators must evaluate twice the same
sentences.

Question 4.3.12.2: What was the intra-annotator
agreement score? Enter N/A if there was none.
Answer: N/A

Section 5: Ethics
The questions in this section relate to ethical as-
pects of the evaluation. Information can be entered
in the text box provided, and/or by linking to a
source where complete information can be found.
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Question 5.1: Has the evaluation experiment this
sheet is being completed for, or the larger study it
is part of, been approved by a research ethics com-
mittee? If yes, which research ethics committee?
Typically, research organisations, universities and
other higher-education institutions require some
form ethical approval before experiments involving
human participants, however innocuous, are per-
mitted to proceed. Please provide here the name
of the body that approved the experiment, or state
‘No’ if approval has not (yet) been obtained.
Answer: This experimental evaluation is approved
by the ethics committee of the University of Santi-
ago de Compostela (Approval Date: December 22,
2022; Approval Ref.: USC 56/2022). The approval
certificate was issued by D. José Manuel Cifuentes
Martı́nez, the Head of the USC Ethics Committee.

Question 5.2: Do any of the system out-
puts (or human-authored stand-ins) evaluated,
or do any of the responses collected, in the
experiment contain personal data (as defined
in GDPR Art. 4, §1: https://gdpr.eu/

article-4-definitions)? If yes, describe data
and state how addressed. State ‘No’ if no personal
data as defined by GDPR was recorded or collected,
otherwise explain how conformity with GDPR re-
quirements such as privacy and security was en-
sured, e.g. by linking to the (successful) application
for ethics approval from Question 5.1.
Answer: No.

Question 5.3: Do any of the system outputs (or
human-authored stand-ins) evaluated, or do any of
the responses collected, in the experiment contain
special category information (as defined in GDPR
Art. 9, §1 2? If yes, describe data and state how
addressed. State ‘No’ if no special-category data
as defined by GDPR was recorded or collected,
otherwise explain how conformity with GDPR re-
quirements relating to special-category data was
ensured, e.g. by linking to the (successful) applica-
tion for ethics approval from Question 5.1.
Answer: No.

Question 5.4: Have any impact assessments been
carried out for the evaluation experiment, and/or
any data collected/evaluated in connection with it?
If yes, summarise approach(es) and outcomes. Use

2urlhttps://gdpr.eu/article-9-processing-special-
categories-of-personal-data-prohibited

this box to describe any ex ante or ex post impact
assessments that have been carried out in relation
to the evaluation experiment, such that the assess-
ment plan and process, well as the outcomes, were
captured in written form. Link to documents if
possible. Types of impact assessment include data
protection impact assessments, e.g. under GDPR.
Environmental and social impact assessment frame-
works are also available.
Answer: No.

B Fair Payment Calculation Method

1. Determine the original wage and minimum
wage hourly values (if there is no minimum
wage in a given location, set the value to
0). Please refer to the appropriate govern-
ment sources of information (such as govern-
ment websites) to determine minimum wages.
Please consider regional variations of mini-
mum wage within a country when applicable.

1.1 min wage your lab: the minimum wage
in the country/region where your lab is
based.

1.2 min wage your participant: the mini-
mum wage in the country/region where
your participants are based, converted to
the same currency as min wage your lab.
For crowdsource work (such as Mechan-
ical Turk) set this to 0.

1.3 original study wage: what participants
were paid in the original study.

1.4 original study min wage: the minimum
wage where the original study was
carried out, at the time when it was
conducted. (original study * variables
should both be in the same currency as
each other, but need not be converted to
the same currency as used by your lab).

1.5 uk living wage: set to the equivalent in
your currency of £10.90 GBP, this is the
project global minimum.

2. Calculate the reproduction wage by follow-
ing the below steps:

2.1 min wage = MAX(min wage your lab,
min wage your participant)

2.2 IF original study min wage == NONE;
THEN original study min wage = origi-
nal study wage
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2.3 multiplier = (original study wage / orig-
inal study min wage)

2.4 wage = min wage * multiplier
2.5 reproduction wage = MAX(wage,

min wage, uk living wage)

3. Round the final value (reproduction wage) up
to the smallest denomination of your currency
(pence, cent, etc.)
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Abstract

Human evaluation is crucial for NLG systems
as it provides a reliable assessment of the qual-
ity, effectiveness, and utility of generated lan-
guage outputs. However, concerns about the re-
producibility of such evaluations have emerged,
casting doubt on the reliability and generalis-
ability of reported results. In this paper, we
present the findings of a reproducibility study
on a data-to-text system, conducted under two
conditions: (1) replicating the original setup as
closely as possible with evaluators from AMT,
and (2) replicating the original human evalu-
ation but this time, utilising evaluators with
a background in academia. Our experiments
show that there is a loss of statistical signifi-
cance between the original and reproduction
studies, i.e. the human evaluation results are
not reproducible. In addition, we found that
employing local participants led to more robust
results. We finally discuss lessons learned, ad-
dressing the challenges and best practices for
ensuring reproducibility in NLG human evalu-
ations.

1 Introduction

Human evaluations have long been considered the
appropriate method for reliably evaluating NLG
systems, due to the shortcomings of automatic eval-
uation metrics (Gehrmann et al., 2022). Notwith-
standing the popularity and acceptance of human
evaluations in the NLG community, the repro-
ducibility of human evaluations has not been thor-
oughly documented. It is widely accepted that
replicating human evaluation results can be re-
ally hard due to insufficient documentation (Belz
et al., 2023a,b), variability in the generated text that
leads to varying assessment results due to evaluator
preferences, background, or other characteristics
(Gkatzia et al., 2014, 2016), confusion and diver-
sity in defining evaluation criteria (Howcroft et al.,
2020), high costs (Thomson and Reiter, 2021) or

even difficulty in identifying factual errors (Thom-
son et al., 2023).

The ReproGen/ReproNLP challenges led by
Belz et al. (2020) aim to address the lack of under-
standing surrounding the reproducibility of human
evaluations in NLG research by facilitating and en-
couraging research on the reproducibility of current
evaluation methods, and the factors leading to irre-
producibility. It involves a global multi-lab shared
task study aimed at assessing the reproducibility of
human evaluations conducted in selected published
NLG research papers. The challenge organisers
initially selected studies to be reproduced and al-
located them to each participating lab. Each lab
is then tasked with reproducing the results of the
allocated human evaluation study, allowing for an
assessment of the reproducibility of human evalu-
ations across different methods, tasks, and partic-
ipant characteristics. Labs were also allowed to
explore additional research questions or perform
further analyses of the results.

Our lab was tasked with reproducing one of the
human evaluations reported in Puduppully and La-
pata (2021), which aims to identify supporting
and contradictory facts in text grounded on tab-
ular data1, namely basketball and baseball reports
generated from game statistics tables. Here, we
explore two research questions: (1) whether we
can reproduce a human evaluation study on Ama-
zon Mechanical Turk (AMT) following as closely
as possible the original design as presented by the
authors of the study; and (2) explore the impact of
using local evaluators instead of AMT evaluators
for this task. Our contributions are as follows:

• We present the results from our effort to re-
produce the human evaluation presented by
Puduppully and Lapata (2021).

1The paper presents two human evaluation studies - here
we only reproduce the first, another lab is tasked with repro-
ducing the second.
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• We present results from an additional study
that draws evaluators from a pool of col-
leagues and students with experience in AI
and we demonstrate that using local evalua-
tors results in more robust results (as mea-
sured through Inter-Annotator Agreement).

• We discuss the implications of our results to
NLG evaluation studies.

The rest of the paper is shaped as follows: Sec-
tion 2 presents the original human evaluation study,
Section 3 presents our effort to reproduce the origi-
nal study, Section 4 discusses our results in compar-
ison to the original study, and Section 5 discusses
an additional study we performed with local evalua-
tors, and finally, Section 6 discusses the results and
implications for reproducibility studies in NLG.

2 Original Study

The original study selected for our reproduction is
"Data-to-text Generation with Macro Planning" by
Puduppully and Lapata (2021) which proposed a
new macro planning phase for data-to-text genera-
tion. This new phase aims to enhance the structure
and accuracy of the generated content by empha-
sising higher-level content organisation, including
entities, events, and their interactions. These high-
level features, termed macro plans, are learned
from the provided data and are then used as inputs
to guide text generation. The authors employed
both automatic and human evaluations to obtain
accurate assessments of their model’s performance.
The human evaluations conducted in the original
study compared the model’s performance on two
datasets: MLB (MLB dataset consisting of base-
ball games’ box line-score tables, and play-by-play
tables) (Puduppully et al., 2019) and RotoWire
(RotoWire dataset consisting of NBA basketball
games’ box and line-score boxes) (Wiseman et al.,
2017). The model’s performance on both datasets
was compared to four different NLG systems: Gold,
Template (Template-based generators from Wise-
man et al. (2017)), ED+CC (encoder-decoder with
attention and copy mechanism), and ENT (Entity-
based model) for the MLB dataset, and RBF-2020
for the RotoWire dataset.

The original paper reports two human evalua-
tion studies: a fact-counting study and the quality
of generated summaries. Here, we reproduce the
fact-counting study. In this study, human evalua-
tors were asked to count the number of supporting

and contradicting facts in the outputs of the NLG
systems by comparing them with the input data.
For the MLB dataset, the input consisted of a base-
ball game box, line-score, and play-by-play tables,
while for the RotoWire dataset, participants were
provided with an NBA basketball game box- and
line-score tables.

The fact-counting study involved a total of 600
evaluations or Human Intelligence Tasks (HITs)
that required human evaluators. To facilitate these
evaluations, the authors utilised Amazon Mechani-
cal Turk (MTurk) to crowdsource the completion
of the HITs. Specific qualifications were set for
workers to be eligible to participate, including hav-
ing an MTurk approval rating greater than 98%,
a minimum of 1000 previously completed HITs
on MTurk, and being based in one of the follow-
ing English-speaking countries: US, UK, Canada,
Ireland, Australia, or New Zealand.

In the original study, the authors reported that
human evaluators were not required to have prior
knowledge of basketball or baseball, as they were
provided with a cheatsheet explaining the seman-
tics of the box score tables. Each summary was
evaluated by three different workers, and there were
a total of 131 distinct MTurk workers involved in
the evaluations. The 600 HITs were divided into
eight mini-batches (four per dataset), and atten-
tion checks were employed to ensure the quality of
the responses. If a worker reported more than 20
total facts, their response was rejected and rerun.
The agreement among the three responses for each
distinct HIT was calculated using Krippendorff’s
alpha, resulting in 0.44 for supported facts and 0.42
for contradicting facts.

3 Reproduced Study

In the reproduced study, we followed the design
and methodology of the original study as closely as
possible, however, we only reproduced the tasks for
the RotoWire dataset due to the less complex task
and cheat-sheets provided, which allowed for better
control over the cognitive complexity of the HITs.
This decision aligned with the recommendations
by Belz et al. (2023a) in controlling factors such as
the number of evaluators, the cognitive complexity
of the task, and the level of training/expertise of the
evaluators. By narrowing down these factors, our
goal was to improve the accuracy and effectiveness
of reproducing the results.

We obtained the necessary model outputs and
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Original Study - Rotowire

System #Supp #Contra

Gold 3.63 0.07
Templ 7.57* 0.08
ED+CC 3.92 0.91*
RBF-2020 5.08* 0.67*
Macro 4.00 0.27

Reproduction Study - Rotowire

System #Supp #Contra

Gold 4.000 1.525
Template 6.3167* 1.3583
ED+CC 5.100 1.9042
RBF-2020 4.9458 1.7583
Macro 4.5458 1.5333

Table 1: Mean counts of supported (#Supp) and contradicting (#Contra) facts in game summaries (one-way ANOVA
with posthoc Tukey HSD tests, * denotes significance with p ≤ 0.05, when comparing each result to Macro).

Human Evaluation Datasheet (HEDs) from the orig-
inal authors and filled out our own HEDs for re-
production. Then using the Amazon Mechanical
Turk (MTurk) platform, we set up HITs for the fact-
counting evaluation. Workers were asked to count
the supporting and contradicting facts in summaries
generated by different NLG systems, using the ex-
act same UI and cheatsheet as the original study.
We conducted multiple mini-batches of HITs with
attention checks in between.

A total of 167 distinct workers participated in the
study, and we ran 300 HITs divided into 4 batches
(agreement using Krippendorff’s α was -0.12 for
supported and 0.12 for contradicting facts, as op-
posed to 0.44 and 0.42 respectively in the original
study). We reran several batches where workers
had failed the attention checks outlined in the orig-
inal paper, resulting in 121 failed attention check
tasks. Including paying for reruns, the total cost
for the study came to $665.18. Workers received
compensation at UK’s Living Wage2 level.

To analyse the results, we mirrored the original
study by using the exact same code for statistical
analysis using a one-way ANOVA test with post-
hoc Tukey HSD test. This analysis helped us iden-
tify significant differences in the performance of
the NLG systems for comparison with the proposed
macro system.

4 Results

In this section, we compare the results from the
fact-counting HIT on the RotoWire dataset for both
the original and reproduced studies (see Table 1).

In the original study, the template-based gener-
ator (Template) showed a statistically significant
higher number of reported supporting facts (7.57)
when compared to the Macro system (4.00). Simi-

2https://www.livingwage.org.uk/
what-real-living-wage

larly, the RBF-2020 system showed a statistically
significant increase in supporting facts (5.08). In
terms of contradicting facts, ED+CC and RBF-
2020 reported higher numbers, with statistical sig-
nificance underlined at 0.91 and 0.67 respectively.

The reproduced study results demonstrated a dif-
ferent pattern. The Template system once again
recorded a statistically significant higher number
of supporting facts (when compared to the macro
system) at 6.3167, but the differences in the contra-
dicting facts were less pronounced across the sys-
tems, without statistical significance against macro.

4.1 Comparative Analysis

Comparing both studies, it is evident that there
are inconsistencies between the original and repro-
duced results. While the Template system consis-
tently showed a higher number of supporting facts
in both studies, the magnitude of this difference
was reduced in the reproduction. The number of
contradicting facts, in particular, exhibited a no-
table increase in the reproduced study across all
systems.

5 Additional study with local evaluators

In addition to the above reproduction study, we
conducted a supplementary study on a smaller
scale with a selected pool of academic evaluators.
This study aimed to provide further insights into
the reproducibility of human evaluations as well as
the impact of sampling participants with different
characteristics.

To carry out this additional study, we adapted
the HTML task interface to work locally without
relying on the MTurk platform. The interface was
modified to allow participants to save their answers
to a JSON file, which they would then email back
to us. For each of the five NLG systems, two tasks
were randomly selected from both the RotoWire
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and MLB datasets (total of 20 HITS). Unlike the
large-scale reproduction, each task in the additional
study was completed by two distinct participants
instead of three.

To gather respondents for the study, we allocated
the individual HIT HTML files to participants and
asked them to submit the JSON file once they com-
pleted the task(s). The participants were instructed
to count the number of supporting and contradict-
ing facts in the summary, following the same ap-
proach as the original and large-scale reproduction
studies.

A total of 17 distinct evaluators, including 4
non-native English speakers (who however live and
work/study in the UK), participated in the addi-
tional study (agreement using Krippendorff’s α
was 0.65 for supported and 0.56 for contradicting
facts). We ran 40 HITs in total, with each task
having two participants. There were no failed atten-
tion checks in this study. The collected responses
from the additional study were analysed using the
same statistical analysis Python script used for the
original and large-scale reproduction studies. This
allowed us to compare the performance of the dif-
ferent NLG systems in the additional study as well.

5.1 Results

5.1.1 RotoWire Dataset
The results of the additional study on RotoWire are
shown in Table 2.

Additional Study - RotoWire

System #Supp #Contra

Gold 6.9375* 0.0625
Template 4.125 0.25
ED+CC 5.0625* 0.5625
RBF-2020 5.5* 0.0
Macro 2.625 0.125

Table 2: Mean counts of supported (#Supp) and con-
tradicting (#Contra) facts in game summaries (one-way
ANOVA with posthoc Tukey HSD tests, * denotes sig-
nificance with p ≤ 0.05, when comparing each result to
Macro).

Compared with the original study shown in Table
1, the Gold standard reported statistically higher
supporting facts and maintained low contradicting
facts. The Template system showed a decrease
in supporting facts however, lost statistical signif-
icance in the additional study. Compared to the

original study, ED+CC displayed an increase in
supporting facts and gained statistical significance
compared to the macro system. The RBF-2020
system maintained statistical significance against
the macro system found in the original study. We
should note, however, that this additional study
evaluates a smaller pool of system outputs and
therefore there is an expected natural discrep-
ancy in the number of supporting and contra-
dictory facts. As such, the results should not be
interpreted as definitive indicators of individual
system performance. However, when looking at
the Inter-Annotator Agreement, we see that the par-
ticipants in the local study score higher than the
AMT participants, indicating that the results are
more robust.

5.1.2 MLB Dataset
In addition to the RotoWire dataset, the supplemen-
tary study also evaluated task agreeability using the
MLB dataset. The results are summarised in Table
3.

The Gold system exhibited an increase in sup-
porting facts and a higher number of contradicting
facts. The Template system reported a decrease
in both supporting and contradicting facts, while
ED+CC showed an increase in supporting facts
with lower contradicting facts. The ENT system
displayed lower supporting facts but higher contra-
dicting facts, whereas the Macro system maintained
similar levels. Similarly to the previous experiment,
the outputs evaluated here are a subset of the ones
used in the original study.

5.2 Feedback Insights

Feedback received from participants unveiled other
critical aspects that might have impacted the stud-
ies. Many disagreed with the notion that prior
knowledge of basketball or baseball was unneces-
sary, leading to confusion and the need to look up
specific phrases. Some suggested layout changes
to minimise scrolling, while others were unclear
about what qualified as a "fact." Interestingly, un-
necessary feedback was common in the larger
study, possibly due to different incentives for paid
workers trying to quickly fill out tasks versus un-
paid student and academic participants - this is
supported by the absence of failed attention checks
in the additional study. The smaller sample size in
the local study could also be argued as an explana-
tion for the absence of such feedback, although it’s
unlikely to be the sole reason.
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Original Study - MLB

System #Supp #Contra

Gold 3.59 0.14
Templ 4.21 0.04
ED+CC 3.42 0.72*
ENT 3.71 0.73*
Macro 3.76 0.25

Additional Study - MLB

System #Supp #Contra

Gold 4.375 0.75
Template 2.6875 0.5
ED+CC 4.875 0.25
ENT 2.875 0.875
Macro 3.0 0.8125

Table 3: Mean counts of supported (#Supp) and contradicting (#Contra) facts in game summaries (one-way ANOVA
with posthoc Tukey HSD tests, * denotes significance with p ≤ 0.05, when comparing each result to Macro).

6 Discussion & Conclusions

The attempt to reproduce the results of the origi-
nal study yielded mixed outcomes, with substantial
differences observed in the reproduction studies.
While the original study showcased certain statisti-
cal significance in the reported performance of the
systems against the macro system, this significance
was often lost in reproduction studies, particularly
concerning the number of contradicting facts.

The full, large-scale reproduction exhibited a
noticeable increase in the number of contradicting
facts across various systems, and the alignment
between the original and reproduced studies was
limited. Strikingly, the local study displayed more
consistency with the original study but also brought
forth its unique variations. As expected the local
study resulted in higher annotator agreement than
the AMT study.

Across different NLG systems, there was a clear
fluctuation in the number of reported supporting
and contradicting facts. This variation, although in-
triguing, added to the complexity of drawing defini-
tive conclusions regarding the reproducibility of
human evaluations in these contexts.

6.1 Contributing Factors
Several factors emerged as potential contributors
to the observed discrepancies between the studies.
Differences in evaluator opinions, missing infor-
mation, and the evaluators’ understanding of the
task likely played significant roles in the outcomes.
Additionally, inconsistencies in the evaluation cri-
teria, the make-up of the evaluator pool, biases in
the evaluation process, and the inherent subjectiv-
ity of human judgement cannot be overlooked as
influencing factors.

The local study, being conducted in a more con-
trolled environment, and with an evaluator pool
where incentives are better aligned and not tied to fi-

nancial gain, may have mitigated some of these con-
founding variables, showing more consistency with
the original study. However, the human-centric
nature of the evaluations leaves room for unpre-
dictable variations.

6.2 Moving Forward

The findings of this research underscore the in-
tricate nature of human evaluations and the chal-
lenges in reproducing such studies. While the re-
production attempt was not entirely successful, the
insights gleaned from the process are invaluable.

Future work should aim to incorporate these in-
sights, focusing on minimising biases, clarifying
evaluation criteria, and possibly developing stan-
dardised protocols for human evaluations. The
collaboration between AI and human judgement
must be tuned, recognising the complex interaction
between objectivity and subjectivity, to advance the
field in a meaningful and responsible manner.
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Abstract
This paper is part of the larger ReproHum
project, where different teams of researchers
aim to reproduce published experiments from
the NLP literature. Specifically, ReproHum
focuses on the reproducibility of human eval-
uation studies, where participants indicate the
quality of different outputs of Natural Lan-
guage Generation (NLG) systems. This is nec-
essary because without reproduction studies,
we do not know how reliable earlier results
are. This paper aims to reproduce the second
human evaluation study of Puduppully and La-
pata (2021), while another lab is attempting to
do the same. This experiment uses best-worst
scaling to determine the relative performance
of different NLG systems. We found that the
worst performing system in the original study is
now in fact the best performing system across
the board. This means that we cannot fully
reproduce the original results. We also carry
out alternative analyses of the data, and dis-
cuss how our results may be combined with the
other reproduction study that is carried out in
parallel with this paper.

1 Introduction

Although human evaluation remains the gold stan-
dard for determining the quality of a text, little
is known about the reproducibility of evaluation
methods that are used to determine the quality of
texts generated by Natural Language Generation
(NLG) systems (Belz et al., 2020). To be sure,
there are many different ways to assess NLG out-
put. As van der Lee et al. (2019) and Howcroft et al.
(2020) showed: different authors tend to focus on
different quality dimensions (e.g. grammaticality,
coherence, conciseness) and they also differ in the
way they elicit quality judgments (e.g. using Likert
scales or ranking tasks). If we want to understand
how reliable these methods are, we need to carry
out multiple reproduction studies to establish the
amount of variance we may expect between differ-
ent studies (Belz, 2022).

1.1 The ReproHum project

Establishing the reproducibility of human evalua-
tion metrics is a relatively slow and incremental
process, as it takes a great deal of time and re-
sources to exactly reproduce even a single study.
However, with a collective effort, we are currently
making headway to achieve this goal. As part of the
ReproHum project (Belz et al., 2023), this paper
aims to reproduce an experiment from a published
NLG study, while another lab (identity unknown to
us) is attempting to do the same. Yet more labs are
reproducing other studies, yielding a rich dataset
of closely matched reproductions.

1.2 Target paper

Our target paper is Puduppully and Lapata 2021.
This paper proposed a neural data-to-text model
with a macro-planning stage (determining the
high-level organisation of the text-to-be-generated,
based on the provided input) followed by a genera-
tion stage (where the text is produced). This model
is trained and evaluated on both the RotoWire and
the MLB datasets (Wiseman et al., 2017; Pudup-
pully et al., 2019). We refer to this model as Macro.

The authors carried out an automatic evaluation
and two human evaluations. We focus solely on the
latter. Experiment 1 asked crowd workers to count
supported and contradicting facts in the generated
texts (compared to the input data). Experiment 2
asked crowd workers to compare pairs of generated
texts in terms of different quality dimensions (dis-
cussed in more detail below). In these evaluations,
the Macro system was compared to the reference
data (referred to as Gold), Template-based systems
from Wiseman et al. (2017) and Puduppully et al.
(2019), ED+CC (again from Wiseman et al.) and
Hier (the hierarchical model from Rebuffel et al.
2020, also referred to as RBF-2020 in the original
paper). The overall results of these evaluations are
highly favourable to the Macro system.
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1.3 Reproduction target & research question

This paper aims to reproduce Experiment 2 of
Puduppully and Lapata (2021). The authors asked
crowdworkers to inspect pairs of summaries, and to
choose which summary is better in terms of three
different quality dimensions (original definitions):

1. Grammaticality “Is the summary written in
well- formed English?”

2. Coherence “Is the summary well structured and
well organized and does it have a natural ordering
of the facts?”

3. Conciseness/repetition “Does the summary
avoid unnecessary repetition including whole sen-
tences, facts or phrases?”1

The authors used Best-worst scaling (Louviere
et al., 2015, BWS) to obtain scores for the three dif-
ferent quality dimensions. In the context of human
evaluation of dialogue system output, Santhanam
and Shaikh (2019) show that human ratings for co-
herence and readability are more reliable with mag-
nitude estimation than with BWS. This result was
replicated by Braggaar et al. (2022), who obtained
similar results. Also in other domains, BWS has
been shown to be more reliable than rating scales
(e.g. Kiritchenko and Mohammad 2017 for senti-
ment annotations). In the domain of data-to-text,
we are not aware of any studies looking into the
reliability of BWS for human evaluations of NLG
output. Thus, the main question we aim to answer
in this study is: How reproducible is best-worst
scaling for human evaluation of NLG output?

This question comes with the immediate dis-
claimer that we are only looking at one implemen-
tation of a human evaluation experiment using best-
worst scaling, but as noted above: we need to start
somewhere. Future studies may alter different pa-
rameters of the experiment under consideration,
and show if and how these affect the results.

1.4 Contributions

This paper presents a reproduction study answer-
ing the research question outlined above. Beyond
that, we offer additional analyses of the responses,
providing more insight into participant behavior.
Finally, we offer reflections on the reproduction

1The original authors seem to use the two terms interchange-
ably in their paper and materials. In the remainder of this pa-
per we use the term repetition because conciseness is a more
general term, typically indicating a preference for brevity
while communicating all relevant information.

process and a proposal for a future study using the
data from both reproduction studies targeting ex-
periment 2 of Puduppully and Lapata (2021). Our
code and data are available online.2

2 Method

Next to the original paper and materials,3 we also
have the support of the original authors. Because
multiple labs are all reproducing individual experi-
ments from each paper-to-be-reproduced, we con-
tacted the authors through the coordinator of the
ReproHum project, who collated all answers in
a shared online document. For the current paper
under investigation, this meant that four labs (and
the ReproHum coordinator) critically read the pa-
per and asked questions about the methodology.
Although this resulted in useful additional docu-
mentation, some details about the original study
were still missing (as documented below).

Design. We tried to match the original experi-
ment as closely as possible. The original authors
used a classical crowdsourcing design, where each
ranking decision (indicating which summary is
better in terms of a given quality dimension) was
distributed as a separate Human Intelligence Task
(HIT) on the Mechanical Turk platform. Figure 1
provides an example HIT (without the information
letter or informed consent form).

Materials. The original study compared the out-
puts of four systems with gold-standard summaries
generated by humans. For each of the five groups
(four systems plus humans), there were 20 sum-
maries. Originally the comparison was made for
two separate datasets (MLB and Rotowire), but
our reproduction focuses on the outputs for the
Rotowire dataset.6 This means that there are 20
summaries × 10 combinations = 200 items to be

2https://github.com/evanmiltenburg/ReproHum-D2T
3The lead author of the original paper shared relevant code and
data via public GitHub repositories4,5 and we also obtained
the original crowdsourcing templates for use on the Mechan-
ical Turk platform. Details about the evaluation are also
provided in the lead author’s PhD dissertation (Puduppully,
2022, Appendix B).

4https://github.com/ratishsp/data2text-macro-plan-py
5https://github.com/ratishsp/data2text-human-evaluation
6There was an error in the instructions to prepare the data
for the MLB experiment. This error was introduced as the
code, data, and instructions were prepared for the ReproHum
project and uploaded to GitHub. We do not know what the
actual original script looked like. This uncertainty makes the
comparison between any replication and the original study
unreliable, since we do not know whether the replication
corresponds to what was done for the original study. Thus,
we leave out the MLB dataset.
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Summaries
System Summaries
A: The Golden State Warriors ( 43 - 7 ) defeated the Los
Angeles Clippers ( 31 - 19 ) 133 - 120 on Saturday. The
Warriors came into this game as one of the best defenses
in the NBA this season, but they were able to prevail
with a huge road win. [. . . 11 more sentences]

B: The Golden State Warriors defeated the Los Angeles
Clippers, 133 - 120, at Staples Center on Wednesday.
The Warriors ( 43 - 7 ) came into this game as a sizable
favorite and they showed why in this clincher. Golden
State ( 31 - 19 ) came into this game as a huge favorite
and they showed some resiliency here with this win.
[. . . 11 more sentences]"

Ranking Criteria
Coherence: How coherent is the summary? How natural
is the ordering of the facts? The summary should be
well structured and well organized and have a natural
ordering of the facts.

Answers
Best: Worst:

Figure 1: Example item showing the ranking task for
Coherence. Summaries were manually shortened for
presentation in this paper.

rated. With three ratings per item and three quality
criteria, there are thus 9 × 200 = 1800 ratings to
be collected. For these ratings, we use the origi-
nal HTML interface provided by the authors (see
the supplementary materials for the files). This
interface contains some (Javascript-based) input
validation to ensure that participants can only re-
spond using the characters ‘A’ or ‘B’ to indicate
their preference.

Participants. Participant location was restricted
to English-speaking countries (United States of
America, United Kingdom, Canada, Ireland, Aus-
tralia, or New Zealand). In the general task in-
structions, participants were told to “attempt HITs
if you are a native speaker of English or a near-
native speaker who can comfortably comprehend
summaries of NBA basketball games written in
English.” Because of the task’s design, for each
quality dimension, the participants were able to rate
between 1 and 200 items. This also means there is
a variable number of unique participants for each
quality dimension (see §5.1 for discussion).

Payment. Based on earlier experience with a
similar task, we estimate that the average time to
complete a HIT would be about 90 seconds. Using
a standard wage of $13.59 per hour, this results

in a compensation per HIT of $0.34.7 This is over
twice the original amount of $0.15 per HIT, but
results from Buhrmester et al. (2011) indicate that
compensation level does not seem to influence data
quality. A later study from Litman et al. (2015)
found similar results for US workers, but noted
that greater compensation increased the internal
consistency of workers from India. If anything,
based on these results we should expect our results
to be at least as reliable as the original study.

Procedure. Upon opening the HIT, participants
are presented with an information letter and a de-
scription of the task. The task description contains
the definition of the relevant quality criterion and
an example item with an indication of the correct
answer. If participants agree to participate, they are
asked to provide their informed consent. Having
done so, they are presented with two summaries
and asked to indicate which summary is the best in
terms of the relevant quality criterion. After finish-
ing the HIT, they are optionally asked to indicate
whether they are a native speaker of English, and
to provide any feedback.

Quality control. Although the original paper
made no mention of any quality control measures,
these were carried out by the authors. The exact
process was not recorded, so our approach is based
on the recollection of the authors. This approach
was standardised for both concurrent reproductions
of the original paper.

For each of the three quality criteria, the HITs
were sent out in four batches. The authors used
attention checks for two criteria:

7Following the ReproHum guidelines, we determined the
minimum wage based on Western European standards. We
used the maximum of the UK hourly living wage (£10.91
= e12.51)8 and the standard Dutch minimum wage for a
36-hour workweek (e12.40 per hour).9 The UK living wage
corresponds to $13.59, which is greater than the minimum
wages in Canada (CA$16.55 = $12.33), Ireland (e11.30 =
$12.24), and more than twice the US minimum wage of
$7.55. It is lower than the minimum wages in Australia (AU$
21.38 = $14.21), New Zealand (NZ$22.70 = $14.17). Thus,
the compensation level at least exceeds the median minimum
wage for these countries. All wages were taken from govern-
ment websites. All conversions here are computed using the
rates on May 17, 2023.

8This amount takes into account the general cost of living in
the UK, and exceeds the standard minimum wage. Source:
https://www.livingwage.org.uk/what-real-living-wage

9The standard differs by sector, depending on the stan-
dard amount of hours for one workweek. These hours
tend to range between 36 and 40, with fewer hours
resulting in a higher wage per hour. Result com-
puted using: https://www.rijksoverheid.nl/onderwerpen/
minimumloon/rekenhulp-minimumloon-berekenen
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1. Conciseness attention check: when consider-
ing Gold vs System (excluding template-based sys-
tems); if a participant selects a system output with a
relatively high amount of repetitions as being more
concise than Gold, then it is an exclusion trigger.10

2. Coherence attention check: when considering
Gold vs Template; if a participant selects Template
as being more coherent than Gold, then it is an
exclusion trigger.

These attention checks were carried out after
each batch. No checks were carried out for Gram-
maticality. The attention checks function as ex-
clusion triggers: failing an attention check means
that workers are excluded from working on future
batches.11 Because of the way the crowd sourcing
task is set up, not all workers encounter attention
checks. So it is possible that low-quality responses
remain. Furthermore, following the original au-
thors, we did not publish new HITs to replace the
ones that were carried out by workers that were
flagged by the exclusion triggers.

Analysis. To determine the inter-rater reliability,
we first compute Krippendorff’s (2011) alpha for
the overall ratings. It is unclear how this was done
in the original paper, since there are three differ-
ent quality dimensions, but only one alpha score
was reported. Thus we will report the alpha scores
for all three quality dimensions, plus an average
of those three values. (Alternatively, one could
combine all data files for all quality dimensions
and compute the overall reliability of participants’
preferences, regardless of the relevant quality di-
mension. However, this misses the point of the
alpha score, which is to determine how reliably
different constructs can be coded.)

To compare system performance, we use the
Best-Worst scaling approach as described in the
original paper. For each summary, the output of
all systems are compared to each other (for ease of
exposition, use of the term ‘system’ includes Gold
responses). This means that each system is com-
pared to four others. For each system, we award

10This check was developed by the ReproHum coordinator,
to make the original method (relying on human judgments)
more reproducible and to keep the process the same between
both concurrent reproduction attempts.

11We use a soft block for this: tagging workers with a custom
qualification on Mechanical Turk, and setting a rule that
tagged workers cannot take part in our study. This is prefer-
able to a hard block (rejecting their work and negatively
affecting their performance score) because the rating task
is relatively subjective, and a hard block would punish the
workers for having the ‘wrong’ opinion.

a point for every win and we subtract a point for
every loss, meaning that for every summary, every
system receives a score in the range of [-12,12]
(four comparisons per system, times three partici-
pants).12 We use the authors’ original scripts to first
compute a one-way ANOVA to see if there are any
significant differences between the systems, fol-
lowed by Tukey’s HSD to identify which systems
differ significantly from each other.

Power analysis. Prior to carrying out our re-
production study, we computed a power analysis
to determine the probability to detect a true effect
(i.e. finding differences between the systems) if
there is one. This turned out to be more difficult
than we thought, since the original paper does not
report any effect sizes, nor does it report enough
information to compute Cohen’s d (no standard
deviations are reported). Using the available in-
formation about the experiment, we estimate that
the original experiment had a power of 0.64 to de-
tect a medium-sized effect or greater (≥ 0.3).13,14

Our study uses the exact same parameters as the
original study, and thus has the same power.

3 Results

We first provide some descriptive statistics (§3.1)
to contextualise the results, before moving on to
the inter-rater reliability (§3.2) and the system com-
parison (§3.3).

3.1 Descriptives

Table 1 shows the answer frequencies. We find that
participants had an overall preference for the first
system in the comparisons. Furthermore, despite
JavaScript answer validation, some of the respon-
dents provided invalid responses. These are simply

12Following Orme (2009), the reported scores in the original
paper lie between -100 and 100. To obtain scores in this
range, we simply carry out a linear transformation of the
responses.

13We used the pwr library (Champely, 2020) in R (R
Core Team, 2023) to run the following command:
pwr.anova.test(k=5,f=.3,sig.level=.05,n=20)
These numbers correspond to the number of different
systems (5), desired effect size (0.3 or greater), significance
level (0.05), and the number of summaries (20).

14One complication in the design of the current study is that
it is not straightforward to discuss sample size. There were
206 participants in the original study, but they all provided
different numbers of ratings. These were then aggregated to
produce the scores for each ⟨system, summary⟩ pair. The
reliability of the scores for each system depends on the
number of binary judgments per combination of systems.
The reliability of the statistical analysis depends on the
number of summaries that the systems were evaluated on.
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Category A B 5 19 Total

Grammaticality 319 277 4 0 600
Repetition 305 287 7 1 600
Coherence 320 277 3 0 600

Total 944 841 14 1 1800

Table 1: Answer frequencies per quality dimension. The
answers ‘5’ and ‘19’ are wrongly provided.

skipped in the original best-worst scaling proce-
dure. For other statistics, we do not know how
invalid responses were dealt with. We will take
up this issue in Section 3.2, when we discuss inter-
rater reliability and Krippendorff’s Alpha.

Table 2 shows the number of participants in our
experiment. Overall, the number of unique respon-
dents (216) is similar to the original experiment
(206). We also see that participants carried out
HITs for different quality criteria: one participant
carried out 67 HITs overall, while the highest num-
ber of HITs for any participant on a single quality
criterion is 36. We further find that Grammatical-
ity has the lowest number of unique participants,
which may be due to the fact that there were no
attention checks for this criterion.

Table 3 shows the duration of each HIT. We ob-
serve that both mean and median times differ signif-
icantly between tasks, but we do not know why.15

Given the extremely long times taken to complete
each HIT, we believe the time to complete each
HIT may reflect crowd working strategies of the
participants more than they reflect task difficulty.

3.2 Inter-rater reliability

We computed separate Krippendorff’s alpha scores
for each construct, obtaining a score of α=0.131
for Coherence, α=0.0438 for Grammaticality, and
α=0.203 for Repetition. The original authors did
not specify (and could not remember) how Krip-
pendorff’s alpha was computed, but these were the
highest scores after multiple different attempts. We
computed Krippendorff’s alpha:

1. using a sparse matrix where each row repre-
sents a worker and each column represents an

15We initially wanted to run an ANOVA to determine whether
there are any significant differences between the three
groups. Since this analysis assumes equality of vari-
ance, we first ran Levene’s test. This test was significant
(F(2,1797)=27.91, p<0.05), indicating that this assumption
of the ANOVA was not satisifed, so we ran a Kruskal-
Wallis test instead of the ANOVA. This test was significant
(H(2)=136.26, p<0.05), indicating that the time per HIT
differs between groups.
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Figure 2: Percentage of system wins across all system
comparisons, separated by task. Since we do not have
the original data, we cannot compare our results to the
original study.

item.
2. using a sparse matrix as before, but removing

any responses that were not allowed. (For
example, one worker responded with ‘5’ while
only the values A and B are allowed.) This
gave the best result.

3. using a dense matrix where we have three
rows representing the first, second, and third
response for each item, and each column rep-
resents an item. The results from this ap-
proach were more or less equivalent to the
first approach.

Our results are a far cry from the α=0.47 in the
original paper. In Section 4.1 we will further inves-
tigate the annotator quality through two different
percentage agreement scores.

3.3 System comparison
Figure 2 shows the percentage of system wins
across all system comparisons, separated by task.
We observe that, using this metric, the template-
based approach beats all other systems, including
the gold standard summaries. This is surprising,
to say the least, since in the original paper the
template-based approach is actually the worst sys-
tem across the board.

We now turn to the Best-Worst Scaling (BWS)
approach used in the original paper. Given the ini-
tial results in Figure 2, it is to be expected that
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Category Total Min Max Mean Stdev Attention check

Overall 216 1 67 8.33 12.24 Mixed
Coherence 119 1 36 5.04 6.46 Yes
Repetition 135 1 33 4.44 6.37 Yes
Grammaticality 80 1 30 7.50 7.79 No

Table 2: Number of participants in our experiment. Total indicates the total number of unique participants per subset.
Min, Max, Mean, and Std refer to the number of HITs per participant. The last column indicates the use of attention
checks after each batch of 50 items.

Category N Mean Median Stdev Min Max

Overall 1800 73m49s 49m26s 65m19s 31s 239m56s
Coherence 600 73m26s 46m46s 70m0s 33s 239m56s
Repetition 600 52m36s 30m22s 56m17s 1m3s 234m38s
Grammaticality 600 95m25s 99m9s 61m50s 31s 237m59s

Table 3: Duration of each HIT. Times are cut off at the 4 hour mark, since we indicated that they should be completed
within 4 hours. This differs from the 7 hours that were allotted to participants in the original experiment, but we
doubt that this would have any effect on the results.

Grammaticality Coherence Repetition

R
ep

lic
at

io
n Gold 9.17 -0.42 -1.67

Template 17.08 25.42 43.75*
ED+CC -19.58 -15.00 -25.83
Hier -9.58 -10.42 -14.58
Macro 2.92 0.42 -1.67

Grammaticality Coherence Repetition

O
ri

gi
na

l

Gold 38.33 46.25* 30.83
Template –61.67* –52.92* –36.67*
ED+CC 5.0 –8.33 –4.58
Hier 13.33 4.58 3.75
Macro 5.0 10.42 6.67

Table 4: Results using Best-Worst scaling. The asterisk
indicates a significant difference between the system
and Macro. The Original label refers to the original
RotoWire results from Puduppully and Lapata (2021).

these results will also be different from the original
paper. Table 4 shows that this is indeed the case.
Whereas the original paper found multiple systems
were significantly different from their system us-
ing Macro-planning (indicated by the asterisk), we
now only find that the Template-based system is
significantly better at avoiding repetitions than the
system using Macro-planning. Full details about
the statistics are provided in Appendix A.

3.4 Quantifying reproducibility

Now we can ask ourselves: how reproducible are
the different measures that we aimed to reproduce?
We might paraphrase this question as: how similar

are our measures to the original measures of system
quality? Given that the result of Best-Worst Scaling
is a ranking with relative performance scores, the
Spearman correlation is a natural fit.16 For each of
the three quality dimensions, we obtain low (and
even negative) correlation values, meaning that our
Best-Worst Scaling results do not seem associated
with the original scores:

Grammaticality: ρ = −0.21
Coherence: ρ = −0.1
Repetition: ρ = −0.05

See Appendix B for a discussion of the CV*
metric to quantify the reproducibility of the current
experiment.

4 Additional/alternative analyses

4.1 Annotator quality

Next to Krippendorff’s alpha, we can also com-
pute other agreement metrics. For example, we can
compute proportions for how often each participant
agrees with the majority (i.e., at least 2 out of 3
ratings, for any given item). Table 5 shows the
mean agreement for all workers (ranging between
0.72 and 0.74). To compensate for the variation in
the number of items that were rated by each par-
ticipant, we also compute a weighted mean where
the agreement scores per participant is weighed

16With the caveat that the sample size is very small, leading
to a less reliable measure of association.
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Category Mean Weighted Mean

Coherence 0.72 0.78
Repetition 0.73 0.79
Grammaticality 0.74 0.76

Table 5: Mean agreement and weighted mean agreement
of workers with the majority response for each item.
The mean is computed based using the scores for all
individual workers, even if they only carried out one HIT.
The weighted mean multiplies each worker’s agreement
by the total number of HITs they performed, and divides
the sum of all scores by the total number of HITs.

by the number of items rated by that participant.
The resulting weighted agreement score is higher
(between 0.76 and 0.78).

4.2 Mixed effects analysis

To control for possible random item effects of the
individual summaries and to explore the extent
to which the order in which the summaries were
presented to workers influenced their ratings, we
performed an additional generalized linear mixed
effects analysis for each of the criteria (Coherence,
Grammaticality, Repetition). We used the GLMER
function from the lme4 package in R (version
4.3.1.; R Core Team, 2023; Bates et al., 2015).17

Since comparisons between Macro and the other
systems were the main aim of the original authors,
we set Macro as the reference category to which
the other systems were compared for all three
models. We first constructed a maximal model
(Barr et al., 2013) that included a random intercept
for Items and a random slope for Order. We started
each criterion analysis by construing a maximal
model that included the System*Order interaction
in the fixed effects structure and a random slope
for Order. For none of the criteria, the maximal
model converged (presumably due to sparsity of
the data). After removing the random slope for
Order, the adjusted models converged. However,
Likelihood Ratio Tests that compared the model
with Order in the fixed effects structure to the
random intercept for Summary model showed that
adding the order in which the summaries were

17We restructured the dataset by items (unique generated sum-
maries) and coded the winning system in the comparison
with “1” and the other system with “0”, meaning that each
HIT was represented by two rows, each focused on one of
the two compared systems. We added an extra Order col-
umn, in which we coded whether the target system was the
first (0) or second (1) system in the comparison.

presented to workers did not improve the models’
fit for any of the criteria:

Coherence: χ2(5) = 8.97, p = .110
Grammaticality: χ2(5) = 4.87, p = .432
Repetition:18 χ2(7) = 6.42, p = .491

In other words: presentation order does not sig-
nificantly influence the results; there is no evidence
for a systematic preference for either the first or
the second summary. See Appendix D for further
discussion of our mixed effects analysis.

4.3 TrueSkill
Next to best-worst scaling, we also carried out a
system comparison using the TrueSkill algorithm
(Herbrich et al., 2007).19 Since the performance of
some systems may be very similar and a total or-
dering would not reflect this, we adopt the practice
used in machine translation of presenting a par-
tial ordering into significance clusters established
by bootstrap resampling (Sakaguchi et al., 2014).
In this case, the TrueSkill algorithm is run 1000
times, producing slightly different rankings each
time as pairs of system outputs for comparison are
randomly sampled. This way we can determine the
range of ranks where each system is placed 95% of
the time or more often. Clusters are then formed of
systems whose rank ranges overlap.

Figure 3 shows the results. We find that only
the Template-based and ED+CC system have non-
overlapping confidence intervals, for one criterion,
namely Repetition. Though robust (because of the
bootstrapping procedure), this approach does find
fewer differences between the systems than the
original approach using an ANOVA and Tukey
HSD test.

5 Discussion

5.1 Alternative design
One of the challenges of the design used in the orig-
inal experiment is that for each quality dimension,
the raters individually provided between 1 and 200
ratings. This makes it harder to assess inter-rater re-
liability, and also means that not all raters were pre-
sented with an attention check (providing grounds
to exclude raters based on their performance). The
design of this study could be improved by using
larger sets of items, for example asking each par-
ticipant to rate 50 items. This would allow us to
18Here, the random slope for Order was included in the bigger

model in the comparison.
19We used the Python implementation available through PyPI.
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Figure 3: 95%-confidence intervals for the TrueSkill results. When the confidence intervals between two systems do
not overlap, we can say that the system outputs are significantly different from each other. This is only the case for
the repetition judgments for ed_cc and Template.

validate the performance of each participant, and
to assess both inter- and intra-rater reliability.

In the original design, participants rank a pair
of summaries but in the end four systems are com-
pared to a gold standard. This is not the only pos-
sible implementation of Best-Worst Scaling. For
example, Santhanam and Shaikh (2019) asked par-
ticipants to rank all items at the same time. Presum-
ably the original authors did not do this because
the task may have become overwhelming, given
the size of the texts. As another option, one could
also introduce ties, to indicate that two summaries
are roughly of the same quality. Finally, the order
of presentation was not randomised in the original
study. For each pair of summaries-to-be-assessed,
⟨A, B⟩, A was always presented before B.

Alternative design choices may or may not yield
more reliable results, but the point is that there is a
large parameter space that is ready to be explored.
It would be useful for future studies to acknowl-
edge this observation, and to motivate their design
choices in more detail. Preregistration may be use-
ful to specify the research methodology early on in
the process (van Miltenburg et al., 2021).

5.2 On sample size fidelity

The guidelines for the ReproHum project indicated
that we should copy the original set-up as closely as
possible, including the number of participants (or in
this case: HITs). However, Simonsohn (2015) sug-
gests that the sample size for a replication should
be 2.5 times bigger than the sample size estimated
for the initial study, to be able to draw reliable con-
clusions about the reproducibility of the originally

observed effects.20,21 Discussing this idea in full
goes beyond the scope of this paper, so for now
we simply propose to consider the question: how
can we ensure that reproduction studies in NLP
provide a reliable estimate of the effects that are
demonstrated in the original studies? This ques-
tion is to some extent complementary to the one
posed by Belz (2022): how variable are the human
evaluation metrics that are used in NLP/NLG?

5.3 Exceptional circumstances

This reproduction took place in exceptional circum-
stances, where there were (1) responsive authors
(2) who were able to share their original materials,
and (3) multiple teams of investigators asking criti-
cal questions about implementation details for the
original study (lowering the chance of overlooking
important information, at the expense of time and
effort). Thus, our study describes the best case sce-
nario for reproduction studies in NLP, which is not
representative of reproduction attempts in general.
Even in the best scenario, some elements to be re-
produced still raise questions. It is now even clearer
to us that thorough documentation at publication
time is essential, because otherwise many details
about the original study may not be recovered.

6 Proposal for follow-up studies

Within the ReproHum project, another lab has si-
multaneously reproduced the same experiment as

20Furthermore, if the difference between systems is truly ro-
bust, we should be able to observe the difference through
different methods as well. In other words: we might also
try to carry out conceptual rather than direct replications,
particularly if the original study is flawed. (See Zwaan et al.
2017; Derksen and Morawski 2022 for a discussion.)

21Van Zwet and Goodman (2022) go even further, and argue
that the sample size for a replication study should depend on
the original p-value. To be able to detect the original effect
with high power, one might need a study with a sample size
up to sixteen (!) times larger than the original study.
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Claim Reproduced?

Macro is the best system in comparison to the other systems No
Template is the worst system across the board No
Multiple systems are significantly different from Macro No

Table 6: Original claims and their status in our paper.

in this paper. When the data for both experiments
are released, this gives us the opportunity to run
follow-up studies. Some ideas to consider are:
(1) A more in-depth analysis of annotator reliabil-
ity. (2) A reproduction of the original data analysis
using the combined datasets —this at least gets us
closer to Simonsohn’s proposed sample size for
reproduction studies. (3) A simulation study where
ratings for the experiment are drawn from a larger
pool of ratings and we can determine the amount of
variation between different samples. This is similar
to the bootstrap resampling strategy we used in the
TrueSkill analysis (§4.3), but here we would run
the original data analysis multiple times to estimate
the range of possible scores for each model using
Best-Worst Scaling approach.

7 Conclusion

We carried out a reproduction of Experiment 2 from
Puduppully and Lapata (2021), with support from
the original authors. We were not able to reproduce
the exact results, instead finding opposite trends.
For example, the Template-based approach seems
to achieve the best performance across the board,
where it was actually the worst performing system
in the original paper. (See Table 6 for more.) It
is not clear why the results differ from the origi-
nal study, but we believe that both our study and
the original study may be underpowered. Future
reproduction studies should probably increase their
sample size to make the results more reliable.

Next to the reproduction of the original study, we
also provide an extensive selection of descriptive
statistics, as well as a set of alternative analyses of
the results. With these alternative approaches, we
hope to have shown the possibilities and limitations
of the experimental design. One key takeaway here
is that it is important to have a sufficient amount of
ratings per annotator (and ideally the same amount
for each annotator). This enables us to dive deeper
into the variation within and between ratings from
different annotators. Understanding this variation
also brings us closer to understanding the replica-
bility of different research results.
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A Detailed statistics

We find the following results:

• For Grammaticality, the ANOVA result was
significant: F(4,95)=4.027, p=0.005. The
Tukey HSD results are provided in Table 7.

• For Coherence, the ANOVA result was sig-
nificant: F(4,95)=4.313, p=0.003. The Tukey
HSD results are provided in Table 8.

• For Repetition, the ANOVA result was signif-
icant: F(4,95)=9.802, p<0.001. The Tukey
HSD results are provided in Table 9.

Note that, as in the original study, these results
were computed before re-scaling the scores to val-
ues between -100 and 100.

B Applying CV*

Belz (2022) suggests to use CV* as a general
measure of reproducibility, but it is unclear to us
whether CV* can or should be applied in this situa-
tion. If it can be applied in this case, then we can
only compute CV* over two values at a time. For
example: comparing the Grammaticality score of a
particular system (e.g. Macro) between the original
study and our reproduction. With only two data
points, the CV* value is probably not very reliable.
Having that said, we did run the CV* analysis for
completeness’ sake.

Because CV* requires all values to be greater
than zero, we need to transform the scale from
[-100,100] to [0, 200]. For Macro, this results in:

Grammaticality: CV*([102.92, 105])=1.995
Coherence: CV*([100.42, 110.42])=9.457
Repetition: CV*([98.33, 106.67])=8.112

It is not clear how to interpret these values.

C A brief qualitative look at the
summaries

The most striking difference we found is the one
between template and macro for repetition (as can
be seen in Table 4. We take a brief look at two
summaries for both macro and template to see if
we can detect any patterns that might explain the
difference.

The first summary (Figure 4 shows clear repeti-
tion in the macro case, but surprisingly only two

System summaries
Template: The San Antonio Spurs ( 25 - 16 ) defeated
the Portland Trail Blazers ( 30 - 10 ) 110 - 96 . LaMarcus
Aldridge scored 24 points ( 9 - 18 FG , 0 - 0 3PT , 6 - 6
FT ) to go with 8 rebounds . Damian Lillard scored 23
points ( 9 - 17 FG , 0 - 5 3PT , 5 - 6 FT ) to go with 2
rebounds . Kawhi Leonard scored 20 points ( 8 - 18 FG
, 1 - 4 3PT , 3 - 4 FT ) to go with 4 rebounds . Danny
Green scored 19 points ( 6 - 8 FG , 4 - 5 3PT , 3 - 3 FT )
to go with 5 rebounds . Patty Mills scored 18 points ( 7 -
14 FG , 3 - 7 3PT , 1 - 1 FT ) to go with 4 rebounds . CJ
McCollum scored 17 points ( 7 - 10 FG , 2 - 2 3PT , 1 -
4 FT ) to go with 2 rebounds . The San Antonio Spurs ’
next game will be at home against the Dallas Mavericks,
while the Portland Trail Blazers will travel to play the
Bulls .

Macro: The San Antonio Spurs defeated the Portland
Trail Blazers , 110 - 96 , at AT & T Center on Wednesday
. The Spurs ( 25 - 16 ) came into this game as one of the
best defenses in the NBA , but they were able to prevail
with a huge road win . The Spurs ( 30 - 10 ) have now
won five of their last six games , as they continue to slide
down the stretch . LaMarcus Aldridge scored a team -
high 24 points on 9 - of - 18 shooting to go with eight
rebounds , three assists , one steal and one block on 9 -
of - 18 shooting . Damian Lillard finished with 23 points
on 9 - of - 17 shooting , along with five assists and two
rebounds , in 36 minutes . C. J. McCollum chipped in
17 points on 7 - of - 10 shooting , in 20 minutes off the
bench . The Trail Blazers shot 50 percent from the field
and 32 percent from three - point range . The Spurs shot
45 percent from the field and 38 percent from three -
point range . Kawhi Leonard led the way with 20 points
, four rebounds , five assists and three steals . Danny
Green added 19 points , five rebounds , two assists and
two steals , in 34 minutes . Tim Duncan chipped in 11
points , 12 rebounds , six assists , two blocks and one
steal , in 30 minutes . Patty Mills chipped in 18 points
on 7 - of - 14 shooting , in 22 minutes off the bench .
The Spurs shot 45 percent from the field and 38 percent
from three - point range , as they shot 45 percent from
the field and 38 percent from three - point range . Up
next , the Spurs will travel to New Orleans to take on the
Pelicans on Friday .

Figure 4: Macro and template example 1.
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group1 group2 meandiff p-adj lower upper reject

0 1 0.95 0.9396 -2.4979 4.3979 False
0 2 -3.45 0.0498 -6.8979 -0.0021 True
0 3 -2.25 0.3713 -5.6979 1.1979 False
0 4 -0.75 0.974 -4.1979 2.6979 False
1 2 -4.4 0.0053 -7.8479 -0.9521 True
1 3 -3.2 0.0821 -6.6479 0.2479 False
1 4 -1.7 0.6475 -5.1479 1.7479 False
2 3 1.2 0.8689 -2.2479 4.6479 False
2 4 2.7 0.1971 -0.7479 6.1479 False
3 4 1.5 0.7457 -1.9479 4.9479 False

Table 7: Grammaticality: Multiple Comparison of Means - Tukey HSD, FWER=0.05

group1 group2 meandiff p-adj lower upper reject

0 1 3.1 0.1178 -0.4564 6.6564 False
0 2 -1.75 0.6492 -5.3064 1.8064 False
0 3 -1.2 0.8812 -4.7564 2.3564 False
0 4 0.1 1.0 -3.4564 3.6564 False
1 2 -4.85 0.0024 -8.4064 -1.2936 True
1 3 -4.3 0.0096 -7.8564 -0.7436 True
1 4 -3.0 0.1398 -6.5564 0.5564 False
2 3 0.55 0.9928 -3.0064 4.1064 False
2 4 1.85 0.5994 -1.7064 5.4064 False
3 4 1.3 0.8472 -2.2564 4.8564 False

Table 8: Coherence: Multiple Comparison of Means - Tukey HSD, FWER=0.05.

group1 group2 meandiff p-adj lower upper reject

0 1 5.45 0.0023 1.4621 9.4379 True
0 2 -2.9 0.2635 -6.8879 1.0879 False
0 3 -1.55 0.8159 -5.5379 2.4379 False
0 4 0.0 1.0 -3.9879 3.9879 False
1 2 -8.35 0.0 -12.3379 -4.3621 True
1 3 -7.0 0.0 -10.9879 -3.0121 True
1 4 -5.45 0.0023 -9.4379 -1.4621 True
2 3 1.35 0.88 -2.6379 5.3379 False
2 4 2.9 0.2635 -1.0879 6.8879 False
3 4 1.55 0.8159 -2.4379 5.5379 False

Table 9: Repetition: Multiple Comparison of Means - Tukey HSD, FWER=0.05
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System summaries
Template: The Portland Trail Blazers ( 2 - 2 ) defeated
the Minnesota Timberwolves ( 2 - 1 ) 106 - 101 . Damian
Lillard scored 34 points ( 14 - 25 FG , 4 - 9 3PT , 2 - 3
FT ) to go with 2 rebounds . Kevin Martin scored 24
points ( 7 - 12 FG , 2 - 4 3PT , 8 - 11 FT ) to go with 2
rebounds . CJ McCollum scored 18 points ( 7 - 18 FG ,
2 - 6 3PT , 2 - 2 FT ) to go with 6 rebounds . Al-Farouq
Aminu scored 17 points ( 7 - 12 FG , 2 - 5 3PT , 1 - 2 FT
) to go with 9 rebounds . Andrew Wiggins scored 16
points ( 5 - 17 FG , 0 - 3 3PT , 6 - 7 FT ) to go with 6
rebounds . Gorgui Dieng scored 12 points ( 6 - 9 FG , 0 -
0 3PT , 0 - 1 FT ) to go with 5 rebounds . The Portland
Trail Blazers ’ next game will be at home against the
Dallas Mavericks, while the Minnesota Timberwolves
will travel to play the Bulls .

Macro: The Portland Trail Blazers ( 2 - 2 ) defeated the
Minnesota Timberwolves ( 2 - 1 ) 106 - 101 on Friday
. Damian Lillard had a game - high 34 points on 14 -
of - 25 shooting , to go along with seven assists , two
rebounds , two steals and one block , in 38 minutes . C. J.
McCollum added 18 points , six rebounds , four assists
, one steal and one block , in 36 minutes . Al-Farouq
Aminu chipped in 17 points , nine rebounds , one assist
and one block , in 32 minutes . The Trail Blazers shot 46
percent from the field and 30 percent from three - point
range . The Timberwolves , who shot 43 percent from
the field and 23 percent from beyond the arc . Kevin
Martin led the team in scoring , putting up 24 points on 7
- of - 12 shooting in 35 minutes off the bench . Andrew
Wiggins struggled shooting , going 5 - of - 17 from
the field and 0 - of - 3 from three - point range . Ricky
Rubio added 12 points , nine assists , nine rebounds and
three steals in 32 minutes . The Timberwolves shot just
43 percent from the field and 23 percent from three -
point range .

Figure 5: Macro and template example 2.

out of three wins are given to template (while tem-
plate does not show obvious repetitions). In the
macro summary there is repetition both between
and within sentences (‘(...) The Spurs shot 45 per-
cent from the field and 38 percent from three - point
range . (...) The Spurs shot 45 percent from the
field and 38 percent from three - point range , as
they shot 45 percent from the field and 38 percent
from three - point range . (...)’)

The example in Figure 5 shows no such obvi-
ous repetitions. It is clear that macro is quite a
bit longer than the summary generated by a tem-
plate. The template text looks more concise (with-
out fully describing all game statistics, only show-
ing them briefly), focusing more on the key details
and briefly describing the next game (which does
not happen in macro). In this case template wins
three out of three times. Surprisingly not because
there are obvious repetitions, but maybe the short
text without too many details and only showing the
most essential facts is appreciated.

D Further results from the Mixed Effects
analysis

We set the probability distribution on binomial with
a logit link function and we used parametric boot-
strapping over 100 iterations to estimate the confi-
dence intervals and p-values. The complete results
can be found in Table 10.

At 95% CI, the results of our mixed effects anal-
yses largely confirm the findings of Section 3.3
in that Macro is significantly different, but worse,
for Coherence and Repetition. However, in this
analysis, we also find that Macro performs signifi-
cantly better than Ed+CC for Grammaticality and
Repetition.
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System B SE b 99% CI

C
oh

er
en

ce

Macro 0.01 0.15 -0.42, 0.39
Gold -0.02 0.21 -0.59, 0.53
Template* 0.53 0.21 0.10, 0.94
Ed+CC -0.33 0.19 -0.84, 0.16
RBF-2020 -0.21 0.22 -0.78, 0.37

System B SE b 99% CI

G
ra

m
m

at
. Macro 0.03 0.16 -0.36, 0.48

Gold 0.13 0.21 -0.47, 0.66
Template 0.31 0.21 -0.28, 0.84
Ed+CC* -0.44 0.23 -0.91, -0.009
RBF-2020 -0.23 0.21 -0.79, 0.29

System B SE b 99% CI

R
ep

et
iti

on

Macro -0.03 0.17 -0.46, 0.41
Gold -0.004 0.25 -0.64, 0.68
Template** 1.06 0.25 0.46, 1.74
Ed+CC* -0.55 0.24 -1.05, -0.08
RBF-2020 -0.30 0.25 -1.01, 0.33

Table 10: The estimated coefficients and standard er-
rors for the GLMER models that were fitted to workers’
ratings of Coherence, Grammaticality, and Repetitio;
Macro represents the intercept for all models. Signifi-
cant at 95% CI = *, at 99% CI = **.
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Abstract

This paper presents a partial reproduction study
of Data-to-text Generation with Macro Plan-
ning by Puduppully and Lapata (2021). This
work was conducted as part of the ReproHum
project, a multi-lab effort to reproduce the re-
sults of NLP papers incorporating human eval-
uations. We follow the same instructions pro-
vided by the authors and the ReproHum team to
the best of our abilities. We collect preference
ratings for the following evaluation criteria in
order: conciseness, coherence, and grammat-
icality. Our results are highly correlated with
the original experiment. Nonetheless, the pre-
sented results may be insufficient to conclude
that the system proposed and developed by the
original paper is superior compared to other
systems. We suspect that combining our results
with the three other reproductions of this pa-
per through the ReproHum project will paint
a clearer picture. Overall, we hope that our
work is a step towards a more transparent and
reproducible research landscape.

1 Introduction

Recent efforts have advanced the quality of auto-
matic evaluation metrics, but these metrics still
suffer from many shortcomings and flaws (e.g., a
lack of correlation between scores and human judg-
ments, such as that reported by Belz and Reiter
(2006), Reiter and Belz (2009), Schluter (2017),
Novikova et al. (2017), Post (2018), and van der
Lee et al. (2019), among others) that render re-
liance on them less than ideal. Human evaluation
eliminates most of these concerns, making it cen-
tral to evaluating many machine learning, and in
particular natural language processing (NLP), ap-
proaches. Nevertheless, evaluating the quality of al-
gorithms and models using human raters still raises
several unique challenges that can discourage re-
searchers from doing so. For example, one pro-
hibiting factor is cost: while automated metrics

can be used repeatedly, essentially free of charge,
human evaluations require the recruitment of paid
raters with appropriate background knowledge or
skillsets. The costs associated with this often force
researchers only to evaluate a limited number of
samples when conducting human evaluations, us-
ing crowd-sourcing platforms such as Amazon Me-
chanical Turk (AMT).1 The use of crowd-sourcing
platforms as a primary vehicle for subject recruit-
ment can raise its own issues, as has been exten-
sively documented by others even outside of the
NLP research community (Goodman et al., 2013;
Zhou and Fishbach, 2016; Arditte et al., 2016).

There have been many efforts to understand and
mitigate the risks associated with human evalua-
tion. Common practices include measuring inter-
annotator agreement, calculating the power laws to
select an appropriate sample size, and using statis-
tical tests to measure the significance of the results
(Wiebe et al., 1999; Snow et al., 2008; Pustejovsky
and Stubbs, 2012; Dror et al., 2018; van der Lee
et al., 2019). Undoubtedly, these practices further
boost confidence in the results of human evalua-
tion. However, they focus on pre-and post-analysis
without providing insight into the human evalu-
ation process. The lack of a systematic process
for human evaluation has become a major concern
in the last few years (Shimorina and Belz, 2021).
Therefore, one may suggest that efforts to docu-
ment and evaluate the human evaluation process
are the next logical step to further improve the qual-
ity of human evaluation results without introducing
any additional cost. This increased transparency
and scrutiny is aligned with the goals of open sci-
ence, will improve reproducibility, and will help
the community to conduct higher-quality research.

From a broader perspective, concerns regard-
ing scientific reproducibility are not new. In fact,

1https://www.mturk.com
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the term reproducibility crisis has been used to
describe the widespread barriers and inattention
to reproducibility in many scientific fields (Baker,
2016; Wieling et al., 2018; Pineau et al., 2019; Belz
et al., 2021; Pineau et al., 2021). With the increas-
ing prominence of supervised machine learning
methods that rely on empirical evidence in contem-
porary research, the importance of having repro-
ducible results has become more important than
ever. A global movement to promote increased re-
producibility standards is gaining momentum (UN-
ESCO, 2021), with the United Nations Educational,
Scientific and Cultural Organization (UNESCO)
taking a prominent role by underlining the value
of open science with increased scrutiny and repro-
ducibility as one of its main pillars. Ultimately, we
can address reproducibility concerns by actively
and systematically analyzing the current state of af-
fairs, finding flaws, and proposing solutions (Belz
et al., 2020; Sinha et al., 2021; Nature, 2022; Belz
et al., 2022; ACL, 2022; Deutsch et al., 2022).

Over the last few years, many researchers have
attempted to address the reproducibility crisis in
NLP, often through meta-analyses and reproducibil-
ity studies of papers using automated metrics
(Olorisade et al., 2017; Raff, 2019; Arvan et al.,
2022a,b). Much less attention has been given to re-
producibility studies of papers using human evalua-
tions, mainly due to the additional complications of
doing so (Belz et al., 2023). The ReproHum project
aims to address this by conducting a large-scale,
multi-lab reproducibility study of 50+ NLP papers
incorporating human evaluations. As a participat-
ing lab in the ReproHum project, we were assigned
a human evaluation experiment from Data-to-text
Generation with Macro Planning by Puduppully
and Lapata (2021). In this paper, we present our
attempt to reproduce the results of that experiment.
Thanks to the efforts of Puduppully and Lapata
(2021) and the organizers of ReproHum, we were
able to access most of the information required to
reproduce our assigned experiment.

2 Background

Reproduction approaches were standardized across
the ReproHum project, as summarized in this sec-
tion (§2.1). We also present relevant evaluation
details from the paper itself (§2.2), and we provide
additional information from the paper’s authors
that was not included in the original paper itself but
was necessary for reproducing the results (§2.3).

2.1 Common Approach to Reproductions

As a participating lab in the ReproHum project,
we were provided with the following materials: (a)
a document containing a common approach to re-
production, (b) the paper and the data required to
reproduce the given experiment, and (c) a docu-
ment containing all other additional information.
We did not communicate with the authors directly.
Instead, all communication was done through the
ReproHum organizers. This decision was made to
ensure consistency across reproductions and pre-
vent authors from inadvertently influencing the re-
production process. It also enabled complete docu-
mentation of the process.

The document providing the common approach
to reproductions offered a general overview of the
process of reproducing a human evaluation experi-
ment. The document was divided into two sections:
one containing information for processes prior to
the reproduction, and the other containing infor-
mation for processes during and after the repro-
duction. The first section instructed us to familiar-
ize ourselves with the paper and the experiment,
and to calculate the amount of compensation re-
quired for crowd workers.2 We were also asked to
follow our own institutional guidelines regarding
conducting human evaluation experiments. In our
case, this involved applying for Institutional Re-
view Board (IRB) approval at our own university
(the University of Illinois Chicago). All outcomes
of our reproduction were then achieved adhering to
our approved IRB protocol.

The second section of the common approach
focused on the reproduction process itself and sub-
sequent data analyses. We were asked to fill out
a Human Evaluation Data Sheet (HEDS) for each
task. The HEDS is a spreadsheet that contains in-
formation about the task, the crowd workers, and
the collected responses. Using this spreadsheet, we
identified error types and created a side-by-side pre-
sentation of the results, findings, and conclusions to
further assess the degree to which the reproduced
outcomes matched the paper’s original findings.

2.2 Evaluation Details from the Paper

Paper Summary. In our assigned paper, Data-
to-text Generation with Macro Planning, Pudup-
pully and Lapata (2021) augment a neural model

2Crowd workers providing annotations for ReproHum re-
productions were all recruited from AMT using a single, cen-
tralized account.
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with a macro planning stage for the task of data-to-
text generation. This task aims to generate natural
language that describes input data such as tabu-
lar data (e.g., databases of records or accounting
spreadsheets) or structured data (e.g., knowledge
graphs or semantic networks). The performance
of end-to-end neural models has effectively ren-
dered older techniques obsolete, but more modern
models are far from perfect. The authors report
that major issues including imprecision, halluci-
nation, and poor context selection and document
structuring plague modern models for this task. To
address these issues, the authors propose the usage
of macro planning, the high-level organization of
information and how it should be presented. The
authors highlight the current limitation of exist-
ing datasets for data-to-text generation using this
approach, but note that nonetheless the expected
output of these datasets is structured into several
paragraphs, which can be used to define paragraph
plans. Methodologically, the authors present a two-
step pipeline for implementing their approach: first,
a macro plan is generated using the training data,
and then the plan is fed to a text generation model.

The authors use the RotoWire (Wiseman et al.,
2017) and MLB (Puduppully et al., 2019) datasets
to train and evaluate their proposed approach. Both
datasets contain structured data about basketball
and baseball games, respectively, with informa-
tion pertaining to game statistics and summaries.
They conducted human evaluation alongside au-
tomatic evaluation and empirically demonstrated
that their generated text was more factual, coher-
ent, and fluent compared to existing state-of-the-art
models. Although their evaluation consists of both
automatic evaluation and human evaluation, our
focus is on the human evaluation part of their work.
The human evaluation was performed through a
comparative study of gold-standard output and four
other systems, including theirs. Besides the model
proposed by the authors (Macro), the other sys-
tems were: 1) a template-based generator (Templ),
2) ED+CC, which was the best performing system
from an earlier study (Wiseman et al., 2017), and 3)
the state-of-the-art model (RBF-2020) at the time
of publication of the original paper (Rebuffel et al.,
2020).

Human Evaluation. To conduct their human
evaluation, Puduppully and Lapata (2021) used
AMT. To ensure the acceptable quality of received
responses, the authors required that workers had at

Figure 1: Instructions given to AMT workers for this
task.

least a 98% approval rate across at least 1000 pre-
viously completed tasks. Furthermore, they limited
the locations of crowd workers to English-speaking
countries (US, UK, Canada, Ireland, Australia, and
New Zealand). The human evaluation was split into
two tasks, with the first focusing on the number of
supporting and contradicting facts in the game sum-
maries and the second evaluating the quality of the
generated text based on coherence, grammar, and
conciseness. Our main objective was to reproduce
the second task.

The second task elicited workers’ preferences
by asking them to compare two randomly selected
summaries. Figures 1 and 2 illustrate the instruc-
tions and the input regions that the crowd work-
ers used to respond. We used exact replicas of
these in our reproduction (described later). The au-
thors used Best-Worst Scaling (Louviere and Wood-
worth, 1991; Louviere et al., 2015) to present the
results. The score for each system was calculated
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Figure 2: Specific input regions that AMT workers used
to rank criteria associated with system summaries.

by subtracting the number of times the system was
selected as the worst from the number of times it
was selected as the best, divided by the total num-
ber of appearances of the system. The output of
the four competing systems and gold output were
divided into ten pairs of summaries. The evaluation
criteria were grammar, coherence, and conciseness.
Each pair was presented to three crowd workers
to collect three distinct preference ratings per pair.
Overall, the authors evaluated the system on the ba-
sis of 40 summaries (20 per dataset) and ten system
pairs. With three evaluation criteria and three raters
for each task, this meant that 3,600 preference rat-
ings were solicited overall. The authors reported
that 206 crowd workers overall participated in this
task.

2.3 Additional Evalution Details from the
Authors

Although we did not communicate with the au-
thors directly, we were provided with a document
containing additional information about the hu-
man evaluation process to support our reproduc-
tion. This information was acquired through corre-
spondence between the authors and the ReproHum
project team. The document contained information

about the task setup, the instructions provided to the
crowd workers, and the quality control measures
that were employed. The ReproHum organizers
mediated these correspondences to prevent undue
influences to the reproduction process and to en-
sure that any communication between the authors
and the reproduction team was documented. An
additional practical motivation for this was that, as
previously mentioned, two teams were assigned to
reproduce each experiment—in requiring individ-
ual teams to refer to this document rather than cor-
respond with the authors directly, the ReproHum
organizers sought to maintain a level of consistency
between the two teams.

The original authors were exceptional in provid-
ing additional information required to reproduce
the experiments. For example, they granted us ac-
cess to the original forms used in AMT to collect
the responses. They also noted that while each task
was assigned to three distinct crowd workers, the
crowd workers had the option to accept multiple
tasks. The authors also mentioned an exclusion cri-
terion for the crowd workers to ensure the quality
of the collected responses.

3 Methods

Our methods for reproducing the paper were as fol-
lows. We followed the same instructions provided
by the ReproHum team to the best of our abilities,
even following the exact same order of evaluation
criteria as the other team. Specifically, we collected
preference ratings for our evaluation criteria in the
following order:

1. Conciseness

2. Coherence

3. Grammar

Each criterion was split into four mini-batches,
each of which contained a quarter of the total num-
ber of tasks. The original authors incorporated
attention checks to ensure the quality of received
responses, by defining a set of conditions that (if
met) would signal that the crowd worker should
be excluded from the rest of the tasks. These ex-
clusionary conditions were limited to the first two
criteria (conciseness and coherence). For concise-
ness, they annotated and excluded the comparisons
between all pairs except those involving the output
generated by the template-based system. Since they
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Model Original Ours

Gram Coher Concis Gram Coher Concis

Gold 38.33 46.25* 30.83 14.17 12.50 5.83
Templ -61.67* -52.92* -36.67* -23.33* -20.00* -5.83
ED+CC 5.0 -8.33 -4.58 -8.33 -7.50 -5.00
RBF-2020 13.33 4.58 3.75 9.17 9.17 0.83
Macro 5.0 10.42 6.67 8.33 5.83 4.17

Table 1: Comparison of ROTOWIRE performance metrics. Gram, Coher, and Concis correspond to grammar,
coherence, and conciseness, respectively. * indicates a statistically significant difference (p < 0.05) between Macro
and the other systems. Note that the Original column numbers are from Table 5 of the original paper, while the
Ours column numbers are from our reproduction.

no longer had access to the annotated exclusion cri-
teria, we had to slightly diverge from the original
process. As an alternative, we followed the instruc-
tions provided by the ReproHum team and limited
the exclusion to pairs involving the gold output
and one of the systems other than the template-
based system. Specifically, the ReproHum team
utilized NLTK3 to compute an n-gram-based simi-
larity score. The difference between the gold score
and the system score was used to select 12 pairs
with the highest difference. If any of the crowd
workers rated one of these very different system
outputs as superior to gold output, they were ex-
cluded from the rest of the tasks.

The exclusion process based on ratings of co-
herence was simpler than that used for ratings of
conciseness. For coherence, if a crowd worker se-
lected the template system output as superior to
the gold output they were excluded from the rest
of the tasks. Since we conducted our experiment
after the other team assigned to this paper had fin-
ished their reproduction, workers excluded from
the first team’s study were also excluded from ours.
Workers were paid for all tasks that they completed
regardless of whether they were excluded. We paid
workers $0.22 per task, compared to $0.15 in the
original paper. This difference was due to adjust-
ments for inflation and local minimum wage.

4 Results

Our results are summarized in Table 1. The re-
sults were computed using 1800 responses col-
lected through twelve mini-batches (four for each
of the three evaluation criteria). Each batch took ap-
proximately a day to finish collecting all responses.
Overall, 262 crowd workers participated in this task.

3https://www.nltk.org

While the original study reported Krippendorff’s
α = 0.47, ours was much worse (α = −0.011).
Note that the original authors calculated this coef-
ficient using the results on both datasets; however,
we computed our results using half the number of
responses they used. The feedback we received
from the crowd workers was positive.

We can observe from the results that the magni-
tude of difference reported between conditions in
the original study’s results is much higher than ours.
For example, when evaluating grammaticality, the
original study reports a best-worst scaling (BWS)
score of -61.67 for the template system (the lowest
score reported among all conditions), while ours is
-23.33 (the lowest score reported among all condi-
tions in our reproduction). Similarly, for coherence,
our BWS score of 12.50 is much smaller than the
reported BWS=46.25. We utilized the same sta-
tistical significance test as the original study (a
one-way ANOVA with post-hoc Tukey HSD tests).
The results of this test suggest that only two con-
ditions (the Template system’s scores for grammar
and coherence) yield results with statistically sig-
nificant differences from the Macro system. This
is a different finding from the original study, which
reported statistically significant different results for
four measures. These measures were Templ for
grammar, coherence, and conciseness, and Gold
for coherence.

In our analyses of the observed errors, we found
a high level of similarity between the original ex-
periment and our reproduction. We used Pear-
son’s r and Spearman’s ρ to measure the correla-
tion between the two experiments. With Pearson’s
r = 0.90 and Spearman’s ρ = 0.83, we can con-
clude that the outcomes from the two experiments
are highly correlated. In other words, in spite of
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the differences explained and observed between
the two studies, our results do not invalidate the
original study’s findings.

5 Discussion

To discuss the implications of our findings, we first
reiterate the contributions of the original study and
the scope of our reproduction. Puduppully and
Lapata (2021) presented a novel technique with
the goal of improving the quality of data-to-text
generation. They used a combination of automatic
and human evaluation methods to show that their
approach was superior to existing state-of-the-art
models on two datasets, RotoWire and MLB. The
scope of our reproduction was limited to the sec-
ond human evaluation task reported in their paper,
examining the quality of generated text based on
coherence, grammaticality, and conciseness. Fur-
thermore, we only reproduced the results on the
RotoWire dataset. To provide a better perspective,
MLB dataset, is larger (nearly ten times as many to-
kens) than the RotoWire dataset. Hence, we cannot
form conclusive judgments based on a full repro-
duction of this experiment; rather, we focus on a
subset of it.

Thus, our outcomes are currently inconclusive
but promising, with evidence of a high level of sim-
ilarity between our findings and those originally
reported. Through our focus on the results that are
available, we do not believe that there is enough
evidence to claim that the Macro system proposed
and developed by the original paper is superior
compared to other systems. However, we believe
that combining our results with the three other re-
productions of this paper through the ReproHum
project will paint a clearer picture. Therefore, we
leave the final judgment to the ReproHum team.

Regarding the reproduction process itself, we
found that many details required to successfully
reproduce the original work were missing from the
paper. We believe that this is likely due to many
factors associated with the current NLP research
climate, including an overemphasis on novelty, for-
matting, and paper length, that are all beyond the
original authors’ control. Thanks to the coopera-
tion of the authors, we were able to find answers
to the most important questions. We underscore
that this level of communication is hard to find.
Unfortunately, there are still little to no guidelines
regarding the long-term support of research arti-
facts and files once studies have been published.

It is hard to imagine the contemporary machine
learning and natural language processing research
landscapes without empirical studies driving them
forward. At the same time, perhaps conferences
and journals should consider potential avenues for
collecting technical details beyond what has been
made available in the paper itself. Another option
is to further encourage the publication of reproduc-
tion studies in primary publication venues.

6 Conclusion

In this work, we have presented our attempt to re-
produce the human evaluation of one experiment
from Data-to-text Generation with Macro Plan-
ning by Puduppully and Lapata (2021). Overall,
with Pearson’s r = 0.90 and Spearman’s ρ = 0.83
when comparing outcomes of the original study and
our reproduction, we can conclude that when re-
producing the experiment as described in the paper
we observe highly correlated results. Nonetheless,
we believe that without the help and cooperation
of the original authors, we might have observed
a different outcome. We note that the reproduced
results in this work are only a portion of the results
presented in the original paper. Therefore, conclud-
ing that the claims made by the original study are
valid at this point would be premature. We leave
the final judgment to the ReproHum team.
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Abstract
There is a growing concern regarding the repro-
ducibility of human evaluation studies in NLP.
As part of the ReproHum campaign, we con-
ducted a study to assess the reproducibility of a
recent human evaluation study in NLP. Specifi-
cally, we attempted to reproduce a human eval-
uation of a novel approach to enhance Role-
Oriented Dialogue Summarization by consid-
ering the influence of role interactions. De-
spite our best efforts to adhere to the reported
setup, we were unable to reproduce the statis-
tical results as presented in the original paper.
While no contradictory evidence was found,
our study raises questions about the validity
of the reported statistical significance results,
and/or the comprehensiveness with which the
original study was reported. In this paper, we
provide a comprehensive account of our re-
production study, detailing the methodologies
employed, data collection, and analysis proce-
dures. We discuss the implications of our find-
ings for the broader issue of reproducibility in
NLP research. Our findings serve as a caution-
ary reminder of the challenges in conducting
reproducible human evaluations and prompt
further discussions within the NLP community.

1 Introduction

Natural Language Processing (NLP) has witnessed
remarkable advances in recent years. Human eval-
uation plays a pivotal role in assessing the effec-
tiveness of NLP systems and their performance
in meeting specific task requirements. However,
concerns have arisen regarding the reproducibil-
ity of human evaluation studies in the NLP com-
munity (Belz et al., 2022; Huidrom et al., 2022).
Reproducibility is defined as the ability of other re-
searchers to repeat the experiments under identical
conditions and obtain consistent results.

As part of the ReproHum campaign (Belz and
Reiter, 2022), which strives to systematically as-
sess the reproducibility of human evaluation stud-
ies in NLP, we conducted a rigorous reproduction
study of Lin et al. (2022), with the title Other Roles
Matter! Enhancing Role-Oriented Dialogue Sum-
marization via Role Interactions.

Dialogue summarization aims to distil relevant
information from conversations while preserving
their context, presenting a concise and informative
summary. The quality of such summarization sys-
tems is critical in real-world applications, and a
careful evaluation of said quality is a prerequisite
to the application of summarization systems.

Lin et al. (2022) start from the idea that, when
a system summarises a dialogue between a user
(e.g., a customer) and an agent (e.g., someone who
answers the customer’s questions), it can be helpful
to attend to each of these two roles (user, agent)
separately. When a user’s utterance is summarised,
some information from the agent should be taken
into account, and the other way around. The
authors hypothesise that cross-attention and self-
attention can help create an optimal combination
of both roles, and they investigate various neural
mechanisms for doing so, in particular BERT (De-
vlin et al., 2019) and PGN (See et al., 2017). After
an extensive metric-based evaluation, their human
evaluation — on which our paper focuses — tests
the hypothesis that, for both BERT and PNG, better
summaries are generated when both cross-attention
and self-attention are used (in Lin et al. (2022), the
systems with these mechanisms are referred to as
BERT-both and PNG-both), compared to settings
where the dialogue is summarised as one whole
without separating the two roles (settings referred
to as BERT-multi and PNG-multi). They conclude
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that adding both interactions increases performance
with respect to the baseline case.

The objective of our reproduction study was to
validate the reported statistical results from the orig-
inal paper and to investigate the reproducibility of
the human evaluation process as outlined by the
authors. To achieve this, we meticulously repli-
cated the experimental setup provided in the orig-
inal work, while also seeking clarification from
the authors regarding details of their experimental
procedure.

In this paper, we present our findings from the re-
production study, shedding light on the challenges
and implications of conducting reproducible hu-
man evaluations in the NLP domain.

Our study uncovers significant discrepancies be-
tween the statistical results reported in the origi-
nal paper and those obtained in our reproduction
attempt. While we did not find any contradicting
evidence, our results raise questions about the valid-
ity of the original statistical-significance findings.
We emphasise that our aim is not to undermine
a valuable piece of work, but to contribute to the
ongoing discussion on reproducibility, fostering a
more transparent and reliable foundation for future
advancements.

2 Data

For our evaluation, we used 100 sample dialogues
from the same Chinese Sales Dialogue Summariza-
tion (CSDS) dataset used in Lin et al. (2022). The
samples were provided to us by the ReproHum or-
ganizers. For each of the 100 dialogues, there are
two kinds of summaries (user and agent) generated
by each of the following four systems: PGN-multi,
PGN-both, BERT-multi, BERT-both. Thus, there
are 800 summaries in total. A sub-summary refers
to a complete sentence in the role-oriented sum-
mary.

3 Experimental Setup

We closely follow the guidelines provided in the
original paper by Lin et al. (2022). We asked par-
ticipants to assess the summary quality of Role-
Oriented Dialogue Summarization models on three
aspects: informativeness, non-redundancy, and flu-
ency. We sought to replicate the evaluation process
as faithfully as possible, while also addressing cer-
tain details that were obtained from the original
authors but were not explicitly mentioned in the
original paper.

We treated each “sub-summary” (i.e. sentence)
in the role-oriented summary as an individual unit
to be scored by the annotators. The evaluation was
carried out by three trained volunteers who were
familiarised with the evaluation rules provided by
the original authors. In the original study, annota-
tors were graduate school-level students and spoke
native Mandarin. They were recruited from among
the members of the lab conducting the study. In a
similar spirit, we recruited three PhD candidates
from the department of Information and Comput-
ing Sciences at Utrecht University, all of whom
self-reported Mandarin as their native language.
Contrary to the original study where the annotators
were not paid for their participation, we will pay
each of our annotators 120 Euros for 12 hours of
work.1

The annotators assessed each sub-summary ac-
cording to three pre-defined aspects: informative-
ness, non-redundancy, and fluency. Each sub-
summary received a score for each aspect based on
the perceived quality of the summary with respect
to that particular aspect.

As was done in the original paper, we first gave
the three annotators the same ten summaries, and
asked them to rate those summaries. To ensure the
reliability of the obtained scores, we conducted an
inter-annotator agreement analysis. This process
involved comparing the scores given by the three
volunteers for each sub-summary. We used Co-
hen’s kappa coefficient as a measure of agreement.
This was calculated by concatenating all values for
each participant together.

We then gave each participant a different set of
30 summaries to rate. In total, there were 100 sum-
maries: 10 were annotated by all three participants,
while the remaining 90 were annotated by one par-
ticipant each.

To represent the summary quality in general, we
aggregated the scores for all three aspects (infor-
mativeness, non-redundancy, and fluency) into an
“Overall” metric for each sub-summary. The overall
score for a sub-summary was obtained by averag-
ing the individual scores assigned by the annotators
for that specific aspect.

The obtained scores were then normalised to a
range between 0 and 1 to facilitate comparison and
presentation. The normalised scores were com-
piled into a table, which is analogous to Table 4 in

1Payment is still being processed at the time of writing this
article.
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the original paper, showcasing the performance of
different models across the evaluated aspects.

There is some ambiguity regarding how scores
should be computed for the summaries that were
evaluated by the three participants. In particular, ev-
ery sub-summary evaluated by a single participant
has a single score; but for the summaries evaluated
by all participants (which was done for the purpose
of computing the inter-annotator agreement), there
are three scores per sub-summary. The original
paper does not specify how the scores were com-
puted for these multi-annotated summaries. We
performed our analysis under four “cases”. These
are defined by the way we compute the score for
each multi-annotated summary:

1. use the scores of participant 1

2. use the scores of participant 2

3. use the scores of participant 3

4. use the average score among participants

Although we felt that it was necessary to distin-
guish between these four cases, we will see in Sec-
tion 4 that our overall conclusions do not depend
on which case we focus on.

To ensure transparency and to facilitate repro-
ducibility of our study, we have made our code and
datasets publicly available on our GitHub reposi-
tory2. The repository contains the necessary scripts
and documentation to replicate our experimental
procedures and results accurately.

4 Results and Discussion

4.1 Participant results

After the first 10 annotations, the results of the
three annotators were compared, and we calculated
the inter-annotator agreement using Cohen’s kappa,
as in the original paper. We computed κ for each
pair of annotators, and computed the average of the
three values. We obtained a κaverage=0.48. This
was exactly the same – admittedly rather low (see
Section 5 for a discussion) – value as the one re-
ported in the original paper. We then gave 30 more
summaries to each annotator, which resulted in a
total of 100 summaries being evaluated.

The participants’ results presented by Lin et al.
(2022) are found in Table 1. These are found in

2https://github.com/taku-ito/
reprohum-utrecht

Table 4 of the original paper, and copied here with-
out modification. Table 1 also presents the results
of our reproduction experiment. Each horizontal
block represents a different case of whose values
should be taken for the first 10 annotations; these
are referred to as “cases” in Section 3.

4.2 Reproducibility assessment
To assess the reproducibility of the original result,
we computed three scores:

1. The Pearson correlation coefficient

2. The fraction of matching both/multi pairs

3. The F1 score of statistical significance results

Further details about each of these follow.

Pearson correlation coefficient. If the results of
our experiment reproduced the original experiment
exactly, we would have a perfectly linear correla-
tion between the two sets of results. To estimate
how far we are from that, we have concatenated
all the values in each of the 5 tables of results (the
original paper, plus our 4 “cases”), from left to
right and top to bottom, and computed the Pearson
correlation coefficient between each of our 4 cases
and the original paper. The results are shown on
Table 2.

Fraction of matching both/multi pairs. The
original paper reports a number in boldface if it
is larger than its multi/both counterpart. In other
words, it highlights the performance of multi vs
both, or vice versa. Thus, we have computed,
for each of the four cases, the fraction of multi-
/both pairs that follow the same trend (lower/e-
qual/higher) as in the original paper. We call this
the matching accuracy A. It is reported on Table 2.

F1 score of statistical significance. The afore-
mentioned matching accuracy penalises non-
matches too harshly, because it does not account
for near-matches. Indeed, we are often only inter-
ested in the difference between two values if they
are statistically significant. To that end, we have
computed the F1 score for statistical significance.
We consider the original paper as the gold standard.
For each value, we take the true label to be 1 if
the value is statistically significantly larger than
its multi/both counterpart, and 0 otherwise. The
results are reported on Table 2. While there exists
a reasonable degree of concordance between the
numerical values in the original findings and our
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CSDS Info Non-Red Flu Overall
Lin et al. (2022)

PGN-multi 0.69/0.65 0.54/0.55 0.70/0.79 0.64/0.66
PGN-both 0.66/0.69 0.58/0.59* 0.73/0.81 0.66/0.70*
BERT-multi 0.58/0.56 0.66/0.61 0.84/0.87 0.69/0.68
BERT-both 0.62*/0.60* 0.62/0.60 0.85/0.87 0.70/0.69

Case 1
PGN-multi 0.63/0.59 0.58/0.55 0.69/0.70 0.63/0.61
PGN-both 0.62/0.64* 0.61/0.59 0.68/0.74 0.64/0.65*
BERT-multi 0.55/0.45 0.69*/0.61 0.82/0.80 0.69*/0.62
BERT-both 0.56/0.47 0.62/0.58 0.78/0.80 0.65/0.62

Case 2
PGN-multi 0.62/0.58 0.57/0.56 0.68/0.69 0.62/0.61
PGN-both 0.61/0.62 0.60/0.58 0.67/0.71 0.63/0.64*
BERT-multi 0.55/0.45 0.70*/0.60 0.82/0.78 0.69*/0.61
BERT-both 0.55/0.47 0.62/0.57 0.78/0.78 0.65/0.61

Case 3
PGN-multi 0.64/0.60 0.59/0.58 0.69/0.72 0.64/0.63
PGN-both 0.63/0.65* 0.62/0.60 0.68/0.75 0.64/0.67*
BERT-multi 0.57/0.46 0.72*/0.62 0.83/0.81 0.71*/0.63
BERT-both 0.57/0.49 0.63/0.59 0.79/0.80 0.67/0.63

Case 4
PGN-multi 0.63/0.59 0.58/0.56 0.69/0.70 0.63/0.62
PGN-both 0.62/0.64* 0.61/0.59 0.68/0.73 0.64/0.65*
BERT-multi 0.56/0.45 0.71*/0.61 0.82/0.80 0.70*/0.62
BERT-both 0.56/0.48 0.62/0.58 0.78/0.79 0.66/0.62

Table 1: Results of Lin et al. (2022), reproduced here without modification (above the double line), along with
the results of the present human evaluation (below the double line) under the four “cases” (see Section 3). Each
cell contains two numbers separated by a slash: the left number corresponds to the user, and the right number
corresponds to the agent. A number for “multi” in boldface indicates that the performance is better than the
corresponding number for “both”, and vice versa; if both are the same, both appear in boldface. An asterisk indicates
that the difference between the “both” and “multi” results is statistically significant.
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Case Pearson’s r A F1
1 0.90 0.75 0.25
2 0.89 0.69 0.29
3 0.90 0.56 0.25
4 0.90 0.62 0.25

Table 2: Reproducibility scores between the results
of the original experiment and our results. The “cases”
refer to how the scores of the ten summaries that were
rated by all three participants were aggregated. Pear-
son’s r is computed across all 32 reported values. A:
matching accuracy, the fraction of multi/both pairs that
follow the same trend (lower/equal/higher) as in the
original paper. F1 score is computed by taking the paper
as gold standard, labelling a value as 1 if it is statisti-
cally significantly larger than its multi/both counterpart,
0 otherwise.

outcomes, as shown by the aforementioned r and
A metrics, a notably weaker concurrence is evi-
dent when considering the statistical-significance
F1 score. This indicates potential issues concerning
the efficacy of the employed statistical significance
testing methodology. Further elaboration on this
matter will be provided in Section 5. We note that,
despite the low agreement in the statistical signif-
icance of the results, none of the multi/both pairs
deemed to be statistically significantly different in
the original paper exhibited the opposite trend in
our study.

4.3 Comparison of findings
In the original paper, the authors conclude from the
human evaluations that applying interactions on
the PGN architecture (i.e., using the “both” model)
leads to improvements in all metrics except infor-
mativeness, where they deem the two options com-
parable. Meanwhile, for the BERT architecture,
the “both” model is better on all metrics except
non-redundancy, for which “multi” is better. They
also conclude that, given that the “Overall” metric
is higher for “both” in both architectures (PGN and
BERT), the “both” option is better than “multi”.

In our study, the most salient differences are:

• For Fluency+User, PGN-both was worse than
PGN-multi in all four cases;

• For Fluency, BERT-both was worse than or
equal to BERT-multi for both roles in all four
cases;

• For Overall, BERT-both was worse than or
equal to BERT-multi for both roles in all four

cases

These differences suggest that we cannot repro-
duce the original paper’s conclusion that “both” is
generally better than “multi”, at least based on the
human evaluation alone.

5 Conclusions

In this paper, we conducted a reproduction study
of the human evaluation in Lin et al. (2022), as part
of the ReproHum campaign to assess the repro-
ducibility of human evaluation in NLP (Belz et al.,
2023). Our objective was to assess the reproducibil-
ity of the results reported in the original paper and
thoroughly investigate the difference between our
results and the original paper’s, if any.

Throughout our study, we sought to adhere
closely to the original experimental setup. How-
ever, our findings reveal notable discrepancies in
the statistical results obtained, particularly in com-
paring the improvements of the “both” method with
respect to the “multi” method. In the original paper,
“multi” is a baseline method, while “both” adds
cross-attention and self-attention interactions to the
models (see Section 1). Unlike the original work,
our experiments did not demonstrate clear improve-
ments in summary quality when considering role
interactions.

Despite the differences in our obtained results,
we acknowledge the high Pearson correlation co-
efficient between the original paper’s scores and
our own, indicating a strong consistency in the
relative ranking of models across the evaluation
aspects. Furthermore, while our findings were dif-
ferent from the original results in terms of statis-
tical significance, we acknowledge that they are
not contradictory, i.e., there is no model for which
the authors of the original paper claim statistically
significantly better results for “both” or “multi”,
while we find the opposite to be true (i.e., statisti-
cally significantly worse results). We believe that
the statistical significance analysis employed in the
original paper may have certain flaws. Firstly, we
maintain that a correction procedure for inflated
type-1 error should have been applied, consider-
ing that multiple statistical significance tests were
conducted on the same dataset. Failure to account
for this potential bias might have resulted in too
many false positives (i.e. results which appear to
be statistically significant but are not). Secondly,
the authors computed statistical significance tests,
but then also drew conclusions from results that
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were not statistically significantly different. This
should be avoided.

One significant observation from our study was
the relatively low level of agreement among the
annotators. This raises concerns about the consis-
tency of the evaluation process and the potential
for different interpretations of the instructions. It
would have been valuable to closely scrutinise the
reasons for such disagreement. If the disagree-
ments stemmed from differing interpretations of
the guidelines, an update to the instructions and a
restart of the annotation process might have been
necessary. Alternatively, if the disagreements were
legitimate, the study could have been improved
by having multiple annotators assess all the sum-
maries, allowing for a better understanding of the
inherent variability. This is along the lines of re-
cent work that tries to account for inherent variabil-
ity when training NLP models (Leonardelli et al.,
2023).

Regarding the reproducibility experiment itself,
the description provided in the original paper was
insufficient for us to fully attempt a replication.
Nonetheless, thanks to the cooperation of the au-
thors, we were able to clarify the necessary pro-
cedures. Even so, we had to perform four studies
under different “cases”, which refer to the various
ways we pooled together the results of the first 10
summaries, annotated by all participants.

Moreover, the data collection process posed sig-
nificant challenges, largely due to the participants
making multiple errors that needed to be corrected
before statistical analysis became feasible. Namely,
we observed several mismatches between the num-
ber of sentences and the number of annotations pro-
vided by participants. This was probably caused by
the annotation being done in a spreadsheet. In those
cases, we had to ask participants to correct their
work. Ensuring data quality and accuracy is crucial
in human evaluation studies, and these difficulties
further underscore the importance of transparent
reporting and careful handling of data.

Finally, we wish to clarify that our focus was on
the parts of the original paper that dealt with human
evaluations, particularly in terms of reproducibil-
ity. We do not make any general claims about the
strength of the entire original paper, which included
metric-based evaluations as well. The results of the
metric-based evaluation in the original work may
indeed be more convincing.

In conclusion, our reproduction study highlights

the importance of carefully reporting the condi-
tions under which a human evaluation was con-
ducted to enhance reproducibility, and the need for
thorough reporting of experimental details neces-
sary for reproduction studies, as well as scrutiny
of statistical significance analyses in NLP research.
We also provide suggestions for future studies to
enhance the reproducibility and transparency of
human evaluation experiments. Despite the chal-
lenges we encountered, we commend the authors
for their cooperation, which allowed us to perform
a comprehensive reproduction of their work. We
believe that open dialogue and collaborative efforts
within the research community are essential for
advancing the field of NLP and achieving meaning-
ful progress in dialogue summarization and other
language generation tasks.
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A HEDS sheet 

{ 
    "heds-criteria-criterion-response_elicitation-scale_presented_as-5": { 
        "data": { 
            "Informativeness": true, 
            "Fluency": true, 
            "Non-redundancy": true 
        }, 
        "control": {}, 
        "text": { 
            "Informativeness": "5. Other (please describe)", 
            "Fluency": "5. Other (please describe)", 
            "Non-redundancy": "5. Other (please describe)" 
        } 
    }, 
    "heds-criteria-criterion-response_elicitation-response_aggregation": { 
        "data": { 
            "Informativeness": "average the set of per-sentence values.", 
            "Non-redundancy": "average the set of per-sentence values.", 
            "Fluency": "average the set of per-sentence values." 
        }, 
        "control": {} 
    }, 
    "heds-criteria-criterion-evaluation_mode-objective_or_subjective-1": { 
        "data": { 
            "Informativeness": true, 
            "Non-redundancy": true, 
            "Fluency": true 
        }, 
        "control": {}, 
        "text": { 
            "Informativeness": "1. Objective", 
            "Non-redundancy": "1. Objective", 
            "Fluency": "1. Objective" 
        } 
    }, 
    "heds-paper_and_resources-names_and_affiliations-person_completing_this_sheet-affiliation": { 
        "data": { 
            "": "Utrecht University / Tohoku University" 
        }, 
        "control": {} 
    }, 
    "heds-paper_and_resources-names_and_affiliations-person_completing_this_sheet-name": { 
        "data": { 
            "": "Takumi Ito" 
        }, 
        "control": {} 
    }, 
    "heds-criteria-criterion-criteria-output_aspect-1": { 
        "data": { 
            "Informativeness": false, 
            "Non-redundancy": false, 
            "Fluency": true 
        }, 
        "control": {}, 
        "text": { 
            "Informativeness": "", 
            "Non-redundancy": "", 
            "Fluency": "1. Form of output" 
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        } 
    }, 
    "heds-sample_evaluators_design-evaluators-evaluators-expertise-other_text": { 
        "data": { 
            "": "" 
        }, 
        "control": {} 
    }, 
    "heds-sample_evaluators_design-evaluators-evaluators-expertise-1": { 
        "data": { 
            "": false 
        }, 
        "control": {}, 
        "text": { 
            "": "" 
        } 
    }, 
    "heds-criteria-criterion-response_elicitation-form_of_response-10": { 
        "data": { 
            "Informativeness": false, 
            "Non-redundancy": false, 
            "Fluency": false 
        }, 
        "control": {}, 
        "text": { 
            "Informativeness": "", 
            "Non-redundancy": "", 
            "Fluency": "" 
        } 
    }, 
    "heds-criteria-criterion-response_elicitation-scale_presented_as-2": { 
        "data": { 
            "Informativeness": false, 
            "Fluency": false, 
            "Non-redundancy": false 
        }, 
        "control": {}, 
        "text": { 
            "Informativeness": "", 
            "Fluency": "", 
            "Non-redundancy": "" 
        } 
    }, 
    "heds-system-input_types-8": { 
        "data": { 
            "": true 
        }, 
        "control": {}, 
        "text": { 
            "": "8. text: dialogue" 
        } 
    }, 
    "heds-paper_and_resources-names_and_affiliations-contact_author-affiliation": { 
        "data": { 
            "": "Utrecht University" 
        }, 
        "control": {} 
    }, 
    "heds-criteria-criterion-response_elicitation-form_of_response-7": { 
        "data": { 
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            "Informativeness": false, 
            "Non-redundancy": false, 
            "Fluency": false 
        }, 
        "control": {}, 
        "text": { 
            "Informativeness": "", 
            "Non-redundancy": "", 
            "Fluency": "" 
        } 
    }, 
    "heds-sample_evaluators_design-experimental_design-experimental_conditions-8": { 
        "data": { 
            "": false 
        }, 
        "control": {}, 
        "text": { 
            "": "" 
        } 
    }, 
    "heds-system-input_languages-29": { 
        "data": { 
            "": true 
        }, 
        "control": {}, 
        "text": { 
            "": "29. Chinese" 
        } 
    }, 
    "heds-criteria-criterion-response_elicitation-form_of_response-6": { 
        "data": { 
            "Informativeness": false, 
            "Non-redundancy": false, 
            "Fluency": false 
        }, 
        "control": {}, 
        "text": { 
            "Informativeness": "", 
            "Non-redundancy": "", 
            "Fluency": "" 
        } 
    }, 
    "heds-sample_evaluators_design-evaluators-evaluators-payment-3": { 
        "data": { 
            "": false 
        }, 
        "control": {}, 
        "text": { 
            "": "" 
        } 
    }, 
    "heds-criteria-criterion-response_elicitation-form_of_response-5": { 
        "data": { 
            "Informativeness": false, 
            "Non-redundancy": false, 
            "Fluency": false 
        }, 
        "control": {}, 
        "text": { 
            "Informativeness": "", 
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            "Non-redundancy": "", 
            "Fluency": "" 
        } 
    }, 
    "heds-sample_evaluators_design-sample-system_output_selection-1": { 
        "data": { 
            "": false 
        }, 
        "control": {}, 
        "text": { 
            "": "" 
        } 
    }, 
    "heds-sample_evaluators_design-experimental_design-quality_assurance-description": { 
        "data": { 
            "": "N/A" 
        }, 
        "control": {} 
    }, 
    "heds-sample_evaluators_design-evaluators-evaluators-expertise-2": { 
        "data": { 
            "": true 
        }, 
        "control": {}, 
        "text": { 
            "": "2. non-experts" 
        } 
    }, 
    "heds-sample_evaluators_design-experimental_design-experimental_conditions-1": { 
        "data": { 
            "": true 
        }, 
        "control": {}, 
        "text": { 
            "": "1. evaluation carried out by evaluators at a place of their own choosing, e.g. online, using a paper 
form, etc." 
        } 
    }, 
    "heds-ethics-review_body": { 
        "data": { 
            "": "No" 
        }, 
        "control": {} 
    }, 
    "heds-criteria-criterion-response_elicitation-effect_size_method": { 
        "data": { 
            "Non-redundancy": "" 
        }, 
        "control": {} 
    }, 
    "heds-criteria-criterion-response_elicitation-verbatim_question": { 
        "data": { 
            "Informativeness": "N/A ", 
            "Non-redundancy": "N/A", 
            "Fluency": "N/A" 
        }, 
        "control": {} 
    }, 
    "heds-sample_evaluators_design-evaluators-evaluators-known_to_authors-2": { 
        "data": { 
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            "": false 
        }, 
        "control": {}, 
        "text": { 
            "": "" 
        } 
    }, 
    "heds-criteria-criterion-evaluation_mode-intrinsic_or_extrinsic-1": { 
        "data": { 
            "Informativeness": false, 
            "Non-redundancy": true, 
            "Fluency": true 
        }, 
        "control": {}, 
        "text": { 
            "Informativeness": "", 
            "Non-redundancy": "1. Intrinsic", 
            "Fluency": "1. Intrinsic" 
        } 
    }, 
    "heds-criteria-criterion-evaluation_mode-objective_or_subjective-other_text": { 
        "data": { 
            "Informativeness": "", 
            "Non-redundancy": "", 
            "Fluency": "" 
        }, 
        "control": {} 
    }, 
    "heds-criteria-criterion-response_elicitation-scale_presented_as-other_text": { 
        "data": { 
            "Informativeness": "fill in the cells on the spreadsheet", 
            "Non-redundancy": "fill in the cells on the spreadsheet", 
            "Fluency": "fill in the cells on the spreadsheet" 
        }, 
        "control": {} 
    }, 
    "heds-sample_evaluators_design-evaluators-evaluators-payment-1": { 
        "data": { 
            "": true 
        }, 
        "control": {}, 
        "text": { 
            "": "1. paid (monetary compensation)" 
        } 
    }, 
    "heds-sample_evaluators_design-evaluators-evaluators-description": { 
        "data": { 
            "": "Chinese PhD candidates in the same department as the authors." 
        }, 
        "control": {} 
    }, 
    "heds-sample_evaluators_design-sample-number_of_system_outputs": { 
        "data": { 
            "": "100" 
        }, 
        "control": {} 
    }, 
    "heds-system-output_types-4": { 
        "data": { 
            "": false 
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        }, 
        "control": {}, 
        "text": { 
            "": "" 
        } 
    }, 
    "heds-criteria-criterion-evaluation_mode-objective_or_subjective-2": { 
        "data": { 
            "Informativeness": false, 
            "Non-redundancy": false, 
            "Fluency": false 
        }, 
        "control": {}, 
        "text": { 
            "Informativeness": "", 
            "Non-redundancy": "", 
            "Fluency": "" 
        } 
    }, 
    "heds-criteria-criterion-response_elicitation-form_of_response-4": { 
        "data": { 
            "Informativeness": false, 
            "Non-redundancy": false, 
            "Fluency": false 
        }, 
        "control": {}, 
        "text": { 
            "Informativeness": "", 
            "Non-redundancy": "", 
            "Fluency": "" 
        } 
    }, 
    "heds-criteria-criterion-response_elicitation-size_of_scale-2": { 
        "data": { 
            "Informativeness": false, 
            "Non-redundancy": false, 
            "Fluency": false 
        }, 
        "control": {}, 
        "text": { 
            "Informativeness": "", 
            "Non-redundancy": "", 
            "Fluency": "" 
        } 
    }, 
    "heds-sample_evaluators_design-evaluators-evaluators-known_to_authors-other_text": { 
        "data": { 
            "": "" 
        }, 
        "control": {} 
    }, 
    "heds-criteria-criterion-criteria-output_aspect-other_text": { 
        "data": { 
            "Informativeness": "", 
            "Non-redundancy": "", 
            "Fluency": "" 
        }, 
        "control": {} 
    }, 
    "heds-criteria-criterion-evaluation_mode-absolute_or_relative-1": { 
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        "data": { 
            "Informativeness": false, 
            "Non-redundancy": false, 
            "Fluency": false 
        }, 
        "control": {}, 
        "text": { 
            "Informativeness": "", 
            "Non-redundancy": "", 
            "Fluency": "" 
        } 
    }, 
    "heds-sample_evaluators_design-experimental_design-quality_assurance-method-1": { 
        "data": { 
            "": true 
        }, 
        "control": {}, 
        "text": { 
            "": "1. evaluators are required to be native speakers of the language they evaluate." 
        } 
    }, 
    "heds-sample_evaluators_design-evaluators-evaluators-payment-other_text": { 
        "data": { 
            "": "" 
        }, 
        "control": {} 
    }, 
    "heds-sample_evaluators_design-experimental_design-experimental_conditions-other_text": { 
        "data": { 
            "": "" 
        }, 
        "control": {} 
    }, 
    "heds-criteria-criterion-criteria-quality_type-2": { 
        "data": { 
            "Informativeness": false, 
            "Non-redundancy": false, 
            "Fluency": true 
        }, 
        "control": {}, 
        "text": { 
            "Informativeness": "", 
            "Non-redundancy": "", 
            "Fluency": "2. Goodness" 
        } 
    }, 
    "heds-criteria-criterion-response_elicitation-form_of_response-9": { 
        "data": { 
            "Informativeness": false, 
            "Non-redundancy": false, 
            "Fluency": false 
        }, 
        "control": {}, 
        "text": { 
            "Informativeness": "", 
            "Non-redundancy": "", 
            "Fluency": "" 
        } 
    }, 
    "heds-criteria-criterion-evaluation_mode-intrinsic_or_extrinsic-2": { 

110



        "data": { 
            "Informativeness": true, 
            "Non-redundancy": false, 
            "Fluency": false 
        }, 
        "control": {}, 
        "text": { 
            "Informativeness": "2. Extrinsic", 
            "Non-redundancy": "", 
            "Fluency": "" 
        } 
    }, 
    "heds-sample_evaluators_design-sample-system_output_selection-other_text": { 
        "data": { 
            "": "The same samples used in the original paper." 
        }, 
        "control": {} 
    }, 
    "heds-sample_evaluators_design-sample-system_output_selection-5": { 
        "data": { 
            "": true 
        }, 
        "control": {}, 
        "text": { 
            "": "5. other (please describe)" 
        } 
    }, 
    "heds-sample_evaluators_design-experimental_design-evaluator_freedom-other_text": { 
        "data": { 
            "": "No restrictions." 
        }, 
        "control": {} 
    }, 
    "heds-criteria-criterion-criteria-quality_type-1": { 
        "data": { 
            "Informativeness": true, 
            "Non-redundancy": true, 
            "Fluency": false 
        }, 
        "control": {}, 
        "text": { 
            "Informativeness": "1. Correctness", 
            "Non-redundancy": "1. Correctness", 
            "Fluency": "" 
        } 
    }, 
    "heds-criteria-criterion-evaluation_mode-absolute_or_relative-2": { 
        "data": { 
            "Informativeness": true, 
            "Non-redundancy": true, 
            "Fluency": true 
        }, 
        "control": {}, 
        "text": { 
            "Informativeness": "2. Relative", 
            "Non-redundancy": "2. Relative", 
            "Fluency": "2. Relative" 
        } 
    }, 
    "heds-paper_and_resources-names_and_affiliations-contact_author-name": { 
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        "data": { 
            "": "Kees van Deemter" 
        }, 
        "control": {} 
    }, 
    "heds-system-output_types-8": { 
        "data": { 
            "": false 
        }, 
        "control": {}, 
        "text": { 
            "": "" 
        } 
    }, 
    "heds-ethics-special_category_data": { 
        "data": { 
            "": "No" 
        }, 
        "control": {} 
    }, 
    "heds-sample_evaluators_design-experimental_design-experimental_conditions-6": { 
        "data": { 
            "": false 
        }, 
        "control": {}, 
        "text": { 
            "": "" 
        } 
    }, 
    "heds-system-output_languages-29": { 
        "data": { 
            "": true 
        }, 
        "control": {}, 
        "text": { 
            "": "29. Chinese" 
        } 
    }, 
    "heds-criteria-criterion-response_elicitation-list_or_range": { 
        "data": { 
            "Informativeness": "0,1,2", 
            "Non-redundancy": "0,1,2", 
            "Fluency": "0,1,2" 
        }, 
        "control": {} 
    }, 
    "heds-criteria-criterion-response_elicitation-task_description": { 
        "data": { 
            "Informativeness": "N/A", 
            "Non-redundancy": "N/A", 
            "Fluency": "N/A" 
        }, 
        "control": {} 
    }, 
    "heds-criteria-criterion-response_elicitation-participant_criterion_name": { 
        "data": { 
            "Informativeness": "Informativeness", 
            "Non-redundancy": "Non-redundancy", 
            "Fluency": "Flunecy" 
        }, 
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        "control": {} 
    }, 
    "heds-sample_evaluators_design-evaluators-recruitment_method": { 
        "data": { 
            "": "sent an email to those who met the requirements" 
        }, 
        "control": {} 
    }, 
    "heds-paper_and_resources-names_and_affiliations-contact_author-email": { 
        "data": { 
            "": "c.j.vandeemter@uu.nl" 
        }, 
        "control": {} 
    }, 
    "heds-sample_evaluators_design-evaluators-evaluators-known_to_authors-1": { 
        "data": { 
            "": true 
        }, 
        "control": {}, 
        "text": { 
            "": "1. previously known to authors" 
        } 
    }, 
    "heds-criteria-criterion-response_elicitation-form_of_response-2": { 
        "data": { 
            "Informativeness": true, 
            "Non-redundancy": true, 
            "Fluency": true 
        }, 
        "control": {}, 
        "text": { 
            "Informativeness": "2. direct quality estimation", 
            "Non-redundancy": "2. direct quality estimation", 
            "Fluency": "2. direct quality estimation" 
        } 
    }, 
    "heds-sample_evaluators_design-experimental_design-experimental_conditions-7": { 
        "data": { 
            "": false 
        }, 
        "control": {}, 
        "text": { 
            "": "" 
        } 
    }, 
    "heds-sample_evaluators_design-evaluators-evaluators-are_authors-2": { 
        "data": { 
            "": true 
        }, 
        "control": {}, 
        "text": { 
            "": "2. evaluators do not include any of the authors" 
        } 
    }, 
    "heds-sample_evaluators_design-experimental_design-evaluators_place_of_choosing": { 
        "data": { 
            "": "N/A" 
        }, 
        "control": {} 
    }, 
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    "heds-sample_evaluators_design-sample-system_output_selection-3": { 
        "data": { 
            "": false 
        }, 
        "control": {}, 
        "text": { 
            "": "" 
        } 
    }, 
    "heds-criteria-criterion": { 
        "data": {}, 
        "control": { 
            "Informativeness": false, 
            "Non-redundancy": false, 
            "Fluency": true 
        }, 
        "text": {} 
    }, 
    "heds-sample_evaluators_design-evaluators-training_practice": { 
        "data": { 
            "": "ask the participants to read the task description provided by the original authors before starting 
the annotation." 
        }, 
        "control": {} 
    }, 
    "heds-criteria-criterion-criteria-quality_type-other_text": { 
        "data": { 
            "Informativeness": "", 
            "Non-redundancy": "", 
            "Fluency": "" 
        }, 
        "control": {} 
    }, 
    "heds-sample_evaluators_design-evaluators-evaluators-payment-4": { 
        "data": { 
            "": false 
        }, 
        "control": {}, 
        "text": { 
            "": "" 
        } 
    }, 
    "heds-criteria-criterion-criteria-quality_type-3": { 
        "data": { 
            "Informativeness": false, 
            "Non-redundancy": false, 
            "Fluency": false 
        }, 
        "control": {}, 
        "text": { 
            "Informativeness": "", 
            "Non-redundancy": "", 
            "Fluency": "" 
        } 
    }, 
    "heds-criteria-criterion-criteria-self_vs_external_frame-3": { 
        "data": { 
            "Informativeness": false, 
            "Non-redundancy": false, 
            "Fluency": false 
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        }, 
        "control": {}, 
        "text": { 
            "Informativeness": "", 
            "Non-redundancy": "", 
            "Fluency": "" 
        } 
    }, 
    "heds-sample_evaluators_design-experimental_design-evaluator_freedom-2": { 
        "data": { 
            "": false 
        }, 
        "control": {}, 
        "text": { 
            "": "" 
        } 
    }, 
    "heds-sample_evaluators_design-evaluators-evaluators-are_authors-1": { 
        "data": { 
            "": false 
        }, 
        "control": {}, 
        "text": { 
            "": "" 
        } 
    }, 
    "heds-paper_and_resources-paper-link": { 
        "data": { 
            "": "https://aclanthology.org/2022.acl-long.182/" 
        }, 
        "control": {} 
    }, 
    "heds-criteria-criterion-evaluation_mode-intrinsic_or_extrinsic-other_text": { 
        "data": { 
            "Informativeness": "", 
            "Non-redundancy": "", 
            "Fluency": "" 
        }, 
        "control": {} 
    }, 
    "heds-ethics-personal_data": { 
        "data": { 
            "": "No" 
        }, 
        "control": {} 
    }, 
    "heds-sample_evaluators_design-experimental_design-experimental_conditions-4": { 
        "data": { 
            "": false 
        }, 
        "control": {}, 
        "text": { 
            "": "" 
        } 
    }, 
    "heds-sample_evaluators_design-sample-system_output_selection-2": { 
        "data": { 
            "": false 
        }, 
        "control": {}, 

115



        "text": { 
            "": "" 
        } 
    }, 
    "heds-criteria-criterion-response_elicitation-form_of_response-8": { 
        "data": { 
            "Informativeness": false, 
            "Non-redundancy": false, 
            "Fluency": false 
        }, 
        "control": {}, 
        "text": { 
            "Informativeness": "", 
            "Non-redundancy": "", 
            "Fluency": "" 
        } 
    }, 
    "heds-criteria-criterion-response_elicitation-size_of_scale-3": { 
        "data": { 
            "Informativeness": false, 
            "Non-redundancy": false, 
            "Fluency": false 
        }, 
        "control": {}, 
        "text": { 
            "Informativeness": "", 
            "Non-redundancy": "", 
            "Fluency": "" 
        } 
    }, 
    "heds-criteria-criterion-response_elicitation-scale_presented_as-3": { 
        "data": { 
            "Informativeness": false, 
            "Fluency": false, 
            "Non-redundancy": false 
        }, 
        "control": {}, 
        "text": { 
            "Informativeness": "", 
            "Fluency": "", 
            "Non-redundancy": "" 
        } 
    }, 
    "heds-sample_evaluators_design-experimental_design-collection_method": { 
        "data": { 
            "": "Excel spreadsheet" 
        }, 
        "control": {} 
    }, 
    "heds-criteria-criterion-response_elicitation-inter_annotator-agreement-other_text": { 
        "data": { 
            "Informativeness": "Cohen's kappa", 
            "Non-redundancy": "Cohen's kappa", 
            "Fluency": "Cohen's kappa" 
        }, 
        "control": {} 
    }, 
    "heds-system-tasks-16": { 
        "data": { 
            "": true 
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        }, 
        "control": {}, 
        "text": { 
            "": "16. summarisation (text-to-text)" 
        } 
    }, 
    "heds-criteria-criterion-criteria-output_aspect-2": { 
        "data": { 
            "Informativeness": true, 
            "Non-redundancy": false, 
            "Fluency": false 
        }, 
        "control": {}, 
        "text": { 
            "Informativeness": "2. Content of output", 
            "Non-redundancy": "", 
            "Fluency": "" 
        } 
    }, 
    "heds-sample_evaluators_design-evaluators-number_of_evaluators": { 
        "data": { 
            "": "3" 
        }, 
        "control": {} 
    }, 
    "heds-sample_evaluators_design-experimental_design-preregistered-2": { 
        "data": { 
            "": true 
        }, 
        "control": {}, 
        "text": { 
            "": "2. no" 
        } 
    }, 
    "heds-criteria-criterion-criteria-self_vs_external_frame-1": { 
        "data": { 
            "Informativeness": false, 
            "Non-redundancy": false, 
            "Fluency": true 
        }, 
        "control": {}, 
        "text": { 
            "Informativeness": "", 
            "Non-redundancy": "", 
            "Fluency": "1. Quality of output in its own right" 
        } 
    }, 
    "heds-sample_evaluators_design-evaluators-evaluators-payment-2": { 
        "data": { 
            "": false 
        }, 
        "control": {}, 
        "text": { 
            "": "" 
        } 
    }, 
    "heds-sample_evaluators_design-experimental_design-preregistered-1": { 
        "data": { 
            "": false 
        }, 
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        "control": {}, 
        "text": { 
            "": "" 
        } 
    }, 
    "heds-system-output_types-5": { 
        "data": { 
            "": true 
        }, 
        "control": {}, 
        "text": { 
            "": "5. text: sentence" 
        } 
    }, 
    "heds-sample_evaluators_design-experimental_design-preregistered-other_text": { 
        "data": { 
            "": "" 
        }, 
        "control": {} 
    }, 
    "heds-paper_and_resources-resources-links": { 
        "data": { 
            "": "https://drive.google.com/drive/u/0/folders/1hevFqMAwx9qZpfvsYSar6e4IBgFuSVKw" 
        }, 
        "control": {} 
    }, 
    "heds-criteria-criterion-criteria-self_vs_external_frame-other_text": { 
        "data": { 
            "Informativeness": "", 
            "Non-redundancy": "", 
            "Fluency": "" 
        }, 
        "control": {} 
    }, 
    "heds-sample_evaluators_design-evaluators-evaluators-expertise-3": { 
        "data": { 
            "": false 
        }, 
        "control": {}, 
        "text": { 
            "": "" 
        } 
    }, 
    "heds-sample_evaluators_design-sample-statistical_power-value": { 
        "data": { 
            "": "N/A" 
        }, 
        "control": {} 
    }, 
    "heds-criteria-criterion-response_elicitation-inter_annotator-agreement-3": { 
        "data": { 
            "Informativeness": false, 
            "Non-redundancy": false, 
            "Fluency": false 
        }, 
        "control": {}, 
        "text": { 
            "Informativeness": "", 
            "Non-redundancy": "", 
            "Fluency": "" 
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        } 
    }, 
    "heds-sample_evaluators_design-evaluators-evaluators-are_authors-other_text": { 
        "data": { 
            "": "" 
        }, 
        "control": {} 
    }, 
    "heds-sample_evaluators_design-experimental_design-experimental_conditions-3": { 
        "data": { 
            "": false 
        }, 
        "control": {}, 
        "text": { 
            "": "" 
        } 
    }, 
    "heds-criteria-criterion-response_elicitation-form_of_response-1": { 
        "data": { 
            "Informativeness": false, 
            "Non-redundancy": false, 
            "Fluency": false 
        }, 
        "control": {}, 
        "text": { 
            "Informativeness": "", 
            "Non-redundancy": "", 
            "Fluency": "" 
        } 
    }, 
    "heds-criteria-criterion-response_elicitation-size_of_scale-other_text": { 
        "data": { 
            "Informativeness": "3", 
            "Non-redundancy": "3", 
            "Fluency": "3" 
        }, 
        "control": {} 
    }, 
    "heds-sample_evaluators_design-experimental_design-evaluator_freedom-3": { 
        "data": { 
            "": true 
        }, 
        "control": {}, 
        "text": { 
            "": "3. neither of the above (please describe)" 
        } 
    }, 
    "heds-criteria-criterion-response_elicitation-form_of_response-3": { 
        "data": { 
            "Informativeness": false, 
            "Non-redundancy": false, 
            "Fluency": false 
        }, 
        "control": {}, 
        "text": { 
            "Informativeness": "", 
            "Non-redundancy": "", 
            "Fluency": "" 
        } 
    }, 
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    "heds-sample_evaluators_design-sample-statistical_power-method": { 
        "data": { 
            "": "N/A" 
        }, 
        "control": {} 
    }, 
    "heds-sample_evaluators_design-sample-system_output_selection-4": { 
        "data": { 
            "": false 
        }, 
        "control": {}, 
        "text": { 
            "": "" 
        } 
    }, 
    "heds-criteria-criterion-response_elicitation-inter_annotator-agreement-2": { 
        "data": { 
            "Informativeness": false, 
            "Non-redundancy": false, 
            "Fluency": false 
        }, 
        "control": {}, 
        "text": { 
            "Informativeness": "", 
            "Non-redundancy": "", 
            "Fluency": "" 
        } 
    }, 
    "heds-criteria-criterion-response_elicitation-scale_presented_as-4": { 
        "data": { 
            "Informativeness": false, 
            "Fluency": false, 
            "Non-redundancy": false 
        }, 
        "control": {}, 
        "text": { 
            "Informativeness": "", 
            "Fluency": "", 
            "Non-redundancy": "" 
        } 
    }, 
    "heds-paper_and_resources-paper-experiment_identification": { 
        "data": { 
            "": "Human Evaluation (Section 4.3 and Section 5.2)" 
        }, 
        "control": {} 
    }, 
    "heds-sample_evaluators_design-evaluators-evaluators-are_authors-3": { 
        "data": { 
            "": false 
        }, 
        "control": {}, 
        "text": { 
            "": "" 
        } 
    }, 
    "heds-criteria-criterion-response_elicitation-form_of_response-other_text": { 
        "data": { 
            "Informativeness": "", 
            "Non-redundancy": "", 
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            "Fluency": "" 
        }, 
        "control": {} 
    }, 
    "heds-sample_evaluators_design-evaluators-characteristics": { 
        "data": { 
            "": "PhD candidates in computer science\n2 males, 1 female" 
        }, 
        "control": {} 
    }, 
    "heds-sample_evaluators_design-evaluators-evaluators-known_to_authors-3": { 
        "data": { 
            "": false 
        }, 
        "control": {}, 
        "text": { 
            "": "" 
        } 
    }, 
    "heds-criteria-criterion-response_elicitation-inter_annotator-agreement-1": { 
        "data": { 
            "Informativeness": true, 
            "Non-redundancy": true, 
            "Fluency": true 
        }, 
        "control": {}, 
        "text": { 
            "Informativeness": "1. yes", 
            "Non-redundancy": "1. yes", 
            "Fluency": "1. yes" 
        } 
    }, 
    "heds-criteria-criterion-criteria-self_vs_external_frame-2": { 
        "data": { 
            "Informativeness": true, 
            "Non-redundancy": true, 
            "Fluency": false 
        }, 
        "control": {}, 
        "text": { 
            "Informativeness": "2. Quality of output relative to the input", 
            "Non-redundancy": "2. Quality of output relative to the input", 
            "Fluency": "" 
        } 
    }, 
    "heds-ethics-impact_assessments": { 
        "data": { 
            "": "No" 
        }, 
        "control": {} 
    }, 
    "heds-criteria-criterion-response_elicitation-size_of_scale-1": { 
        "data": { 
            "Informativeness": true, 
            "Non-redundancy": true, 
            "Fluency": true 
        }, 
        "control": {}, 
        "text": { 
            "Informativeness": "1. Discrete", 
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            "Non-redundancy": "1. Discrete", 
            "Fluency": "1. Discrete" 
        } 
    }, 
    "heds-criteria-criterion-response_elicitation-participant_criterion_definiiton": { 
        "data": { 
            "Informativeness": "Does the generated summary correctly cover the information in the ground truth 
summary?\n(标准答案是由多个⼦句组成的，这⾥我们想要判断标准答案中的每⼦句的信息是否被抽
取到了。)", 
            "Non-redundancy": "Does the generated summary not contain repeated, meaningless or unnecessary 
information?\n(待测摘要⽂本也是由多个⼦句组成的，这⾥我们想要判断待测⽂本中的每个⼦句的信
息是否是冗余的。)", 
            "Fluency": "Is the generated summary well-formed, semantically complete, and easy to understand?
\n(我们想要判断待测⽂本中的每个⼦句的语⾔表达流畅性。)" 
        }, 
        "control": {} 
    }, 
    "heds-sample_evaluators_design-sample-statistical_power-script": { 
        "data": { 
            "": "N/A" 
        }, 
        "control": {} 
    }, 
    "heds-sample_evaluators_design-experimental_design-experimental_conditions-5": { 
        "data": { 
            "": false 
        }, 
        "control": {}, 
        "text": { 
            "": "" 
        } 
    }, 
    "heds-criteria-criterion-criteria-output_aspect-3": { 
        "data": { 
            "Informativeness": false, 
            "Non-redundancy": true, 
            "Fluency": false 
        }, 
        "control": {}, 
        "text": { 
            "Informativeness": "", 
            "Non-redundancy": "3. Both form and content of output", 
            "Fluency": "" 
        } 
    }, 
    "heds-criteria-criterion-response_elicitation-scale_presented_as-1": { 
        "data": { 
            "Informativeness": false, 
            "Fluency": false, 
            "Non-redundancy": false 
        }, 
        "control": {}, 
        "text": { 
            "Informativeness": "", 
            "Fluency": "", 
            "Non-redundancy": "" 
        } 
    }, 
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    "heds-sample_evaluators_design-experimental_design-evaluators_can_ask_questions-1": { 
        "data": { 
            "": true 
        }, 
        "control": {}, 
        "text": { 
            "": "1. evaluators are told they can ask any questions during/after receiving initial training/
instructions, and before the start of the evaluation" 
        } 
    }, 
    "heds-criteria-criterion-response_elicitation-form_of_response-11": { 
        "data": { 
            "Informativeness": false, 
            "Non-redundancy": false, 
            "Fluency": false 
        }, 
        "control": {}, 
        "text": { 
            "Informativeness": "", 
            "Non-redundancy": "", 
            "Fluency": "" 
        } 
    }, 
    "heds-paper_and_resources-names_and_affiliations-person_completing_this_sheet-email": { 
        "data": { 
            "": "t-ito@tohoku.ac.jp" 
        }, 
        "control": {} 
    }, 
    "heds-criteria-criterion-evaluation_mode-absolute_or_relative-other_text": { 
        "data": { 
            "Informativeness": "", 
            "Non-redundancy": "", 
            "Fluency": "" 
        }, 
        "control": {} 
    }, 
    "heds-sample_evaluators_design-experimental_design-experimental_conditions-2": { 
        "data": { 
            "": false 
        }, 
        "control": {}, 
        "text": { 
            "": "" 
        } 
    } 
}

123



Proceedings of the Third Workshop on Human Evaluation of NLP Systems,
pages 124–129, Varna, Bulgaria, Sep 7, 2023.

https://doi.org/10.26615/978-954-452-088-5_010

A Reproduction Study of the Human Evaluation of Role-Oriented Dialogue
Summarization Models

Mingqi Gao, Jie Ruan, Xiaojun Wan
Wangxuan Institute of Computer Technology, Peking University

{gaomingqi, wanxiaojun}@pku.edu.cn
ruanjie@stu.pku.edu.cn

Abstract

This paper reports a reproduction study of
the human evaluation of role-oriented dia-
logue summarization models, as part of the Re-
proNLP Shared Task 2023 on Reproducibility
of Evaluations in NLP. We outline the dispari-
ties between the original study’s experimental
design and our reproduction study, along with
the outcomes obtained. The inter-annotator
agreement within the reproduction study is ob-
served to be lower, measuring 0.40 as compared
to the original study’s 0.48. Among the six con-
clusions drawn in the original study, four are
validated in our reproduction study. We con-
firm the effectiveness of the proposed approach
on the overall metric, albeit with slightly poorer
relative performance compared to the original
study. Furthermore, we raise an open-ended
inquiry: how can subjective practices in the
original study be identified and addressed when
conducting reproduction studies?

1 Introduction

Reproducibility has gained significant attention
within the field of Natural Language Processing
(NLP) in recent years. This paper presents a re-
production study focused on the human evaluation
of role-oriented dialogue summarization models.
The study was conducted as part of the ReproNLP
Shared Task 2023, which aims to foster repro-
ducibility in NLP evaluations. Our participation in
Track C involved conducting a reproduction study
specifically targeting the human evaluation com-
ponent described in the work by Lin et al. (2022),
which is one of the five papers included in this
track. The shared dataset used in this track origi-
nates from the ReproHum project 1, which employs
a multi-lab paradigm to assess reproducibility in
NLP.

1https://reprohum.github.io/

Role-oriented dialogue summarization aims to
generate summaries tailored to various roles within
a conversation. For instance, in the context of a
customer service chat, distinct summaries can be
generated for the user’s and the agent’s utterances.
The original research paper introduced an approach
that leverages role interaction to effectively inte-
grate the content of other roles into the summary
pertaining to a specific role (Lin et al., 2022). The
aforementioned study empirically demonstrated the
effectiveness of the proposed approach in compar-
ison to baseline methods through both automatic
and human evaluations. In this study, we specifi-
cally concentrate on the human evaluation aspect.

2 Experimental Design

2.1 Original experiment

Lin et al. (2022) applied the proposed approach to
two popular sequence-to-sequence models: PGN
(See et al., 2017) and BERTAbs (Liu and Lapata,
2019). The baseline dialogue summarization mod-
els are denoted as PGN-multi and BERT-multi,
and the models with the role interaction approach
are noted as PGN-both and BERT-both. The hu-
man evaluation was conducted on CSDS (Lin et al.,
2021), a Chinese customer service dialogue sum-
marization dataset.

Selection of evaluation samples. From the test
set of CSDS, 100 dialogues were randomly chosen
as evaluation samples. Each dialogue is associ-
ated with two reference summaries, one for the
user and one for the agent. A model also gener-
ated summaries for both the user and the agent.
For each reference summary, four model-generated
summaries (PGN-multi, BERT-multi, PGN-both,
and BERT-both) were evaluated by human annota-
tors. Notably, the source dialogues were excluded
from the human evaluation process.

Participating annotators and compensation.
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Three Chinese graduate students, all proficient in
Chinese, volunteered as annotators for this evalua-
tion. These participants were not remunerated for
their involvement.

Evaluation dimensions and criteria. Given a
reference summary, a model-generated summary
was evaluated on three dimensions: Informative-
ness, non-redundancy, and fluency. Specifically,
the annotators were asked to rate each sentence in
the summary on a Likert scale from 0 to 2.

Informativeness: The reference summary is com-
posed of multiple sentences, and the annotators
were asked to determine whether the information
of each sentence in the reference summary is ex-
tracted by the model-generated summary. For each
sentence in the reference summary, the rule is as
follows:

• 0 if most of its content is not extracted by the
model-generated summary.

• 1 if some of its content is extracted.

• 2 if basically all of its content is extracted.

Non-redundancy: The model-generated sum-
mary is also composed of multiple sentences, and
the annotators were asked to determine whether
the information of each sentence in the model-
generated summary is redundant. For each sen-
tence in the model-generated summary, the rule is
as follows:

• 0 if its content is not in the reference summary.

• 1 if its content is in the reference summary but
there is redundancy compared to the reference
summary.

• 2 if the content is basically the same.

Fluency: For each sentence in the model-
generated summary, the rule is as follows:

• 0 if it has more grammatical errors or mis-
spellings, or if the statement is incomprehen-
sible.

• 1 if it has minor grammatical errors or typos,
or if the expression is more colloquial.

• 2 if the expression is fluent, free of grammati-
cal errors and misspellings, and semantically
completed.

Annotation interface. The reference summaries
and model-generated summaries were presented to
annotators using an Excel sheet, and they filled
in the ratings in the specified places as shown in
Figure 1. To ensure impartiality, the names of the
summarization models were withheld from the an-
notators, and the order of the model-generated sum-
maries was randomized.

Annotation procedure. Annotators were asked
to read the evaluation instructions before annota-
tion. Initially, all three annotators independently
annotated the first 10 samples (ID 0-9). After a
moderate level of inter-annotator agreement was
attained, they were allowed to continue annotation.
The remaining 90 samples were divided equally
into thirds. The remaining 90 samples were evenly
divided into thirds. Annotator #1 was assigned sam-
ples with ID 10-39, annotator #2 received samples
with ID 40-69, and annotator #3 handled samples
with ID 70-99.

Inter-annotator agreement. The results of
the first 10 samples were used to compute inter-
annotator agreement. All per-sentence scores given
by an annotator on all three dimensions are flat-
tened into a list. The Cohen’s kappa (Cohen, 1960)
was computed between every two annotators with
the script in the scikit-learn library2, and the aver-
age of the kappa scores was considered as the final
inter-annotator agreement.

Post-processing, calculation, and significance
testing. To normalize the scores to a range of 0 to
1, they were divided by 2. For the first 10 samples,
the annotations of the annotator with the most ex-
pertise were selected as the final results. For each
of the three dimensions, the per-sentence scores of
the summary were averaged as the score of the sum-
mary. In addition, the average of the summary-level
scores of the three dimensions was calculated as an
”Overall” score for a summary. The model’s score
was obtained by averaging the scores of its gen-
erated summaries. A paired t-test was conducted
to assess the significance between the scores of
summaries generated by two models.

2.2 Reproduction experiment
The reproduction experiment utilized the same Ex-
cel sheet for annotation as the original study, which
encompassed identical samples for evaluation. Fur-
thermore, the evaluation instructions were also pro-

2https://scikit-learn.org/stable/
modules/generated/sklearn.metrics.cohen_
kappa_score.html
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Dialogue
ID Reference Summary The summary to be evaluated Informative

ness
Non-

redundancy Fluency

The user said that the previous cell phone number was canceled, the
password was forgotten, and the cell phone verification code was
needed to change the password.
The user said that the previous cell phone number was canceled, the
password was forgotten, and the cell phone verification code was
needed to change the password.
The user wants to change the password. The user asks if a verification
code is required. 1,0,0 2,0 2,1

The user says he has forgotten his previous cell phone number and
wants to change his password. The user asks if he can buy something.
The user says he can't change his password by email.
Customer service helps the user upgrade the commissioner will be
tomorrow [number] o'clock before the user calls back to facilitate the
provision of the user to bind the cell phone number. Customer service
answer has been feedback commissioner, please keep the user's phone
open.
Customer service helps user upgrade specialist will call back before
tomorrow [number] o'clock to facilitate the provision of the user to
bind the cell phone number.
Customer service replied to help the user to upgrade the commissioner
to deal with, and told the user that the commissioner will call the user
back by tomorrow [number] o'clock. Customer service answers the user
can see the previous cell phone number.
Customer service answers to help the user feedback commissioner and
call the user back by tomorrow [number] o'clock.

0

Users ask about methods other than cell phone
verification to change their passwords. Users ask
how they can log in with a password without cell
phone number verification. Users ask if they can
buy something without verification.

Customer service allows the user to provide the
number and give it to the commissioner to call back
to solve the problem. Customer service helps
feedback the user's problem to the commissioner.
Customer service asks the user to wait patiently.

Figure 1: Annotation interface. The text actually presented to annotators is in Chinese, and the translated version is
shown here.

vided. With these materials, we were able to set up
most of the experiment in the exact same way as
the original. Nonetheless, certain variations were
introduced in the reproduction experiment, which
is outlined below. For more detailed information,
please see the Human Evaluation Sheet (HEDS)
file in supplementary materials.

Participating annotators and compensation.
Recruiting unpaid volunteers as annotators proved
to be challenging. Following discussions with the
organizers of the ReproHum project, we recruited
three participants who met the same requirements
as those in the original experiment and provided
them with compensation of 12.24 EUR per hour.

Annotation procedure. We cannot know what
the original experiment would have done if the
three annotators had not reached a moderate level
of agreement on the first 10 samples because this
did not actually happen. In consultation with the or-
ganizers of the ReproHum project, we determined
that all annotators would continue with the anno-
tation process, regardless of whether a moderate
agreement was reached on the first 10 samples or
not.

Post-processing, calculation, and significance
testing. It is subjective to determine which partici-
pant was most knowledgeable on this task. Given
the challenging nature of reproduction, the organiz-
ers of the ReproHum project asked us not to copy
the original practices to post-process the first 10
samples. they proposed that we calculate separate

results using each of the following five methods
(referred to as different reproduction settings):

• Repr1: With only annotator #1 representing
each sentence in the first 10 samples (as if #1
had been selected).

• Repr2: With only annotator #2 representing
each sentence in the first 10 samples (as if #2
had been selected).

• Repr3: With only annotator #3 representing
each sentence in the first 10 samples (as if #3
had been selected).

• Repr4: With the mean of annotator responses
representing each sentence in the first 10 sam-
ples (i.e., [0,1,2] ⇒ 1.00, [0,0,2] ⇒ 0.67).

• Repr5: With the median of annotator re-
sponses representing each sentence in the first
10 samples (i.e., [0,1,2] ⇒ 1, [0,0,2] ⇒ 0).

In addition, our reproduction experiments be-
gan after the protocol was approved by the ethics
committee.

3 Results and Discussion

3.1 Inter-annotator agreement (IAA)
The initial study reported an IAA of 0.48, while our
reproduction experiment yielded a slightly lower
IAA of 0.40. The IAA observed in the original
study can be classified as moderate (0.41-0.60), and
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Original Repr3
Info Non-Red Flu Overall Info Non-Red Flu Overall

PGN-multi 0.69/0.65 0.54/0.55 0.70/0.79 0.64/0.66 PGN-multi 0.68/0.62 0.60/0.56 0.82/0.90 0.70/0.69
PGN-both 0.66/0.69 0.58/0.59* 0.73/0.81 0.66/0.70* PGN-both 0.68/0.66* 0.61/0.59 0.84/0.89 0.71/0.71
BERT-multi 0.58/0.56 0.66/0.61 0.84/0.87 0.69/0.68 BERT-multi 0.57/0.52 0.67/0.56 0.91/0.89 0.71/0.66
BERT-both 0.62*/0.60* 0.62/0.60 0.85/0.87 0.70/0.69 BERT-both 0.59/0.56 0.62/0.58 0.87/0.89 0.69/0.68

Repr1 Repr4
Info Non-Red Flu Overall Info Non-Red Flu Overall

PGN-multi 0.68/0.62 0.60/0.55 0.80/0.89 0.69/0.69 PGN-multi 0.68/0.62 0.59/0.55 0.81/0.89 0.69/0.69
PGN-both 0.69/0.68* 0.61/0.60* 0.83/0.89 0.71/0.72* PGN-both 0.68/0.67* 0.60/0.59 0.83/0.89 0.71/0.72*
BERT-multi 0.57/0.51 0.67/0.57 0.90/0.88 0.71/0.66 BERT-multi 0.56/0.51 0.67/0.56 0.90/0.88 0.71/0.65
BERT-both 0.60/0.56* 0.63/0.58 0.86/0.88 0.70/0.68 BERT-both 0.59/0.56* 0.62/0.58 0.87/0.89 0.69/0.67

Repr2 Repr5
Info Non-Red Flu Overall Info Non-Red Flu Overall

PGN-multi 0.67/0.62 0.58/0.55 0.80/0.90 0.68/0.69 PGN-multi 0.68/0.62 0.59/0.55 0.81/0.90 0.69/0.69
PGN-both 0.67/0.66* 0.60/0.58 0.83/0.89 0.70/0.71 PGN-both 0.68/0.67* 0.61/0.59* 0.83/0.89 0.70/0.72
BERT-multi 0.56/0.51 0.67/0.56 0.91/0.89 0.71/0.65 BERT-multi 0.57/0.51 0.67/0.56 0.90/0.88 0.71/0.65
BERT-both 0.58/0.55 0.61/0.57 0.87/0.89 0.69/0.67 BERT-both 0.59/0.56 0.62/0.58 0.87/0.89 0.69/ 0.67

Table 1: Human evaluation results in the original experiment and the reproduction experiment. Two values separated
by a slash in a cell are scores for user-oriented summary and agent-oriented summary. * denotes that the enhancement
achieved by utilizing role interactions, compared to the multi baseline, is statistically significant (p < 0.05). The
original results are taken from Lin et al. (2022). ”Repr#” is defined in Section 2.2.

Original Reproduction Confirmation
1 For PGN models, applying

role interactions could reduce
redundancy.

For PGN models, applying
role interactions could reduce
redundancy.

Confirmed.

2 For PGN models, applying
role interactions could main-
tain a comparable perfor-
mance of informativeness.

For PGN model, applying role
interactions could partially im-
prove informativeness.

Confirmed. The relative per-
formance of the proposed ap-
proach in the experiment is
slightly better than the original.

3 For PGN models, applying
role interactions could im-
prove fluency.

For PGN models, applying
role interaction could maintain
a comparable performance of
fluency.

Not confirmed. The relative
performance of the proposed
approach in the experiment is
worse than the original.

4 For BERTAbs models, apply-
ing role interactions could im-
prove informativeness.

For BERTAbs models, apply-
ing role interactions could im-
prove informativeness.

Confirmed.

5 For BERTAbs models, apply-
ing role interactions could add
redundancy.

For BERTAbs models, ap-
plying role interactions could
maintain a comparable perfor-
mance of non-redundancy.

Not confirmed. The relative
performance of the proposed
approach in the experiment is
better than the original.

6 Applying role interactions is
effective in terms of the over-
all metric.

For PGN models, applying
role interactions is effective in
terms of the overall metric.

Confirmed. The relative per-
formance of the proposed ap-
proach in the experiment is
slightly worse than the original.

Table 2: The conclusions in the original experiment and the reproduction experiment. The Confirmation column
shows whether the conclusion is confirmed in the reproduction experiment or not and how the relative performance
changed in the reproduction experiment. Note that relative performance refers to the results of the proposed
approach relative to the baseline model.
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All reproduction settings (Repr1, 2, 3, 4, 5) Original vs. Repr3
Info Non-Red Flu Overall Info Non-Red Flu Overall

PGN-multi 0.74/0.00 1.58/0.90 1.16/0.68 1.14/0.00 PGN-multi 1.46/4.71 10.49/1.80 15.74/12.98 8.93/4.43
PGN-both 1.16/1.40 1.01/1.34 0.60/0.00 0.87/0.85 PGN-both 2.98/4.43 5.03/0.00 13.97/9.38 7.28/1.41
BERT-multi 1.08/0.98 0.00/0.89 0.68/0.69 0.00/0.94 BERT-multi 1.73/7.39 1.50/8.52 7.98/2.27 2.85/2.98
BERT-both 1.34/0.90 1.27/0.86 0.58/0.56 0.72/0.91 BERT-both 4.94/6.88 0.00/3.38 2.32/2.27 1.43/1.46

Original vs. Repr1 Original vs. Repr4
Info Non-Red Flu Overall Info Non-Red Flu Overall

PGN-multi 1.46/4.71 10.49/0.00 13.29/11.87 7.50/4.43 PGN-multi 1.46/4.71 8.82/0.00 14.53/11.87 7.50/4.43
PGN-both 4.43/1.46 5.03/1.68 12.78/9.38 7.28/2.81 PGN-both 2.98/2.93 3.38/0.00 12.78/9.38 7.28/2.81
BERT-multi 1.73/9.32 1.50/6.76 6.88/1.14 2.85/2.98 BERT-multi 3.50/9.32 1.50/8.52 6.88/1.14 2.85/4.50
BERT-both 3.27/6.88 1.60/3.38 1.17/1.14 0.00/1.46 BERT-both 4.94/6.88 0.00/3.38 2.32/2.27 1.43/2.93

Original vs. Repr2 Original vs. Repr5
Info Non-Red Flu Overall Info Non-Red Flu Overall

PGN-multi 2.93/4.71 7.12/0.00 13.29/12.98 6.04/4.43 PGN-multi 1.46/4.71 8.82/0.00 14.53/12.98 7.50/4.43
PGN-both 1.50/4.43 3.38/1.70 12.78/9.38 5.86/1.41 PGN-both 2.98/2.93 5.03/0.00 12.78/9.38 5.86/2.81
BERT-multi 3.50/9.32 1.50/8.52 7.98/2.27 2.85/4.50 BERT-multi 1.73/9.32 1.50/8.52 6.88/1.14 2.85/4.50
BERT-both 6.65/8.67 1.62/5.11 2.32/2.27 1.43/2.93 BERT-both 4.94/6.88 0.00/3.38 2.32/2.27 1.43/2.93

Table 3: CV*s among all reproduction settings (Repr1, 2, 3, 4, 5) and CV*s between scores in the original experiment
and scores in the reproduction experiment with a specific setting. Two values separated by a slash in a cell are scores
for user-oriented summary and agent-oriented summary.

the slightly lower IAA in the reproduction study
falls near the boundary between the moderate and
fair levels. There is not much difference between
the two. Nevertheless, it might be more reasonable
to calculate the IAA independently for each of the
three evaluation dimensions, but only an overall
IAA was reported in the original study.

3.2 Side-by-side comparison of conclusions
Table 1 presents the human evaluation results of
various models in both the original experiment and
the reproduction experiment conducted under dif-
ferent settings (Repr1, 2, 3, 4, 5). It is evident that
the outcomes of the reproduction experiment ex-
hibit minor divergence across the different settings.
The original paper posits six conclusions, each of
which can be assessed for confirmation based on
the results of the reproduction experiment, as de-
picted in Table 2. Notably, four out of the six
conclusions are substantiated.

Furthermore, our analysis centers on the varia-
tions observed in the relative performance of the
proposed approach between the reproduction ex-
periment and the original experiment. In certain
aspects, such as the informativeness of the sum-
maries generated by PGN models, the reproduc-
tion experiment demonstrates an improvement over
the original experiment. Conversely, in other as-
pects, the relative performance of the proposed ap-
proach is inferior to that of the original experiment.
In particular, the fifth conclusion from the origi-
nal experiment, as stated in Table 2, highlights a
drawback of the proposed approach. However, this

drawback is not supported by the findings of the re-
production experiment. As for the sixth conclusion
from the original experiment, the effectiveness of
the proposed approach is confirmed in terms of
the overall metric, although the relative perfor-
mance in the reproduction experiment exhibits
a slight decline in comparison to the original
experiment.

3.3 Quantifying the difference
To quantify the disparities between the outcomes
of the original experiment and the reproduction ex-
periment, as well as the variations in the results
across different settings in the reproduction exper-
iment, we employ two statistical measures: the
small-sample coefficient of variation (CV*) and
Spearman’s ρ.

A lower value of CV* corresponds to a smaller
discrepancy, rendering it a quantifiable metric for
assessing the reproducibility of numerical scores
(Belz et al., 2022). Table 3 demonstrates that the
CVs between scores obtained in the original ex-
periment and those obtained in the reproduction
experiment with a specific setting are consider-
ably larger than the CVs observed among differ-
ent reproduction settings. This finding suggests
that the variations introduced by distinct reproduc-
tion settings, specifically the methods employed
for post-processing the initial 10 samples, have a
relatively minor impact on the results.

In Table 4, we present the system-level Spear-
man’s rank correlation between the original exper-
iment and the reproduction experiment. The con-
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Info Non-Red Flu Overall
Repr1 0.80/1.00 1.00/0.20 0.80/-0.94 0.32/0.40
Repr2 0.95/1.00 1.00/0.20 0.80/-0.82 0.40/0.40
Repr3 0.95/1.00 1.00/-0.11 0.80/-0.82 -0.32/0.40
Repr4 0.95/1.00 1.00/0.20 0.80/-0.54 0.00/0.40
Repr5 0.95/1.00 1.00/0.20 0.80/-0.83 0.11/0.40

Table 4: Spearman’s ρ between the scores of four mod-
els in the original experiment and the reproduction ex-
periment with a specific setting. Two values separated
by a slash in a cell are scores for user-oriented summary
and agent-oriented summary.

siderable variation across different dimensions can
be attributed to the limited number of comparable
systems in this study. Therefore, it is better to use
CV* to measure the differences in this case.

4 Conclusion

We present a reproduction study focused on evaluat-
ing dialogue summarization models through human
evaluation. The successful execution of our repro-
duction experiment was facilitated by the collabora-
tion with ReproNLP organizers and the utilization
of materials provided by the original authors. As a
result, we have drawn the following conclusions:

• The inter-annotator agreement in our repro-
duction study was found to be lower, with a
value of 0.40 compared to the original study’s
0.48.

• Four out of the six conclusions reached in
the original study were confirmed through our
reproduction study.

• Our findings affirm the effectiveness of the
proposed approach in terms of the overall met-
ric; however, the relative performance was
slightly inferior in the reproduction study.

• The utilization of different post-processing
methods for the first 10 samples yielded minor
variations in the final results.

One intriguing query that arises in the context of
our reproduction study pertains to the identification
and handling of subjective practices that may have
been employed in the original study. Specifically,
we explore the different post-processing methods
of annotation results from the initial 10 samples
in this experiment. Despite the limited impact of
varying treatments on the ultimate outcome, the
underlying concern persists. Notably, if subjective

practices are embedded within the core of the origi-
nal experiment, the potential simulation of multiple
possibilities can significantly amplify the scale of
the experiment. This matter merits further investi-
gation and remains an avenue for future research.
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Abstract

How reliable are human evaluation results? Is
it possible to replicate human evaluation? This
work takes a closer look at the evaluation of
the output of a Text-to-Speech (TTS) system.
Unfortunately, our results indicate that human
evaluation is not as straightforward to repli-
cate as expected. Additionally, we addition-
ally present results on reproducing the techni-
cal background of the TTS system and discuss
potential reasons for the reproduction failure.

1 Introduction

Replication of research results in Natural Language
Processing (NLP) has gained considerable attention
in the past years. While quite some progress has
been achieved with initiatives such as the Respon-
sible Research Checklist1 and the Reproduction
Checklist 2 (Dodge et al., 2019), the question about
the reproduction of human evaluation is widely
unanswered. The work presented here is part of
the ReproHum Project3, which aimes to reproduce
human evaluation. In our experiment, we tried to
reproduce the evaluation of a low-resource Text-to-
Speech (TTS) system for German. As the results
of our reproduction indicated that we were unsuc-
cessful, we also had a closer look at the technical
aspects of the work and attempted to reproduce
those elements for our study as well.

Our major contributions are therefore: 1) the
results on the reproduction of the human evalua-
tion of the TTS output, 2) the results of the recon-
struction of the language data required for the TTS
system and 3) the results of the reconstruction of
the TTS model required to create the TTS output,
which is then judged during the human evaluation.

1https://aclrollingreview.org/
responsibleNLPresearch/

2https://2021.aclweb.org/calls/
reproducibility-checklist/

3https://reprohum.github.io/

Figure 1: Dimensions of Reproducibility according to
(Whitaker, 2017)

2 Background and Related Work

Replication is a topic that is being discussed in a
wide range of fields. In NLP the primary focus so
far has been on the technical reproduction – i.e. re-
producing results based on quantitative evaluation.
(Cohen et al., 2018) presented three dimensions of
reproduction:

• Reproduction of a Conclusion
• Reproduction of Results
• Reproduction of a Value

But their focus has been on the technical repro-
duction.

Figure 1 shows another set of parameters for the
reproduction: Whether the Code and the Data are
the same or different allows for different conclu-
sions with respect to Reproducibility, Replicability,
Robustness and Generlizability.

This is also clear from the reproducibilty spec-
trum according to (Peng, 2011), which focuses
heavily on code and data (see Figure 2, similar
to (Whitaker, 2017)).

There are major differences between the tech-
nical reproduction and the reproduction of human
evaluation results, although initially, the aim is also
to reproduce a certain value, a certain result or a
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Figure 2: Spectrum of Reproducibility according to
(Peng, 2011)

certain conclusion. But a look at other fields, where
the reproduction of human input has been already
evaluated, such as Psychology and Social Sciences,
reveals that this is also far from straightforward.
For Psychology it seems that only between 36 %
and 68 % of the results were reproducible by an in-
dependent researcher (Open Science Collaboration,
2015), while in Social Sciences between 57 % and
67 % of the studies were reproducible (Camerer
et al., 2018). Although what dimension of repro-
duction has been aimed for, is open.

There are various reasons for the lack of repro-
ducibility of human generated results. One element
is the lack in objectivity in humans and their indi-
viduality, as each human has individual experiences
and opinions. Another element is the language, the
instructions are presented in. Some languages dis-
tinguish between a formal address and an informal
address. A person used to being addressed formally,
might react negatively to an informal address and
the other way around. When performing an eval-
uation using online tools or any form of technical
equipment, this too can affect the results. A high-
resolution screen will represent colours differently
to a smartphone screen. When dealing with acous-
tical data, using a headset or speakers can make
a vast difference and the quality of each can also
influence the results, when asked to evaluate the
quality of the presented sound.

3 The Original TTS Experiment

The basis for our work is the paper by (Lux and
Vu, 2022). Its aim is to present the possibility to
create TTS systems with little training data and
reduced training time. This is achieved by using a
large multilingual model, which is then fine-tuned
towards the target language based on the reduced
training data and reduced training time. A specific
focus is put to model articulatory features of the
language.

The technical basis for the model is Tacotron2
(Shen and Pang) and FastSpeech2 (Ren et al., 2020).

Where Tacotron2 is based on a recurrent sequence-
to-sequence network, FastSpeech2 is based on a
Feed-Forward Transformer network.

The basis for the multilingual model is data from
English, Greek, Spanish, Finnish, Russian, Hungar-
ian, Dutch and French. The German data is derived
from the HUI corpus (see Section 6 below).

While the multi-lingual model required lots of
resources, both in time and hardware, the adapta-
tion to German was performed using 30 minutes
of speech and training for about 2 hours. In order
to allow for a comparison and to verify the low-
resource approach, the authors also trained both
FastSpeech2 and Tacotron2 exclusively on German,
using 29 hours of recorded speech.

4 Reproduction – Experimental Setup

Following the original study, we set up a Google
Form survey, where each participant is presented
with two stimuli and asked to judge, which of the
two sounds more natural. Figure 3 shows the inter-
face we used to conduct the survey. As we were
dealing with German speech output and German
students were asked to judge the TTS output, we
also addressed participants in German. Participants
could choose from three different options: Either
one of the outputs is better than the other, or both
are equally good.

Prior to starting the evaluation, we submitted all
relevant information to the University of Aberdeen
Ethics Board for evaluation, which approved of our
experimental setup, the way we dealt with the data
and the personal information collected from the
participants.

The participants were recruited by email from
our university. Other than sending out an email
via a central email address, we did not collect any
personal data from our participants.

5 Reproduction – Results

In the end, 37 participants took part in our experi-
ment, which is comparable to the original study. In
general, the output from the proposed Fastspeech2
model is considered better than the baseline system
in 41 % of the cases, while the baseline system is
considered better in 13 % of the cases. When com-
paring the two Fastspeech2 versions, 46 % of the
participants did not hear any noticeable difference.
This is comparable to the original evaluation, where
43 % of the participants did not hear a difference.
See also Figure 4.
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Figure 3: The survey interface.

Figure 4: Human Evaluation for FastSpeech2 Low Re-
source and Baseline.

When evaluating Tacotron2, 26 % of the par-
ticipants preferred the low-resource model, while
23 % preferred the original version. But, 51 % of
the participants did not hear a difference between
the two versions. Compared to the original eval-
uation, where 52 % of the participants preferred
the low-resource version, while 11 % preferred
the original system and only 37 % did not hear a
difference. The results are also shown in Figure 5.

As shown in table 1, the coefficient of variation
values for the pair-wise comparisons between the
original results and our reproduction are with the
exception of one value always in the double digits,
further indicating that our reproduction resulted not
only in rather different values but different results
as well.

Figure 5: Human Evaluation for Tacotron2 Low Re-
source and Baseline.

6 Technical Reproduction

In light of these results for the reproduction of
the human evaluation we had a closer look at the
background of the TTS system. First, we tried to
reproduce the data and then we aimed to reproduce
the TTS model.

6.1 Reproducing the Data

The original corpus project, as presented in
(Puchtler et al., 2021). The Hof Universität – In-
stitut für Informationsysteme (HUI) Audio Corpus
German aimed to create a high-quality, open source
dataset for German TTS systems. Figure 6 schemat-
ically describes the approach.

The authors originally defined a range of param-
eters for choosing data for their speech synthesis
system:

• at least 20 hours of audio per speaker
• minimal sampling rate of 22 kHz
• normalization of textual data
• normalization of loudness
• audios of between 5 and 10 seconds of length
• recording of punctuation

In the end, the original study had collected
326 hours of audio and processed them accord-
ing to their pipeline in Figure 6. This included five
speakers with between 32 and 96 hours of audio
and another set of 97 hours of audio by 117 other
speakers.

We tried to be very accurate with our reproduc-
tion, documenting all steps. Unfortunately, due to
a range of errors described below, this reproduction
proved to be unsuccessful in the limited time. Ini-
tially, the link for the German Deep Speech Model
was faulty. Luckily, the original authors reacted
quickly and fixed this.

Next, the textual representation of the spoken
data had to be downloaded. This referred to a
Gutenberg repository, where the mirror was hard-
coded, but not valid anymore. Additionally, the
URI was automatically created, but again, in the
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Model (Lux and Vu, 2022) Our Reproduction Coefficient of Variation
Tacotron2 Proposed preferred 52 % 25,7 % 33,9 %
Tacotron2 Baseline preferred 11 % 22,5 % 34,4 %

Tacotron2 No preference 37 % 51,8 % 16,6 %
FastSpeech2 Proposed preferred 25,3 % 40,5 % 23,7 %
FastSpeech2 Baseline preferred 31,3 % 13,1 % 40,7 %

FastSpeech2 No preference 43,4 % 46,4 % 3,8 %

Table 1: Comparison of the results of the original evaluation and our reproduction.

Modell Hardware Duration Preprocessing Iterations Time/Iteration Total Duration
Tacotron2 Low Resource GPU 1:13 min 10,020 1.25 It/sec 2:25 hrs

Tacotron2 full GPU 50:32 min 100,224 1.4 It/sec 19:54 hrs
Tacotron2 Low Resource CPU NA 925 22 sec/It 6 hrs

FastSpeech2 Low Resource GPU NA 100,071 4.4 It/sec 6:27 hrs

Table 2: Retraining of the Low Resource and Full Models according to the specifications given in (Lux and Vu,
2022)

wrong format for the mirror we chose instead of
the original one.

The next problem was linked to FFMPEG and
NLTK packages that had to be added to the original
installation.

Finally, we had to remove one speaker com-
pletely from the data set, as several files associated
with that speaker could not be processed and this
error could not be eliminated.

This resulted in the abortion of the replication
attempt, as removing one of the five major speak-
ers from the data set did not allow for a plausible
further result.

6.2 Reproducing the TTS Model

Furthermore, we tried to replicate the initial speech
synthesis model, as described by (Lux and Vu,
2022). Figure 7 represents the pipeline to cre-
ate the TTS model, including the technical pack-
ages used. Theoretically, this reproduction attempt
should have been straightforward, as most research
artifacts have been made available to the research
community. Unfortunately, the resulting model has
not been provided and the TTS outputs are also
only available in the context of this project.

Despite the seemingly straightforward problem,
the availability of the research artifacts and an ex-
tensive Readme file, we came across a range of
issues in the process. First of all, not all required
packages are listed in the requirements.txt
file. The biggest issue was a Invalid render
options error during the data pre-processing,
which occurred multiple times and only with some
files, but not all. Identifying the specific files which
caused issues, was quite time-consuming. It turned
out, that the original problem is the unsilence

package, that is used to skip over longer period of
silence in the recorded data. With some of those, a
parameter required for ffmpeg is set to an invalid
value, which results in the invalid render
option error. We extended the code to check for
invalid values and set them to a default value, in
cases where an invalid value was reached.

Another issue is the fact that the HUI-corpus is
available in two versions: clean and full. Unfortu-
nately, the authors did not report which version of
the data has been used for the original experiments,
so we decided to use the full version.

Finally, the number of training iterations has not
been reported. We assume that the figures set in
the original code represent these numbers, but it is
unsure, if those are actually the figures used in the
original experiments.

Table 2 shows the duration of training for the
reproduced models. We retrained both the Low Re-
source models for Tacotron2 and FastSpeech2 and
the full Tacotron model. As a proof-of-concept, we
also retrained the Tacotron2 Low Resource model
on a CPU rather than a GPU. Retraining the Fast-
Speech2 Full model was beyond the scope of our
work. We can support the results from previous
work, that indeed, low-resource models can be
quickly trained. But we observed a notable dif-
ference in the sound quality, pronunciation and the
prosody of the resulting output, leading to the con-
clusion that despite not changing any of the given
parameters, the reproduction of the final results was
only partially successful.

7 Discussion

Table 3 shows a summary of the different repro-
ductions we attempted and the respective results.
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Figure 6: Pipeline for creating the Audio-Transcript Data according to (Puchtler et al., 2021)

Reproduction Reproducibility Remarks
Data set Reproduction had to be abandoned Mirrors unavailable, software issues

TTS Model Partially, conclusions were reproduced Different results, conclusion can be supported
Human Evaluation Values and results not reproducible Overall conclusion reproducible

Table 3: List of our attempted reproductions and the respective results.

Figure 7: Pipline to create the TTS model according to
(Lux and Vu, 2022)

These are quite baffling, since none of our ap-
proaches reached the same values or results. There
are a number of potential reasons for this:

The differences in results when reproducing the
TTS models could be explainable by different hard-
ware or slightly different software versions, espe-
cially since we faced issues that the original authors
obviously did not encounter.

Regarding the different results for the reproduc-
tion of the human evaluation, one reason could be
the different group of people. While both studies
employed students to evaluate the synthesis output,
in the original study, the students are from the field
of computational linguistics and natural language
processing and as such more used to hearing and
judging synthetic speech. In our study, the students
did not have any particular training in judging syn-
thetic speech.

Another reason could be that the stimuli were
somehow mixed up. If that would be case, we
would have to transpose the results and would have
results that are more comparable to the original
study.

The problem might be related to the problems
with reproducing the original data set and/or the
original TTS models, since the stimuli were recre-
ated for the purpose of this study4, which could
have lead to a variance in sound quality compared
to the original stimuli.

Comparing our results to the results of

4Florian Lux personal communication.

(Hürlimann and Cieliebak, 2023), who ran the ex-
act same experiment, the chances that the stimuli
were transposed somewhere in the process are in-
creasing, as their results also indicate low repro-
ducibility, except if a transposition is assumed. As
their results are based on a larger number of par-
ticipants, they are more pronounced than ours and
statistically more reliable. The authors state a range
of other potential error sources, which have to be
taken into account in addition to our experiments.
Additionally, it is certainly remarkable that in both
reproductions the lowest coefficients of variation
were achieved for the ”no preference” option.

8 Conclusion

In general, we can support the conclusion of the
previous study, that the low-resource speech syn-
thesis (both using Tacotron2 and Fastspeech2) are
viable approaches to produce reasonable TTS out-
put based on limited resources (time, computing
and available speech data). Our results also show,
that the reproduction of human evaluation and pos-
sibly human annotation as well are important re-
search areas. As quantitative results can only give
so much information, while human evaluation in
various domains (i.e. synthetic speech, but also
text quality in Natural Language Generation) can
provide a more detailed insight into the data.

Unfortunately, the way human evaluation is cur-
rently reported, the reproduction of human evalua-
tion has not been successful.

With respect to the whole pipeline, of a technical
reproduction based on which a human evaluation
can take place, it is important to make sure, that
research artifacts are stored properly, documented
thoroughly and potential pitfalls (i.e. dying links)
are noted.

Our results indicate that more research is neces-
sary into the issue of human evaluation. Related to
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this, it would be interesting to study human annota-
tion tasks, which are related to human evaluation
and are the basis of a wide range of models built in
the context of NLP.
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Abstract

This paper describes the reproduction of a hu-
man evaluation in Language-Agnostic Meta-
Learning for Low-Resource Text-to-Speech
with Articulatory Features reported in Lux and
Vu (2022). It is a contribution to the ReproNLP
2023 Shared Task on Reproducibility of Evalu-
ations in NLP. The original evaluation assessed
the naturalness of audio generated by different
Text-to-Speech (TTS) systems for German, and
our goal was to repeat the experiment with a
different set of evaluators.

We reproduced the evaluation based on data and
instructions provided by the original authors,
with some uncertainty concerning the randomi-
sation of question order. Evaluators were re-
cruited via email to relevant mailing lists and
we received 157 responses over the course of
three weeks. Our initial results show low repro-
ducibility, but when we assume that the systems
of the original and repeat evaluation experiment
have been transposed, the reproducibility as-
sessment improves markedly. We do not know
if and at what point such a transposition hap-
pened; however, an initial analysis of our audio
and video files provides some evidence that the
system assignment in our repeat experiment is
correct.

1 Introduction

The work reported in this paper has been carried
out as part of a multi-lab, multi-test study in the
context of the ReproHum project (Belz et al., 2023)
and the ReproNLP shared task. The goal of the
project is to assess the reproducibility of human
evaluations in Natural Language Processing and
to find out which factors contribute to making hu-
man evaluations more or less reproducible. Our
contribution attempts to reproduce an evaluation
in a paper from Track C of ReproNLP 2023, Lux
and Vu (2022), which presents a language-agnostic
low-resource approach for Text-to-Speech (TTS).

The human evaluation is carried out on German au-
dios generated with four different Text-to-Speech
systems.

We first (Section 2) describe the approaches of
the original experiment and our reproduction in
detail.

In Section 3, we present the answer distribution
of our results (Section 3.1) and the reproduction tar-
gets (Section 3.2). In Section 3.3 we then compare
the results of both studies in terms of the scores ob-
tained by each model and report the coefficients of
variation (CV*), which quantify the variability of
original-reproduced measurement pairs. We also re-
port Pearson’s correlation coefficients between the
original and the reproduction system measurement
sets. These results show very low reproducibility
(large CV* and low Pearson correlations) and we
notice a strong cross-similarity between the system
results, meaning that the original results for one
system are very similar to repeat results for the
other, and vice versa. Therefore, in Section 3.4 we
also re-evaluate the results with an assumed sys-
tem transposition and find improved reproducibility
(lower CV* and very high Pearson correlations).

In the light of these results, after ruling out some
error sources (Section 4), we compare the Mel-
Frequency Cepstral Coefficients (MFCC) of the
audio and video files used in the repeat evaluation
(Section 4.1). The results indicate that the system
assignments in our repeat experiment are likely to
be correct. In Section 5, we discuss our findings
and in Section 6 we briefly compare our results
with those of another reproduction submitted to
ReproNLP 2023.

All our resources are publicly available.1

1https://github.com/manhue/
repronlp2023_lux_and_vu
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2 Evaluation Experiments

In this section we first (Section 2.1) describe the
original experiment and then (Section 2.2) our re-
production.

2.1 Original Evaluation
This section describes the original evaluation ex-
periment as reported in Lux and Vu (2022), Section
4.2.2. The authors shared the details of their evalua-
tion protocol with the ReproHum team in personal
communication with the authors and the resources
were subsequently provided to us.

Systems The original human evaluation was a
preference study of four Text-to-Speech systems
for German. The systems are based on two differ-
ent models, FastSpeech 2 (Ren et al., 2021) and
Tacotron 2 (Shen et al., 2018). For each model,
there are two flavours: the baseline system (trained
on 29 hours of German) and the proposed low-
resource system (trained in a multilingual low-
resource regime with 30 minutes of data for each
of 8 languages,2 then fine-tuned on 30 minutes of
German). This results in a total of four different sys-
tems: FastSpeech-Baseline, FastSpeech-Proposed,
Tacotron-Baseline and Tacotron-Proposed.

Data and Task The evaluation was done via a
comparative evaluation of generated audio. There
were six text prompts, which were chosen to be
phonetically balanced. Each of these six prompts
was synthesised using each of the four systems. In
each judgement, evaluators were presented with
two synthesised audio files, one from the baseline
and one from the low-resource flavour of the same
model. They then had to choose one of the follow-
ing three responses:

• Audio 1 is significantly better than Audio 2

• Audio 2 is significantly better than Audio 1

• Audio 1 and Audio 2 are about equally good

Evaluators were not informed of the number or
type of systems that were used to generate the au-
dios but were simply asked to make a preference
judgement as outlined above for each audio pair.
As far as we can tell from the provided materials,
”naturalness” was not mentioned to evaluators as
an explicit criterion.

2English, Greek, Spanish, Finnish, Russian, Hungarian,
Dutch and French

Survey Form The authors of the original paper
conducted the evaluation using a Google Form sur-
vey3. Since Google Forms do not have any func-
tionality to embed audio directly, they converted
the audio files to videos with a black image as vi-
sual. They then uploaded these videos to YouTube
and embedded them in the Google Form.

Not Reproducible: Randomised Question Or-
der The original authors reported that they had
randomised the order of the questions in the Google
Form. When working on the repeat evaluation ex-
periment, the authors of the current work and the
ReproHum project team were not able to repro-
duce this functionality: there was no option to ran-
domise the order of Google Form questions which
preserved the video-response pairs. A randomisa-
tion option was available in the current version of
Google Forms but its functionality proved unsuit-
able for the proposed setting since it jumbled all
elements of the questionnaire, breaking the link
between videos and questions. It remains unclear
whether this feature has changed since the origi-
nal authors did their evaluation or whether they in
fact proceeded differently from what they reported.
In Section 2.2 below, we describe how this was
handled.

Evaluators The original survey was sent via
email to students in speech-related courses at the
original authors’ university. 34 evaluators who self-
identified as native speakers of German participated
in the evaluation, leading to a total of 408 human
judgements (6 prompts x 2 systems x 34 evaluators
= 408 judgements).

Results The authors of the original evaluation
aggregated the survey responses per system and
found the preference distributions in Table 1 (from
Figure 3 in Lux and Vu (2022)4).

Their results show a clear preference for the pro-
posed low-resource system for the Tacotron model.
For FastSpeech, the most frequently chosen option

3https://www.google.com/intl/en/forms/
about/

4The numbers in Figure 3 of (Lux and Vu, 2022) do not
agree completely with the text. In Section 4.2.2, the authors
write ”In 56% of the cases, the [Tacotron] model fine-tuned
on 30 minutes of data was perceived to be as good or better
than the model trained on 29 hours.” During correspondence
with the ReproHum project team, they said that this number
should in fact be 69% (=52% + 37%) as in the figure.
Also note that the caption of Figure 3 in (Lux and Vu, 2022)
mentions 102 judgements per system, but this number should
be 204.
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Label %
Fastspeech-baseline 31%
Fastspeech-proposed 25%
Fastspeech-equal 43%
Tacotron-baseline 11%
Tacotron-proposed 52%
Tacotron-equal 37%

Table 1: Percentages of answers reported in the original
study, from Figure 3 of (Lux and Vu, 2022). The number
in each row indicates the proportion of responses for
a specific option; for example, Tacotron-baseline was
preferred over Tacotron-proposed in 11% of the cases
and Tacotron-proposed over Tacotron-baseline in 52%.

was that both audios are equal, and the baseline
was preferred more frequently than the proposed
low-resource system.

2.2 Repeat Evaluation
For the repeat evaluation, the authors of the original
paper provided us with the following:

• The introductory text, instructions, and set of
answer options for the survey.

• The 24 audios that were presented to evalua-
tors.

• An explanation of how they had created the
survey.

We added a short consent screen, which evalua-
tors saw first and had to agree to. We do not know
if the original study also had a consent screen but
we assume that it did not since this information was
not provided to us. We then used the provided in-
troductory text and instructions5 and the provided
answer options to create the survey.6

As explained in Section 2.1, it was not possi-
ble to reproduce the randomised order of the ques-
tions that the original authors reported. To stan-
dardise the question order of the different repeat
evaluations, the ReproHum project team created
a randomly shuffled order to be used in each re-
peat experiment. They used a Python script, ran-
dom videos.py7 to shuffle the questions.

5We only removed the final sentence from the original
instructions which said that the order of answer options and
audios could vary, since this was not the case in our survey.

6A PDF version of the Google Form sur-
vey is available in the project documentation:
https://github.com/manhue/repronlp2023_
lux_and_vu/blob/main/google_form_
pdf/GoogleForm_Evaluation%20von%
20Text-zu-Sprache-Systemen%20-%20Google%
20Formulare.pdf

7https://github.com/manhue/
repronlp2023_lux_and_vu/blob/main/
random_videos.py

We applied the suggested process to create the
videos that could be embedded in the Google Form
and extended the random videos.py script to gener-
ate a unique four-character identifier for each video
in order not to reveal the system type.

We then sent the survey via email to differ-
ent mailing lists within and outside our university.
These included staff mailing lists for institutes and
communities, as well as a dedicated mailing list
of students who had consented to participate in re-
search surveys. In the email, which was written in
German, potential evaluators were told that they
needed to speak German as their native language
in order to participate.

3 Results

Below, we first (Section 3.1) present the results
obtained in our reproduction study. We then show
the reproduction targets (Section 3.2) and compare
our results to the original study, assessing their re-
producibility (Section 3.3). Since we find that the
original results for FastSpeech are very similar to
the repeat results for Tacotron and vice versa, we
add Section 3.4, where we redo the comparisons
and reproducibility assessments after transposing
the system labels of our results. Note that we can-
not be certain that such a transposition happened.

3.1 Results Obtained in the Reproduction
Study

In this section, we present the results that we ob-
tained in the repeat experiment. We show the dis-
tribution of answers and calculate the interrater
agreement. We also run a Logistic Random-Effects
Model to assess the preferences between the two
systems, FastSpeech and Tacotron. Finally, we
aggregate the preferences per evaluator per sys-
tem, creating Per-Person Preference Data (PPPD),
which allows to run a binomial test, testing against
the mean preferences obtained in the original study
- see Sections 3.3 and 3.1 for the tests and results.

Answer Distribution A total of 157 evaluators
participated in our survey over the course of three
weeks, creating 1878 individual judgements (6
prompts x 2 systems x 157 evaluators - 6 skipped
questions8 = 1878 judgements). Table 2 shows the
distribution of the obtained answers.

8Since the questions in our survey were not mandatory, it
was possible to skip.
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Label n %
Fastspeech-baseline 113 12%
Fastspeech-proposed 471 50%
Fastspeech-equal 358 38%
Fastspeech-skipped 0 -
Tacotron-baseline 274 29%
Tacotron-proposed 271 29%
Tacotron-equal 391 41 %
Tacotron-skipped 6 <1%

Table 2: Distribution of answers obtained in the repro-
duction study.

Interrater Agreement In order to assess the in-
terrater agreement, we calculate Krippendorff’s al-
pha on the evaluator judgements. We find rather
low agreement: 0.12 overall, 0.18 for the Fast-
Speech questions, and 0.055 for the Tacotron ques-
tions.

Within-Rater Variability By survey design, our
157 evaluators rated both systems several times.
The data therefore contains a between-rater vari-
ability (difference in judgements between the eval-
uators) as well as a within-rater variability (differ-
ence of an individual evaluator’s judgement of the
same system). There are several ways to address
the within-rater variability, e.g., as a random effect
in a mixed model or aggregating the data to obtain
one judgement per person and system. We describe
both below.

Logistic Random Effects Model We run a logis-
tic random effects regression model with a random
effect for person. The results show that the odds of
the proposed model being perceived as better than
the baseline is 0.385 times lower (95% confidence
interval [0.315, 0.468]) for the Tacotron answers
than the corresponding odds for the FastSpeech
answers. In percentages, this means it is 61.5%
less likely that Tacotron is perceived as better than
the baseline in comparison to the same judgement
for FastSpeech (95% CI [51.5%, 68.5%]). This
constrasts with the results of Lux and Vu (2022),
who found a much higher preference for Tacotron
as opposed to FastSpeech.

Per-Person Preference Data (PPPD) If the data
are aggregated per-label as in Table 2, we brush
over potential effects of individual annotators. We
therefore additionally create per-person preference
data (we will refer to this as PPPD in the remain-
der of this paper). For this, we aggregate the raw
counts from the survey into agreement ratios per
system and per person, i.e. we count in how many
questions about system X did person Y perceive the

proposed system as better than the baseline. The
PPPD will be used for binomial tests comparing
against the mean preferences found in the original
study in Sections 3.3 and 3.4 below.

3.2 Reproduction Targets
In line with the ReproNLP shared task guidelines,
we attempt to reproduce the following type (i) and
type (ii) results from Lux and Vu (2022).

(i) Single numeric values, i.e., the overall number
of times each label was chosen.

(ii) Sets of related numeric values, i.e. sets of
label counts per system.

Note that we cannot assess the reproducibility
of type (iii) results since we do not have these
from the original study. We reported our own
type (iii) results (Krippendorff’s alpha) above. The
sets of labels are Fastspeech-baseline, Fastspeech-
proposed and Fastspeech-equal for the FastSpeech
system and Tacotron-baseline, Tacotron-proposed
and Tacotron-equal for the Tacotron sytem.

3.3 Comparison to Original Study
Type (i) results In Table 3 we show the raw
counts9, the percentages of each answer category
and the coefficient of variation (CV*) computed
on the percentages for the original study and our
reproduction.

The CV* in each row provides a measure of the
dispersion of the original versus repeat percentages.
A lower value means that the repeat result matches
the original one more closely. The values in Table
3 show that the judgements of equality are more
easily reproducible than the preference judgements
for the baseline or proposed systems. Overall, the
CV* values are rather high, indicating that the
repeat results diverge from the original ones.

Type (ii) results In order to compare the full
sets of results of the two studies, i.e. the sets of
counts per label, we calculate Pearson’s r. The
results are shown in Table 4. The observed Pearson
correlations are very low and none of them are
significant, meaning that our repeat experiment
does not confirm the original results.

9Lux and Vu (2022) (Figure 3) provide percentages but not
raw counts per answer, so we calculated these. For FastSpeech,
the counts add up to 202 instead of the expected 204, which
could mean that two answers were skipped, or perhaps this is
due to rounding the percentages.
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(Lux and Vu, 2022) Current work CV*n % n %
Fastspeech-baseline 63 31% 113 12% 88.1
Fastspeech-proposed 51 25% 471 50% 66.5
Fastspeech-equal 88 43% 358 38% 12.3
Tacotron-baseline 22 11% 274 29% 89.7
Tacotron-proposed 106 52% 271 29% 56.6
Tacotron-equal 76 37% 391 41% 10.2

Table 3: Comparison of original and repeat evaluation. The Coefficient of Variation (CV*) is calculated on the
percentages.

Figure 1: True preference confidence intervals from a
binomial test on PPPD. The y-axis represents the per-
cent of questions in which an evaluator agreed that the
proposed system is superior to the baseline. The circles
mark the estimated mean preference values from the bi-
nomial test and the whiskers show the 95% confidence
intervals. The triangles indicate the values from the
original study.

Comparison Pearson’s r p-value
All labels 0.0019 0.997
Fastspeech -0.113 0.928
Tacotron 0.141 0.910

Table 4: Pearson’s r for label counts.

Binomial Test on PPPD We run a binomial test
on the PPPD and test against the original study’s
reported preference outcomes. For both systems,
we can reject the null hypothesis that our prefer-
ence data leads to the preference outcomes reported
in Lux and Vu (2022) (FastSpeech preferred in
25% of cases, Tacotron in 52%) with p-values
< 0.05 for both systems (FastSpeech=0.00029,
Tacotron<2.2e-16). This is visualised in Figure
1.

3.4 Comparison to Original Study -
Transposed Systems

Since the analysis in Section 3.3 show a large simi-
larity between the FastSpeech results of the origi-
nal study and our Tacotron results, and vice versa.
Therefore, in this section, we re-run the compar-
isons after transposing the labels of the two sys-
tems in our results. We do not know where the
transposition happened, so this should not be taken
as a statement regarding which system label cor-
responds to which set of results. The goal at this
point is to see how the reproducibility assessment
changes after the transposition.

Type (i) results In Table 5 we show the raw
counts, the percentages of each answer category
and the coefficient of variation computed on the
percentages when the repeat results are transposed.
We can see that the coefficients of variation are
much lower for each original-repeated value pair
than in Table 3. The Tacotron-Equal outcome is
the easiest to reproduce and FastSpeech-proposed
the most difficult.

Type (ii) results We also repeat the comparisons
of type (ii) results with transposed labels. Table 6
shows the Pearson’s r values. They show very high
correlations of at least 0.95; the correlation for the
combined set of labels (FastSpeech and Tacotron)
as well as for FastSpeech on its own are significant,
but not for Tacotron on its own. This indicates that
our results broadly reproduce those of the original
study when we transpose the system labels.

Binomial Test on PPPD We re-run the binomial
test with transposed system labels on our PPPD.
We find that also in the transposed scenario, we can
reject the null hypotheses that we reproduce the
mean preference of the original study with p-values
< 0.05 for both systems (FastSpeech=0.00057,
Tacotron=0.0002).

The identified 95% confidence intervals for the
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(Lux and Vu, 2022) Current work
transposed CV*

n % n %
Fastspeech-baseline 63 31% 274 29% 6.7
Fastspeech-proposed 51 25% 271 29% 14.8
Fastspeech-equal 88 43% 391 41% 4.8
Tacotron-baseline 22 11% 113 12% 8.7
Tacotron-proposed 106 52% 471 50% 3.9
Tacotron-equal 76 37% 358 38% 2.7

Table 5: Comparison of original and transposed repeat evaluation. The Coefficient of Variation (CV*) is calculated
on the percentages.

Comparison Pearson’s r p-value
All labels 0.991 0.00012
Fastspeech 0.999 0.0295
Tacotron 0.955 0.192

Table 6: Pearson’s r for label counts with transposition.

true preference are [31%, 46%] for FastSpeech
and [8%, 19%] for Tacotron. Note that our values
of 50% and 29% also lie outside these intervals.
All the per-label aggregated values are beyond the
upper bound of the 95% confidence intervals on the
PPPD. It thus appears that the per-label aggregation
overestimates the preferences due to some effects
of the evaluators.

Figure 2 visualises the outcomes of the binomial
tests with transposed repeat results. We can see
that the mean values from the original study now
match the distributions better, but, as discussed
above, they do not fall within the 95% confidence
intervals of the PPPD.

4 Analysing Potential Error Sources

Our analysis show a more positive reproducibility
assessment for system-transposed results. The cur-
rent section is an attempt to assess potential sources
of this supposed transposition error.

We were able to verify the following:

• The files provided to us match the correspond-
ing ones in the possession of the original au-
thors in terms of file size.

• The order of the videos in the Google Form10

corresponds to the order created by the ran-
dom videos.py script, which is stored in
video2id.csv.11

10Google Form: https://github.com/manhue/
repronlp2023_lux_and_vu/blob/main/
google_form_pdf/GoogleForm_Evaluation%
20von%20Text-zu-Sprache-Systemen%20-%
20Google%20Formulare.pdf

11https://github.com/manhue/
repronlp2023_lux_and_vu/blob/main/

Figure 2: True preference confidence intervals from a
binomial test on PPPD with transposed values from the
repeat evaluation. The y-axis represents the percent of
questions in which an evaluator agreed that the proposed
system is superior to the baseline. The circles mark the
estimated preference values from the binomial test and
the whiskers show the 95% confidence intervals. The
triangles indicate the values from the original study.
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• The same order from video2id.csv is used to
evaluate the results of the form and calculate
the scores.12

This leaves us with the following potential
sources of error:

1. The systems were transposed when creating
the videos from the audio files

(a) in the original experiment
(b) in the repeat experiment

2. The results of the original survey were trans-
posed when they were reported (due to the val-
idation of the video order with video2id.csv,
we can exclude this option for the repeat ex-
periment.)

We cannot assess potential error sources (1a) and
(2), since we do not have access to the required ma-
terials from the original study. Therefore, below we
analyse the likelihood of option (1b) by comparing
the audio files with the generated videos.

4.1 Audio Features Analysis
It is possible that systems were transposed when
we create the videos from the audio files in or-
der to embed them in the Google Form (option 1b
above). We therefore want to verify if the created
videos are similar to the audio files that they should
correspond to. For this comparison, we use the
Mel-Frequency Cepstral Coefficient (MFCC) audio
features and cross-compare the audios and videos
that correspond to each of the six text prompts.

We first generate the MFCC features of the audio
and video using the Librosa Python library.13

For each audio-video pair with the same prompt
(4x4=16 pairs per prompt) we then truncate the
longer MFCC to the length of the shorter MFCC14

and calculate the L2-norm of the difference be-
tween two MFCC-vectors as follows: distance =√∑n

1 (ai − bi)2, where a and b are the two vectors,
xi the element of vector x at index i and n is the
length of the shorter MFCC-vector.

We visualise the resulting values as heatmaps in
Figure 3: the x-axis shows the audios and the y-axis

video2id.csv
12See scripthttps://github.com/manhue/

repronlp2023_lux_and_vu/blob/main/get_
label_counts_from_raw_results.py

13https://librosa.org/doc/latest/
generated/librosa.feature.mfcc.html

14This is necessary because we do not exactly truncate the
videos to the audio length and there can be trailing silence

shows the videos that we presume to correspond to
each audio. If our audio-video assignment is cor-
rect, the diagonal should display the lowest values.
Indeed this is what we find: the diagonal is zero for
all prompts, which makes it appear unlikely that
there is a mistake in the audio-video assignment
of our repeat experiment. Unfortunately, we can-
not compare this to the audio-video assignment of
Lux and Vu (2022) since their videos are no longer
available.

5 Discussion and Conclusions

The positive aspects of this evaluation were that
the original authors were able to provide the ex-
act prompts, instructions, and questions used for
the evaluation as well as information on how they
set up the evaluation, so the setup was relatively
straightforward. However, the question randomisa-
tion in the survey form could not be reproduced.

As for reproducibility, our initial assessment
completely fails to confirm the results of the orig-
inal study (see Section 3.3). Once we assume a
transposition of systems (Section 3.4), we can paint
a more positive picture with strong positive cor-
relations and agreement. However, even in the
transposed scenario, the per-label aggregation does
not fully agree with the per-user preference data
(PPPD): in a binomial test, we reject the null hy-
pothesis that the per-label aggregated means could
be drawn from the per-user preference data dis-
tribution. It appears that, when we aggregate on
the question level, as opposed to the user level,
we smooth over some within-rater variability. The
low inter-annotator agreement (Krippendorff’s al-
pha) further underscores that there are disagree-
ments between the different evaluators. For both
these assessments, the binomial tests and the inter-
annotator agreement, we do not have any compari-
son to the original study since these data were not
reported.

Table 7 summarises the findings of our repeat ex-
periment for the originally obtained and transposed
results.

Finally, it is unclear in which study the hypothe-
sised transposition happened. We can only confirm
that for one of the systems there is a relatively clear
preference for the proposed low-resource model
(as opposed to the baseline), but we do not know
for certain whether this is FastSpeech or Tacotron.
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(a) Prompt 1 (b) Prompt 2 (c) Prompt 3

(d) Prompt 4 (e) Prompt 5 (f) Prompt 6

Figure 3: Heatmaps showing distance between audio and video files for each text prompt. Video labels are
hypothetical and correspond to the ones used in the current study.

Test Outcome Reproducibility Table/Figure Ref.
Type (i) results High CV* values Not reproduced Table 3
Type (ii) results Low Pearson correlations, not significant Not reproduced Table 4
Binomial Test Reject null hypothesis Not congruent Figure 1

(a) Findings of repeat experiment

Test Outcome Reproducibility Table/Figure Ref.
Type (i) results Lower CV* values Reproduced Table 5
Type (ii) results High Pearson correlations, some significant Reproduced Table 6
Binomial Test Reject null hypothesis Not congruent Figure 2

(b) Findings of transposed repeat experiment

Table 7: Summary of findings and reproducibility assessment.

6 Post-reporting Comparison Between
Reproductions

The ReproHum team gave us access to another
study which reproduced the same evaluation after
finalising our report. Here, we briefly comment
on their approach and findings. Mieskes and Benz
(2023) also reproduced the human evaluation from
Lux and Vu (2022). As far as we can see, there
are two differences between their reproduction and
ours: they randomised the order of answer options
for each survey (whereas we always had the same
order) and they informed participants that the study
is a reproduction (whereas we did not). They col-
lected a somewhat smaller set of responses (n=37)

and their results also show high Coefficients of
Variation. This finding provides further evidence
(in addition to our audio/video features compari-
son in Section 4.1) that the label transposition hap-
pened in the original paper, either when creating
the videos or when reporting the results (cp. Sec-
tion 4). Therefore, if one wanted to interpret the
results of the human evaluation with respect to the
two systems, one should likely use the system label
assignment from our study. The conclusion would
then be that there is a preference for the proposed
low-resource model (as opposed to the baseline)
for FastSpeech, while for Tacotron, there is no clear
preference.
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Abstract

This work presents our efforts to reproduce the
results of the human evaluation experiment pre-
sented in the paper of Vamvas and Sennrich
(2022), which evaluated an automatic system
detecting over- and undertranslations (transla-
tions containing more or less information than
the original) in machine translation (MT) out-
puts. Despite the high quality of the docu-
mentation and code provided by the authors,
we discuss some problems we found in repro-
ducing the exact experimental setup and offer
recommendations for improving reproducibil-
ity. Our replicated results generally confirm
the conclusions of the original study, but in
some cases statistically significant differences
were observed, suggesting a high variability of
human annotation.

1 Introduction

Reproducibility of experimental results is a funda-
mental principle of scientific research that ensures
the validity, credibility, and reliability of scientific
findings. The NLP research community is increas-
ingly interested in reproducibility, which leads to
the organization of shared tasks (Belz et al., 2021,
2022b; Branco et al., 2020), the formulation of re-
producibility guidelines (Pineau et al., 2021), and
so on. However, most previous efforts are limited
to the reproducibility of automatic measures, and
reproducibility of human evaluation has received
less attention (Belz et al., 2023). The ReproHum
project,1 which this paper is a part of, aims to im-
prove this situation.

In this paper, we describe our efforts to repro-
duce the results of the human evaluation experi-
ment conducted in (Vamvas and Sennrich, 2022) to
evaluate the performance of their over- and under-
translation detection method for machine transla-
tion (MT). More specifically, the method detects

1https://reprohum.github.io/

phrases in the source texts whose meaning is not
reflected in an MT output, or phrases in the MT
output that are not supported by the source (see
details in Sec. 2). The human annotators evaluated
the detection accuracy and provided additional rea-
sons for their evaluation by choosing from a list
(see Figure 1). The original experiment was run for
English-Chinese and English-German translation
pairs, but our reproducibility study is limited to
the English-German pair due to the availability of
skilled human annotators.

Despite the precise description of the experiment
in the original paper, we still encountered diffi-
culties in running the study (see Section 4), and
were only able to finish it successfully thanks to
the strong support of the original authors. Our re-
sults overall support the main claims of Vamvas
and Sennrich (2022)’s original paper, but we still
found some discrepancies, despite using the same
data, interface and guidelines for the annotation
(see Section 5).

Our collected annotation outputs, reproduction
code, and the filled HEDS sheet (Shimorina and
Belz, 2022) for the reproduction study are available
on Github.2

2 Original Experiment

The original paper (Vamvas and Sennrich, 2022)
proposed an automatic method for detecting cover-
age errors in the output of MT systems. Coverage
errors include undertranslations, i.e. the omission
of important source content in the MT system out-
put, and overtranslations, i.e. the addition of su-
perfluous words to the translation that may not be
supported by the source.

The method uses contrastive conditioning (Vam-
vas and Sennrich, 2021) and finds coverage errors

2https://github.com/oplatek/
reprohum-as-little-as-possible
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by iteratively computing the probability of the gen-
erated translation with an MT system conditioned
on an incomplete text source. If the probability of
the generated translation increases when a particu-
lar phrase is deleted from the source, the method
takes this as an indicator that the deleted phrase
is not adequately reflected in the translation and
treats it as an omission (undertranslation). Simi-
larly, by reversing the source with the target, the
method also detects overtranslations. To summa-
rize, for a given input-translation pair, the output of
the method is the type of problem detected (over-
or undertranslation) and a phrase that has been
omitted from the translation (in the case of under-
translation), or that is superfluous (in the case of
overtranslation).

The corresponding human evaluation aimed to
analyze in detail the predicted problematic text
spans and assess their correctness. Human annota-
tors were presented with a source sentence, the gen-
erated MT translation, and a highlighted passage.
The annotator’s task was to decide whether the
highlighted passage was correctly translated and
later to select additional feedback for fine-grained
analysis from a given single-choice list. If the an-
notator confirmed that the highlighted span was in-
correctly translated, they were asked to specify the
type of error (e.g., fluency error, accuracy error, ad-
dition/omission of non-trivial information, etc). On
the other hand, if the annotator considered the span
to be correctly translated, they were asked to give
a possible reason why one could think that it was
translated incorrectly (e.g., syntactic differences,
adding/removing trivial/obvious information). The
full list of possible reasons can be seen in Figure 1.

The manual evaluation was carried out by two
linguists who were provided with a two-page docu-
ment containing annotation guidelines. The guide-
lines included the task description, instructions
on using the annotation interface, and examples
of three incorrect and three correct translations.
Each annotator responded to approximately 700
randomly selected examples.

3 Differences in Our Reproduction Study

We aimed to conduct the reproduction as close as
possible to the original study. We worked on the
same set of system outputs, with the identical anno-
tation interface and instructions.3 However, there

3https://github.com/ZurichNLP/
coverage-contrastive-conditioning

were some differences with respect to annotator hir-
ing and to splitting the annotation between them.

Annotator hiring We hired two annotators who
were university students and native speakers of
German with high proficiency in English, same
as in the original study. We used contacts arranged
through ReproHum organizers at two German uni-
versities (Bielefeld and Munich), which means that
the students spoke a different variety of German
from the original study, which was conducted in
Zurich, i.e., with Swiss German speakers. In ad-
dition, one of our annotators was from a different
study field (public health) than the original study’s
annotators (NLP). The reason is that we could not
find interested NLP students at the time of hiring.
Each annotator was paid C180 for the approximate
10 hours of work. The C18 hourly wage differs
from the original study (which reports ca. $30) but
is in line with ReproHum recommendations (150%
of German minimum wage).

Data split for annotation We used the same in-
put data for the human evaluation, i.e., the same
outputs of the machine translation (MT) system,
together with error annotations. Similarly to the
original study, the sentences with annotated errors
were split randomly into two parts, for one anno-
tator each. However, the original authors prepared
for us a different random split of data since the re-
production of the study should not depend on how
the original data are split among the annotators.

4 Implementation Issues

We found two implementation problems while run-
ning the study: one with setting up the annotation
interface and the other with the script computing
final statistics.

Annotation interface The authors of the original
study used the popular open-source annotation soft-
ware Doccano (Nakayama et al., 2018), which was
customized to implement the interface required for
their human evaluation experiment. The original
open-source software has been updated over time,
making the authors’ customization incompatible
with the toolkit. Even after downgrading Doccano
to the version used by the authors, some of the de-
pendencies were found to be no longer available.
Our attempts to use newer versions of dependencies
and/or Doccano were unsuccessful.

Finally, with the permission of the ReproHum
organisers, we contacted the authors, who fortu-
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Figure 1: Screenshots of the Annotation Interface where the annotator needs to: (1) Top image; Select whether the
source sentence is well translated. (2) Bottom left image; In the case of a bad translation, indicate the type of error.
(3) Bottom right image; In the case of a correct translation, hypothesize why it was marked as an error.

nately kept the annotation interface in an easy-
to-distribute form of a Docker snapshot (Merkel,
2014). With the Docker image provided, we were
able to run the reproduction with the identical an-
notation interface.

Statistics computation To compute the neces-
sary annotation statistics, we used the evaluation
script provided by Vamvas and Sennrich (2022).
During our data analysis, we noticed that the script
did not correctly handle examples with multiple
spans annotated within the same sentence. For
such examples, the last annotation analysed by the
script would override the previous ones, resulting
in some annotations being unintentionally removed.
We fixed this bug and ran the analysis with the origi-
nal and corrected script on the annotation data from
both the original and repeated study (see Table 1).

5 Results

A side-by-side presentation of all the results can be
found in Table 1. We report results calculated using
both the original script (Original, Reproduced) and
the corrected script detailed in Section 4 (Origi-
nal v2, Reproduced v2). The use of the corrected
script increased the number of examples by 54 for
the original results and by 56 for the reproduced
results, which represents less than 4% of the total

data size. In order to maintain a better reference to
the results reported in the original paper, and since
the difference is not large, the following discussion
will analyse the results computed with the original
script.

In both experiments, each annotator provided
feedback on approximately 700 examples, which
were similarly divided into examples of over- and
under-translation. The inter-annotator agreement,
measured with Cohen’s κ, was higher in our repro-
duction for the simple evaluation of the correctness
of highlighted spans, but the results were within the
constructed 95% confidence interval for the orig-
inal value. According to McHugh (2012), these
κ values should be interpreted as weak/moderate
agreement. On the other hand, the inter-annotator
agreement for fine-grained responses was statis-
tically significantly lower in our repeated study,
but again, both values from the original and the
repeated study should be interpreted as “minimal
agreement” (McHugh, 2012).

In the original paper, the results of the experi-
ments are reported in terms of word-level preci-
sion of the highlighted spans. The comparison of
the original precision values with those obtained
in our reproduction can be observed in Table 2.
In addition, for each original value, we computed
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Orig Repro Orig v2 Repro v2
Basic statistics

Annotator 1 no. of overtranslation examples 372 372 390 389
Annotator 1 no. of undertranslation examples 344 348 354 361
Annotator 1 total no. of examples 716 720 744 750

Annotator 2 no. of overtranslation examples 348 352 362 366
Annotator 2 no. of undertranslation examples 351 350 363 362
Annotator 2 total no. of examples 699 702 725 728

Inter-annotator agreement

Number of overlapping samples 466 471 474 479
Cohen’s κ for trans. correctness eval. 0.5343 0.6044 0.5593 0.6313
Cohen’s κ for fine-grained answers 0.3186 0.2420 0.3328 0.2536

Precision of spans indicated by the method as incorrect

Incorrectly translated spans detected as overtanslations 49 45 54 48
Correctly translated spans detected as overtanslations 611 619 638 647
Incorrectly translated spans detected as undertranslations 240 135 250 143
Correctly translated spans detected as undertranslations 369 476 379 491

Fine-grained analysis for overtranslations

True overtranslations - addition of trivial or inferable information 10 2 10 2
True overtranslations - addition of unsupported information 5 11 5 12
True errors - accuracy errors 28 24 32 24
True errors - fluency errors 6 8 7 10

False errors - addition of redundant but fluent info. 113 120 117 124
False errors - addition of supported information 19 30 20 30
False errors - a syntactic difference 428 254 449 263
False errors - unknown reason 51 215 52 230

Fine-grained analysis for undertranslations

True undertranslations - lack of important information 114 80 120 86
True undertranslations - lack of redundant information 107 7 110 7
True errors - accuracy errors 16 35 17 37
True errors - fluency errors 3 13 3 13

False errors - fluency errors in the source 72 107 72 110
False errors - addition of redundant but fluent info. 25 103 25 104
False errors - a syntactic difference 249 174 257 178
False errors - unknown reason 23 92 25 99

Table 1: The summary of the raw results obtained in the original and reproduced study. The columns with “v2” suffix
are computed with the fixed evaluation script (see Sec. 4). Note that annotators for Original and Reproduced studies
differ: Annotator 1 is a different different person for the Original( v2) and Reproduced( v2) studies. Similarly for
Annotator 2.

Original 95% CI Reproduction CV*

Target Addition errors 2.3 (1.38; 3.71) 1.95 16.42
Any errors 7.4 (5.66; 9.68) 6.77 8.86

Source Omission errors 36.3 (32.57; 40.18) * 14.23 19.56
Any errors 39.4 (35.61; 43.34) * 22.09 15.34

Table 2: Word-level precision (%) of the spans that were highlighted by the method (Vamvas and Sennrich, 2022,
Table 2) in the original study and in our reproduction, together with 95% confidence intervals constructed for the
original values (95% CI) and the small-sample coefficient of variation (CV*). Reproduced results that do not fall
within the CI are marked with an asterisk.
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χ2 p-value V

Overtrans. good trans. 355.77 <0.0001 0.50
bad trans. * 201.88 <0.0001 0.71

Undertrans. good trans. 596.99 <0.0001 0.57
bad trans. * 15.8 0.0016 0.34

Table 3: The results of goodness-of-fit (GOF) tests of
human answers in fine-grained analysis (types of error)
in the original and our reproduced study. The effect size
is measured with Cramér’s V for GOF. For cases marked
with an asterisk, the conditions to use χ2 approximation
were not met, thus the test statistics were estimated with
Monte Carlo simulation (10k samples).

a 95% confidence interval using Wilson’s score
method (Wilson, 1927). The precision values ob-
tained in our reproduction are generally lower than
those reported in the original study. However,
the differences in precision for the overtranslation
spans are still within the confidence intervals. In
contrast, the differences for under-translation are
substantial, as the reproduced precision values are
about 44-46% lower. This difference is also statis-
tically significant at the significance level α = 5%.

To compare the results of the fine-grained analy-
sis, we performed χ2 goodness-of-fit tests between
the answers provided by the original annotators
and those provided by us, as well as calculating
Cramér’s V for goodness-of-fit. The results are
presented in Table 3. We were able to reject the
null hypothesis that the reproduced fine-grained
responses follow the distribution of the original
responses with low p-values for all four sets of re-
sults. All obtained values of Cramér’s V exceed
the 0.29 threshold suggested by Cohen (1988) as an
indicator of a large discrepancy between the data
distributions.

The differences are visible even to the naked eye,
as our annotators selected unknown reasons for
highlighting a correctly translated text span about
four times more often than in the original study.

In the case of undertranslations, the annotators
in the original study chose much more often that
the translation is incorrect, but the missing informa-
tion can be inferred or is trivial (107 vs. 7 counts).
On the other hand, our annotators were much more
likely to consider that the translation was correct
but could be considered inaccurate because some
trivial or easily inferable information was missing
(25 vs. 103 counts). Our annotators also found
more spans highlighted as under-translations as
reasons for accuracy or fluency errors in the trans-

lation. These larger differences for examples of
undertranslation may also indicate that this vari-
ant of the evaluation task is more difficult. Note
that the annotators have a highlighted text span in
the source text, but still have to answer questions
about the final translation without any word/phrase
alignment information.

6 Quantifying Reproducibility

Following the guidelines of the ReproHum shared
task (Belz et al., 2023, Sect. A5), we identify re-
production targets in the following categories:

• Type I – numerical scores:

– the precision of text spans labeled as
over-/undertranslations to truly contain
over-/undertranslation errors

– the precision of text spans labeled as
over-/undertranslations to contain some
translation errors

• Type II – sets of numerical values:

– the set of precision results for examples
marked as overtranslations

– the set of precision results for examples
marked as undertranslations

• Type III – categorical labels attached to text
spans:

– Sets of spans annotated with the cor-
rect/incorrect translation label, sepa-
rately for over- and under-translations.

– Sets of fine-grained reasons given by
annotators for marking a span as in-
correct, separately for over- and under-
translations and for correctly/incorrectly
detected spans.

Type I For the numerical results, we followed
the quantified reproducibility assessment by Belz
et al. (2022a), which involves calculating the small
sample coefficient of variation (CV*) as a measure
of the degree of reproducibility. The results are
given in the last column of Table 2. Three out of
four CV* values are in the 15-20 range. Only for
the precision of detecting a translation error in the
text span marked as overtanslation, the CV* value
is significantly lower (8.86).
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α %Ident.

Overtranslation 0.6976 0.9558
Undertranslation 0.3762 0.7266

Joint 0.5109 0.8475

Table 4: Krippendorff’s alpha coefficient (α) for assess-
ment of bad/good translation using combined annota-
tions for both original and replication studies. %Ident.
is the percentage of identical answers between the origi-
nal and replicated annotation. (The annotations of both
annotators were combined into one list. For examples
where both annotators provided an answer, half of the
answers were taken from each annotator.)

α %Ident.

Overtranslation
Good translation 0.2238 0.5059
Bad translation 0.1982 0.4687
Joint 0.2607 0.5033

Undertranslation
Good translation 0.1427 0.3365
Bad translation 0.1994 0.4468
Joint 0.2084 0.3621

Joint 0.2664 0.4366

Table 5: Krippendorff’s alpha coefficient (α) for fine-
grained analysis using the combined annotations (see
comment in Table 4). %Ident. is the percentage of iden-
tical answers between the original and replicated anno-
tation.

Type II results are usually evaluated with Pear-
son’s correlation (Huidrom et al., 2022), but there
is little point in calculating it here. It is equal to
1 for both over- and under-translations, while the
standard statistical test for correlation fails to reject
the null hypothesis that the true correlation is 0.

Type III Finally, the reproducibility of categori-
cal labels was assessed with Krippendorff’s alpha.
Since the aim of this analysis is not to measure the
agreement between all four annotators (2 from the
original study and 2 from the replication) but rather
to measure the reproducibility, for the purpose of
computing Krippendorff’s alpha the annotations ob-
tained from each pair of annotators were combined
into one set. For the overlapping examples i.e. ex-
amples annotated by both annotators, the response
of a randomly chosen annotator was retained.

The values of Krippendorff’s alpha together with
the percentage of identical evaluations in both the
original and reproduced study for coarse-grained
annotations (i.e. correct/incorrect translation label)
are given in Tab. 4. The value for overtranslation is
significantly higher than for undertranslations and
is above the 2/3 threshold suggested by Krippen-

dorff (2004) as the lowest limit to consider a good
agreement between the raters. The high agreement
between the original annotation and the reproduced
one can also be observed in terms of the proportion
of identical answers – almost 85% for the whole
dataset.

Similar results for fine-grained annotations are
provided in Tab. 5. All reported values of Krippen-
dorff’s alpha are relatively low, and the proportion
of examples that are evaluated identically in both
studies is below 51%. However, the ratio for over-
translation spans marked as correct translations is
significantly higher than the same ratio for under-
translations (roughly 16 percentage points).

7 Findings

Based on the manual evaluation, the authors of the
original paper present several findings/conclusions:

• Precision is higher for undertranslations, but
still low for overtranslations

• Many of the highlighted spans are translation
errors, but not over/undertranslations

• Fine-grained analysis suggests that syntactic
differences contribute to the false positives for
overtranslations.

All of the above findings roughly correspond
to the results of our reproduced experiment. The
precision for undertranslations is also higher than
for overtranslations, but the difference between the
two was considerably smaller in our experiment.
For example, the difference in precision for true
coverage errors is 34.0 percentage points in the
original study but only 12.3 in ours. Similarly,
our fine-grained analysis confirms that syntactic
differences contribute to false positives, but they
are reported about 40% less frequently than in the
original study. However, as mentioned above, this
is partly due to the fact that our annotators were
much more likely to select the “unknown reason”
response.

8 Conclusion

We carefully repeated a human evaluation study
of paper (Vamvas and Sennrich, 2022). Despite
the high-quality documentation and well-organized
code provided by the authors, we encountered sev-
eral problems that were difficult to overcome. In
particular, we would not have been able to run the
annotation interface and repeat the study without
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the authors’ help. We also noticed a minor error in
their evaluation script and suggested a modification.
The reproduction process made us realise that it is
almost impossible to publish a fully reproducible
paper without actually trying to reproduce it end-
to-end. We also advocate distributing annotation
interfaces in the form of a Docker image containing
all the dependencies.

Our overall results agree with the high-level con-
clusions made in the original paper. The reproduc-
tion of results of the coarse-grained analysis was
successful for overtranslations, but the results for
undertranslations were significantly lower than the
reported in the original study. The results of the
fine-grained analysis were even more difficult to
reproduce – we observed significant differences
in all analyzed groups of answers. This may sug-
gest that when designing experiments with human
judgments, setups with a very limited number of
possible answers (especially binary questions) are
easier to replicate and should be prioritized over
more complex setups whenever possible.
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Abstract

This report describes a reproduction of a hu-
man evaluation study evaluating automatically
detected over- and undertranslations obtained
using neural machine translation approaches.
While the scope of the original study is much
broader, a human evaluation is included as part
of its system evaluation. We attempt an exact
reproduction of this human evaluation, pertain-
ing to translations on the the English-German
language pair. While encountering minor lo-
gistical challenges, with all the source material
being publicly available and some additional in-
structions provided by the original authors, we
were able to reproduce the original experiment
with only minor differences in the results.

1 Introduction

This report presents a reproduction of a human eval-
uation originally conducted and presented in the
paper As Little as Possible, as Much as Necessary:
Detecting Over- and Undertranslations with Con-
trastive Conditioning (Vamvas and Sennrich, 2022).
The paper proposes an approach for detecting over-
and under-translations using contrastive condition-
ing (Vamvas and Sennrich, 2021), a method that
relies on hypothetical reasoning over the likelihood
of partial sequences and thus has the advantage of
not requiring access to the original translation sys-
tem or to a quality estimation model. The authors
evaluate their system based on real machine trans-
lations and show that the approach outperforms a
supervised baseline in the detection of omissions.

While the scope of their original study is much
broader, a human evaluation is included as part of
the system evaluation and is described in Section
5.2 of their paper. In this evaluation step, the origi-
nal authors employ expert annotators to determine
whether the spans of text that their system predicts
as mistranslated are indeed under- or overtrans-
lations, and do this on the English-German and

English-Chinese language pairs. In our reproduc-
tion study, we attempt to reproduce the evaluations
of the English-German data, by employing expert
annotators to evaluate the same data samples.

This reproduction study was conducted as part
of the ReproHum project1 (Belz et al., 2023), the
aim of which is to build on existing work on record-
ing properties of human evaluations datasheet-style
(Shimorina and Belz, 2022), and assessing how
close results from a reproduction study are to the
original study (Belz et al., 2022), to systematically
investigate what factors make human evaluations
more—or less— reproducible. Our choice to repro-
duce this particular paper is motivated by our previ-
ous experience in related fields: both authors have
previously worked in the space of machine trans-
lation (Popovic et al., 2023; Moslem et al., 2023;
Klubička et al., 2022; Bago et al., 2022; Moslem
et al., 2022; Toral et al., 2017; Popović et al., 2016;
Salton et al., 2014a), have a track record of inter-
est in human evaluation (Klubička et al., 2018b,a;
Klubička et al., 2017; Salton et al., 2014b) and re-
producibility (Klubička and Fernández, 2018), and
are thus well-positioned to conduct this reproduc-
tion experiment.

2 Original Study Design

For the English-German language pair, the original
study employed two linguistic experts as evalu-
ators. As their annotation interface, the authors
opted for Doccano2 (Nakayama et al., 2018), an
open-source text annotation tool which provides
annotation features for text classification, sequence
labeling, and sequence to sequence tasks. Each
expert evaluator was shown 80+720 (dev+test set)
randomly sampled positive predictions across both
types of coverage errors. Evaluators were shown

1https://reprohum.github.io
2https://github.com/doccano/doccano

153

https://doi.org/10.26615/978-954-452-088-5_014


the source sequence, the machine translation, and
the predicted error span. They were asked whether
the highlighted span was indeed translated badly,
and were asked to perform a fine-grained analysis
based on a list of predefined answer options (see
Appendix A). A subset of the samples (100 sen-
tences) was annotated by both raters in order to
calculate inter-annotator agreement.

The authors made all predictions, annotations
and notebooks used for calculating the precision
values available in the GitHub repository3.

3 Reproduction Study Details

We used the exact same dataset as provided by
(Vamvas and Sennrich, 2022) and had each annota-
tor annotate the same set of instances as provided
by the original authors. Once we obtained the eval-
uations, we used the original authors’ evaluation
script, as provided on their GitHub page. It is
worth noting that during the reproduction phase,
another team reproducing the same experiment no-
ticed a possible bug in the authors’ results process-
ing script. After communication via the ReproHum
team, the issues were clarified and corrected, and
the authors uploaded a revised script to fix one of
the errors that arose. The updated script is also
included in their GitHub page and is the one we
used for result processing4.

3.1 Evaluators

Our selection criteria for evaluators required them
to be proficient in German and English, with a
background in linguistics or (machine) translation,
which are all crucial for evaluating a MT-based
task on the two languages. The evaluators were
recruited via a colleague who teaches a translation
studies course and highly recommended them as
exceptional students in the course. They are both
native German speakers who are fluent in English,
currently attending a translation studies course in
Ireland.

We sent the evaluators the annotation instruc-
tions and had an initial meeting to clear up any
questions or uncertainties. We then gave them the
smaller development sample to annotate to give

3https://github.com/ZurichNLP/
coverage-contrastive-conditioning/tree/
master/evaluation/human_evaluation

4https://github.com/ZurichNLP/
coverage-contrastive-conditioning/blob/
master/evaluation/human_evaluation/
Human%20Evaluation%20ENDE.v2.ipynb

them hands-on experience with the task and clear
up any confusion that might arise. After this step
they were given the full test set for annotation, but
were told that they can ask any practical questions
should they arise, but should not communicate with
each other or ask for opinions on how to annotate
questionable instances, but should rely on their own
judgement.

We estimated that the annotation would take
about 10 hours of work, which turned out to be
the case and was consistent with the original au-
thors’ experience. Given that participants were
paid during the original experiment, we aimed to
do the same by following the shared ReproHum
procedure for calculating fair pay. However, as the
original study was conducted in Switzerland where
a minimum wage is not defined, we opted to simply
match the rates paid to the evaluators of the original
experiment and paid our annotators the equivalent
amount in euros, at a rate of C30/hour. This also
exceeds the minimum wage in Ireland and would
be considered fair pay for an annotation task.

3.2 Differences

Regarding the choice of annotation interface, we
attempted to deploy Doccano to a virtual machine
so that the participants could access the application
over the web, just as the original authors had. How-
ever we faced a number of technical challenges in
setting this up, and after a number of attempts had
to abandon this direction. The original authors had
noted that it is not strictly necessary to use a web
application for the annotation, and give liberty to
use other methods such as a spreadsheet. Given our
difficulties with setting up Doccano, we opted for
the spreadsheet option.

Specifically, we used the Google Sheets applica-
tion and created a separate sheet that contained the
data for each annotator individually. This approach
made it straightforward to set up and more acces-
sible to the annotators, as it was a familiar inter-
face to them. The annotators were presented with
a source sentence, target sentence, the candidate
spans in the source and target sentence, and two
drop-down menus to select annotation labels, in
line with the original study’s annotation guidelines.
Additionally, we colour-coded the different error
categories to reduce the cognitive load of choose
from the many possible options. Image 1 shows
the annotation interface.

In order to transform the data into the spread-
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Figure 1: Screenshot of the annotation interface shown to the evaluators.

sheet annotation interface we had to extract it from
the .jsonl format it was provided in. Additionally,
given that the original authors’ evaluation script
relies on the .jsonl data format that is output by
Doccano, we also had to convert the annotations
from the spreadsheet format back to the required
format. It was clear this conversion would be nec-
essary once we opted for the spreadsheet-based ap-
proach, and performing the conversion was fairly
straightforward, but still made for an added pro-
cessing step which was not noted anywhere in the
reproduction guidelines.

4 Reproduction Results

For the human evaluation aspect, the original paper
reports three sets of results: (a) a table containing
word-level precision scores of the spans that were
highlighted by their automatic approach, based on
the human evaluations (Table 2 in the original pa-
per), (b) plots that display the results for the human
evaluation of predicted addition and omission er-
rors (Appendix G in the original paper) and (c)
Cohen’s Kappa scores for inter-annotator agree-
ment (mentioned in the body of Section 5.2 of the
original paper).

Above results (a) and (b) fall under Type I re-
sults as defined in the ReproHum reproduction
guidelines, given that they are numerical error
counts or precision calculations. Results (c) fall

under Type III, as they are multi-rater categorical
labels attached to text spans.

It should be noted that regarding (a), the original
paper does not seem to mention how these precision
values are calculated, nor does such a calculation
seem to be included in the authors’ annotation pro-
cessing script or reproducibility guidelines, making
these results difficult to reproduce without relying
on guesswork.

Regarding (b), while the plots presented in the
paper are indicative of general trends, precise error
counts are difficult to infer from the graphics alone.
Fortunately the authors do provide the full anno-
tated data and the exact output of the calculations
as part of the notebook on their GitHub page. The
same notebook also includes a calculation for (c),
making both (b) and (c) straightforward to repro-
duce. One could argue that the error counts and the
Cohen’s Kappa are the core reproduction values,
as they constitute the raw outputs of the human
evaluation. Tables 1 and 2 show the original values
provided by (Vamvas and Sennrich, 2022) and our
reproduced values side by side. It is worth noting
that the original values were not provided in the
paper itself, but rather in supplementary material,
specifically the notebook on the original author’s
GitHub page (which is still publicly accessible, but
requires some digging to acquire the data).
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Type Label 1 Original Reproduced
OT bad translation 54 67
OT good translation 644 640
UT bad translation 251 228
UT good translation 382 418
Type Label 2 Original Reproduced
OT bad+OT-supported-info 10 1
OT bad+OT-unsupported-info 5 11
OT bad+UT-important-info 0 19
OT bad+UT-redundant-info 0 2
OT bad+other-accuracy 32 28
OT bad+other-fluency 7 3
OT good+OT-fluency 117 77
OT good+OT-supported-info 20 13
OT good+UT-fluency 0 11
OT good+UT-redundant-info 0 5
OT good+syntactic-diff 455 443
OT good+unclear 52 85
UT bad+OT-supported-info 0 0
UT bad+OT-unsupported-info 0 2
UT bad+UT-important-info 120 109
UT bad+UT-redundant-info 111 45
UT bad+other-accuracy 17 61
UT bad+other-fluency 3 11
UT good+OT-fluency 0 4
UT good+OT-supported-info 0 0
UT good+UT-fluency 72 101
UT good+UT-redundant-info 25 55
UT good+syntactic-diff 260 198
UT good+unclear 25 56

Table 1: Error annotation counts broken down by error
type, comparing originally reported values (after the
minor bug fix) and our own reproduced values.

Labels Oκ Rκ
Question 1 0.56 0.58
Question 1+2 0.33 0.46

Table 2: Cohen’s Kappa values for inter-annotator agree-
ment, comparing (O) originally reported values (after
the minor bug fix) and (R) our own reproduced values.

4.1 Findings Comparison

The original results presented in the paper by (Vam-
vas and Sennrich, 2022) find that (a) fine-grained
answers allow to quantify the word-level precision
of the spans highlighted by their approach, both
with respect to coverage errors in particular and to
translation errors in general; (b) precision is higher
than expected when detecting omission errors in
English–German translations, but is still low for ad-
ditions; (c) the distribution of the detailed answers
suggests that syntactical differences between the
source and target language contribute to the false
positives regarding additions; (d) many of the pre-
dicted error spans are in fact translation errors, but
not coverage errors in a narrow sense–e.g. more
than 10% of the spans marked in English–German
translations were classified by their raters as a dif-
ferent type of accuracy error, such as mistransla-
tion.

Note that the authors frame their core findings as
pertaining to the precision results, which they did
not provide a way to calculate, so we are not able to
verify their claims. They also do not go into detail
discussing the distribution of human evaluations
themselves, and say little about the obtained inter-
annotator agreements. This is understandable, as
the human annotation was only a small fraction of
their work, but consequently there are few findings
for us to compare in this regard. Still, we are able to
note that based on the distribution of error types our
annotators have achieved a similar distribution of
errors on the same data, and have achieved compa-
rable agreement on Label 1 (good/bad translation),
while also having somewhat higher agreement on
Label 1+2 than in the original study.

5 Conclusion

While we were not able to reproduce the core find-
ings on model precision due to lack of information,
we did manage to achieve similar Cohen’s Kappa
scores for our annotator agreement on one question,
and a somewhat higher score on the more difficult
question. We also reproduced the distribution of
labels on Question 1 and on most categories in
Question 2.
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dre Kasen, Filip Klubička, Gauti Kristmannsson, He-
len McHugh, Roisin Moran, Orla Ni Loinsigh, Jon
Arild Olsen, Carla Parra Escartin, Akshai Ramesh,
Natalia Resende, Paraic Sheridan, and Andy Way.
2022. Sharing high-quality language resources in the
legal domain to develop neural machine translation
for under-resourced languages. Revista de Llengua i
Dret, (78):9–34.

Anya Belz, Maja Popovic, and Simon Mille. 2022.
Quantified reproducibility assessment of NLP results.
In Proceedings of the 60th Annual Meeting of the
Association for Computational Linguistics (Volume
1: Long Papers), pages 16–28, Dublin, Ireland. Asso-
ciation for Computational Linguistics.

Anya Belz, Craig Thomson, and Ehud Reiter. 2023.
Missing information, unresponsive authors, experi-
mental flaws: The impossibility of assessing the re-
producibility of previous human evaluations in NLP.
In The Fourth Workshop on Insights from Negative
Results in NLP, pages 1–10, Dubrovnik, Croatia. As-
sociation for Computational Linguistics.
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 Annotation Guidelines 
 Thank you for taking part in this annotation project – we appreciate it! In case of 
 questions, feel free to reach out to Jannis Vamvas (  vamvas@cl.uzh.ch  ) at any time. 

 Task Description 
 You will be shown a series of source sentences and translations. One or several spans in 
 the text are highlighted and it is claimed that the spans are translated badly. You are 
 asked to determine whether the claim is true. 

 The highlighted spans can be either in the source sequence or in the translation. If a 
 span is in the source sentence, check whether is has been correctly translated. If a span 
 is in the translation, check whether it correctly conveys the source. 
 Sometimes, multiple spans are highlighted. In that case, focus your answer on the span 
 that is most problematic for the translation. 

 In a second step, you are asked to select an explanation. On the one hand, if you agree 
 that the highlighted span is translated badly, please explain your reasoning by selecting 
 your explanation. On the other hand, if you disagree and think that the span is 
 well-translated, please select an explanation why the span might have been marked as 
 badly translated in the first place. 
 Should multiple explanations be equally plausible, select the first plausible explanation 
 from the top. 

 Annotation Interface 
 Please sign in and click on the annotation project named after you, e.g. “Jannis' 
 Annotations”. 
 Click on the “Start Annotation” button. 
 You can use the arrow keys to move between samples, or the pagination on the upper 
 right. 
 A sample is fully annotated if two labels have been selected. The first label is the general 
 assessment (agree/disagree) and the second label is the explanation. 
 Your annotations are saved automatically. 
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 Examples (English–German) 

 Examples for bad translations 

 The span contains information that is missing in the translation. 
 The government,  reeling from low oil prices  , says  it hopes tourism will contribute up to 
 10 percent of the gross domestic product. 
 Die Regierung hofft, dass der Tourismus bis zu 10 Prozent des Bruttoinlandsprodukts 
 ausmachen wird. 

 Other: The span is badly translated because of an accuracy error. 
 after millions of people joined a protest in the run-up to a U.N. climate summit. 
 … nachdem sich im Vorfeld eines Klimagipfels  in den  Vereinigten Staaten  Millionen 
 Menschen einem Protest angeschlossen hatten. 

 Other: The span is badly translated because of a fluency error. 
 after millions of people joined a protest in the run-up to a U.N. climate summit. 
 … nachdem sich im Vorfeld eines  Vereinte Nationen  Klimagipfels Millionen Menschen 
 einem Protest angeschlossen hatten. 

 Examples for good translations 

 The span contains information that is missing in the translation but that can be 
 inferred or is trivial. 
 … to ensure the country has an adequate supply of medical  drugs. 
 … um sicherzustellen, dass das Land über eine ausreichende Versorgung mit 
 Medikamenten verfügt. 

 The words in the span are redundant but fluent. 
 The way it was done … 
 Die  Art und Weise  , wie es gemacht wurde, ... 

 The translation is syntactically different from the source. 
 During a conversation with the  female  tech founders  … 
 Während eines Gesprächs mit den Tech-Gründerinnen ... 
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Label explanations 

bad-translation  
- The span is badly translated.  

good-translation 
- The span is well translated.  

OT-unsupported-information 
- OverTranslation: The span adds unsupported information.  
- applies only to bad translations 

OT-supported-information  
- OverTranslation: The span adds information that is supported by the context or trivial.  
- applies to band and good translations 

OT-fluency 
- OverTranslation: The words in the span are redundant but fluent.  
- applies only to good translations 

- UT-important-information  
- UnderTranslation: The span contains information that is missing in the translation. 
- applies only to bad translations 

UT-redundant-information  
- UnderTranslation: The span contains information that is missing in the translation but that can 
be inferred or is trivial.  
- applies to good and bad translations 

UT-fluency 
- UnderTranslation: The words in the span do not need to be translated.  
- applies only to good translations 

other-error-accuracy  
- Other: The span is badly translated because of an accuracy error. 
- this can be used both when the text is Over- and Under-Translated 

other-error-fluency 
- Other: The span is badly translated because of a fluency error.  
- this can be used both when the text is Over- and Under-Translated 

syntactic-difference  
- The translation is syntactically different from the source.  
- applies only to good translations, can use when the text is both Over- and Under Translated  
 
source-error  
- The translation fixes an error in the source.  
- applies only to good translations, can use when the text is both Over- and Under Translated 
 
unclear  
- I don’t know. 
- applies only to good translations, can use when the text is both Over- and Under Translated 
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HEDS Form
Download
to file

download
json

Press the

button to

download

your current

form in JSON

format.

Upload
from file

no file selectedChoose File

upload
json

Press the

button to

upload a

JSON file.

Warning: This

will clear

your current

form

completely

then upload

the contents

from the file.

Count of
errors

Instructions
This is the Human Evaluation Datasheet (HEDS) form. Within each section there
are questions about the human evaluation experiment for which details are being
recorded. There can be multiple subsections within each section and each can be
expanded or collapsed.

This form is not submitted to any server when it is completed, instead please use
the "download json" button in the "Download to file" section. This will download
a file (in .json format) that contains the current values from each form field. You
can also upload a json file (see the "Upload from file" section" on the left of the
screen). Warning: This will delete your current form content, then populate the
blank form with content from the file. It is advisable to download files as a
backup when you are compelting the form. The form saves the field values in
local storage of your browser, it will be deleted if you clear the local storage, or if
you are in a private/incognito window and then close it.

The form will not prevent you from downloading your save file, even when there
are error or warning messages. Yellow warning messages indicate fields that have
not been completed. If a field is not relevant for your experiment, enter N/A, and
ideally also explain why. Red messages are errors, for example if the form expects
an integer and you have entered something else, a red message will be shown.
These will still not prevent you from saving the form.

You can generate a list of all current errors/warnings, along with their section
numbers, in the "all form errors" tab at the bottom of the form. A count of errors
will also be refreshed every 60 seconds on the panel on the left side of the screen.

Section 4 should be completed for each criterion that is evaluated in the
experiment. Instructions on how to do this are shown when at the start of the
section.

Credits

Instructions
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Updates every

60 seconds.

Questions 2.1–2.5 relating to evaluated system, and 4.3.1–4.3.8 relating to
response elicitation, are based on Howcroft et al. (2020), with some significant
changes. Questions 4.1.1–4.2.3 relating to quality criteria, and some of the
questions about system outputs, evaluators, and experimental design (3.1.1–3.2.3,
4.3.5, 4.3.6, 4.3.9–4.3.11) are based on Belz et al. (2020). HEDS was also
informed by van der Lee et al. (2019, 2021) and by Gehrmann et al. (2021)’s[6]
data card guide. More generally, the original inspiration for creating a ‘datasheet’
for describing human evaluation experiments of course comes from seminal
papers by Bender & Friedman (2018), Mitchell et al. (2019) and Gebru et al.
(2020). References
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Sections 1.1–1.3 record bibliographic and related information. These are
straightforward and don’t warrant much in-depth explanation.

Question 1.1.1:  Link to paper reporting the evaluation experiment. 
Enter a link to an online copy of the the main reference (e.g., a paper) for the human
evaluation experiment. If the experiment hasn’t been run yet, and the form is being
completed for the purpose of submitting it for preregistration, simply enter ‘for
preregistration’.

https://aclanthology.org/2022.acl-short.53.pdf

Question 1.1.2:  Which experiment within the paper is this form being
completed for?  
Enter details of the experiment within the paper for which this sheet is being
completed. For example, the title of the experiment and/or a section number. If there is
only one human human evaluation, still enter the same information. If this is form is
being completed for pre-registration, enter a note that differetiates this experiment
from any others that you are carrying out as part of the same overall work.

Human evaluation of precision for the English-German MT systems 
(described in section 5.2)

Section 1:  Paper and supplementary resources

Section 1.1:  Details of paper reporting the evaluation experiment

165



05/09/2023, 00:28HEDS Datacard

Page 5 of 28file:///Users/filip/Documents/projects_research/reprohum/repro_report/heds_2022_11_18/heds_2022_11_18.html

Question 1.2.1:  Link(s) to website(s) providing resources used in the
evaluation experiment.  
Enter the link(s). Such resources include system outputs, evaluation tools, etc. If there
aren’t any publicly shared resources (yet), enter ‘N/A’.

https://github.com/ZurichNLP/coverage-contrastive-
conditioning/blob/master/evaluation/human_evaluation/Human%20Eva
luation%20EN–DE.v2.ipynb

This section records the name, affiliation, and email address of person
completing this sheet, and of the contact author if different.

Question 1.3.1.1:  Name of the person completing this sheet. 
Enter the name of the person completing this sheet.

Filip Klubička

Question 1.3.1.2:  Affiliation of the person completing this sheet. 
Enter the affiliation of the person completing this sheet.

ADAPT Centre, Technological University Dublin

Question 1.3.1.3:  Email address of the person completing this sheet. 

Section 1.2:  Link to resources

Section 1.3:  Contact details

Section 1.3.1:  Details of the person completing this sheet.
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Enter the email address of the person completing this sheet.

filip.klubicka@tudublin.ie

Question 1.3.2.1:  Name of the contact author. 
Enter the name of the contact author, enter N/A if it is the same person as in
Question 1.3.1.1

N/A

Question 1.3.2.2:  Affiliation of the contact author. 
Enter the affiliation of the contact author, enter N/A if it is the same person as
in Question 1.3.1.2

N/A

Question 1.3.2.3:  Email address of the contact author. 
Enter the email address of the contact author, enter N/A if it is the same person
as in Question 1.3.1.3

N/A

Questions 2.1–2.5 record information about the system(s) (or human-authored
stand-ins) whose outputs are evaluated in the Evaluation experiment that this
sheet is being completed for. The input, output, and task questions in this section
are closely interrelated: the value for one partially determines the others,as
indicated for some combinations in Question 2.3.

Section 1.3.2:  Details of the contact author

Section 2:  System Questions
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Question 2.1:  What type of input do the evaluated system(s) take? 

This question is about the type(s) of input, where input refers to the representations and/or
data structures shared by all evaluated systems. This question is about input type, regardless
of number. E.g. if the input is a set of documents, you would still select text: document below.

Select all that apply. If none match, select ‘other’ and describe.

1. raw/structured data  
2. deep linguistic representation (DLR)  
3. shallow linguistic representation (SLR)  
4. text: subsentential unit of text  
5. text: sentence  
6. text: multiple sentences  
7. text: document  
8. text: dialogue  
9. text: other (please describe)  
10. speech  
11. visual  
12. multi-modal  
13. control feature  
14. no input (human generation)  
15. other (please describe)  

Question 2.2:  What type of output do the evaluated system(s) generate? 

This question is about the type(s) of output, where output refers to the and/or data structures
shared by all evaluated systems. This question is about output type, regardless of number. E.g.
if the output is a set of documents, you would still select text: document below. Note that the
options for outputs are the same as for inputs except that the no input (human generation)
option is replaced with human-generated ‘outputs’, and the control feature option is removed.

Select all that apply. If none match, select ‘other’ and describe.

1. raw/structured data  
2. deep linguistic representation (DLR)  
3. Shallow linguistic representation (SLR)  
4. text: subsentential unit of text  
5. text: sentence  
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6. text: multiple sentences  
7. text: document  
8. text: dialogue  
9. text: other (please describe)  
10. speech  
11. visual  
12. multi-modal  
13. human generated ‘outputs’  
14. other (please describe)  

Question 2.3:  How would you describe the task that the evaluated system(s)
perform in mapping the inputs in Q2.1 to the outputs in Q2.2? 

This question is about the task(s) performed by the system(s) being evaluated. This is
independent of the application domain (financial reporting, weather forecasting, etc.), or the
specific method (rule-based, neural, etc.) implemented in the system. We indicate mutual
constraints between inputs, outputs and task for some of the options below.

Occasionally, more than one of the options below may apply. Select all that apply. If none

match, select ‘other’ and describe.

1. content selection/determination  
2. content ordering/structuring  
3. aggregation  
4. referring expression generation  
5. lexicalisation  
6. deep generation  
7. surface realisation (SLR to text)  
8. feature-controlled text generation  
9. data-to-text generation  
10. dialogue turn generation  
11. question generation  
12. question answering  
13. paraphrasing/lossless simplification  
14. compression/lossy simplification  
15. machine translation  
16. summarisation (text-to-text)  
17. end-to-end text generation  
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18. image/video description  
19. post-editing/correction  
20. other (please describe)  

Please describe:

It's binary classification in a sense, predicting 0 or 1, mapped to 
'Undertranslation' or 'Overtranslation' labels

Please provide further details for your above selection(s)

Question 2.4:  What are the input languages that are used by the system? 

This question is about the language(s) of the inputs accepted by the system(s) being
evaluated. Select any language name(s) that apply, mapped to standardised full language
names in ISO 639-1 (2019). E.g. English, Herero, Hindi. If no language is accepted as (part
of) the input, select ‘N/A’.

Select all that apply. If any languages you are using are not covered by this list, select ‘other’

and describe.

1. Abkhazian  
2. Afar 
3. Afrikaans 
4. Akan 
5. Albanian 
6. Amharic 
7. Arabic 
8. Aragonese 
9. Armenian 
10. Assamese 
11. Avaric  
12. Avestan  
13. Aymara 
14. Azerbaijani  
15. Bambara 
16. Bashkir 
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17. Basque 
18. Belarusian 
19. Bengali  
20. Bislama  
21. Bosnian 
22. Breton 
23. Bulgarian 
24. Burmese  
25. Catalan, Valencian 
26. Chamorro 
27. Chechen 
28. Chichewa, Chewa, Nyanja 
29. Chinese 
30. Church Slavic, Old Slavonic, Church Slavonic, Old Bulgarian,
Old Church Slavonic  
31. Chuvash 
32. Cornish 
33. Corsican 
34. Cree 
35. Croatian 
36. Czech 
37. Danish 
38. Divehi, Dhivehi, Maldivian 
39. Dutch, Flemish  
40. Dzongkha 
41. English 
42. Esperanto  
43. Estonian 
44. Ewe 
45. Faroese 
46. Fijian 
47. Finnish 
48. French 
49. Western Frisian  
50. Fulah  
51. Gaelic, Scottish Gaelic 
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52. Galician 
53. Ganda 
54. Georgian 
55. German 
56. Greek, Modern (1453–) 
57. Kalaallisut, Greenlandic 
58. Guarani 
59. Gujarati 
60. Haitian, Haitian Creole 
61. Hausa 
62. Hebrew  
63. Herero 
64. Hindi 
65. Hiri Motu 
66. Hungarian 
67. Icelandic 
68. Ido  
69. Igbo 
70. Indonesian 
71. Interlingua (International Auxiliary Language Association)  
72. Interlingue, Occidental  
73. Inuktitut 
74. Inupiaq 
75. Irish 
76. Italian 
77. Japanese 
78. Javanese 
79. Kannada 
80. Kanuri 
81. Kashmiri 
82. Kazakh 
83. Central Khmer  
84. Kikuyu, Gikuyu 
85. Kinyarwanda 
86. Kirghiz, Kyrgyz 
87. Komi 
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88. Kongo 
89. Korean 
90. Kuanyama, Kwanyama 
91. Kurdish 
92. Lao 
93. Latin  
94. Latvian 
95. Limburgan, Limburger, Limburgish 
96. Lingala 
97. Lithuanian 
98. Luba-Katanga  
99. Luxembourgish, Letzeburgesch 
100. Macedonian 
101. Malagasy 
102. Malay 
103. Malayalam 
104. Maltese 
105. Manx 
106. Maori  
107. Marathi  
108. Marshallese 
109. Mongolian 
110. Nauru  
111. Navajo, Navaho 
112. North Ndebele  
113. South Ndebele  
114. Ndonga 
115. Nepali 
116. Norwegian 
117. Norwegian Bokmål 
118. Norwegian Nynorsk 
119. Sichuan Yi, Nuosu  
120. Occitan 
121. Ojibwa  
122. Oriya  
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123. Oromo 
124. Ossetian, Ossetic 
125. Pali  
126. Pashto, Pushto 
127. Persian  
128. Polish 
129. Portuguese 
130. Punjabi, Panjabi 
131. Quechua 
132. Romanian, Moldavian, Moldovan 
133. Romansh 
134. Rundi  
135. Russian 
136. Northern Sami 
137. Samoan 
138. Sango 
139. Sanskrit  
140. Sardinian 
141. Serbian 
142. Shona 
143. Sindhi 
144. Sinhala, Sinhalese 
145. Slovak 
146. Slovenian  
147. Somali 
148. Southern Sotho 
149. Spanish, Castilian 
150. Sundanese 
151. Swahili 
152. Swati  
153. Swedish 
154. Tagalog 
155. Tahitian  
156. Tajik 
157. Tamil 
158. Tatar 
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159. Telugu 
160. Thai 
161. Tibetan  
162. Tigrinya 
163. Tonga (Tonga Islands)  
164. Tsonga 
165. Tswana 
166. Turkish 
167. Turkmen 
168. Twi 
169. Uighur, Uyghur 
170. Ukrainian 
171. Urdu 
172. Uzbek 
173. Venda 
174. Vietnamese 
175. Volapük  
176. Walloon 
177. Welsh 
178. Wolof 
179. Xhosa 
180. Yiddish 
181. Yoruba 
182. Zhuang, Chuang 
183. Zulu 
184. Other (please describe)  
185. N/A (please describe)  

Question 2.5:  What are the output languages that are used by the system? 

This field question the language(s) of the outputs generated by the system(s) being evaluated.
Select any language name(s) that apply, mapped to standardised full language names in ISO
639-1 (2019). E.g. English, Herero, Hindi. If no language is generated, select ‘N/A’.

Select all that apply. If any languages you are using are not covered by this list, select ‘other’

and describe.

1. Abkhazian  
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2. Afar 
3. Afrikaans 
4. Akan 
5. Albanian 
6. Amharic 
7. Arabic 
8. Aragonese 
9. Armenian 
10. Assamese 
11. Avaric  
12. Avestan  
13. Aymara 
14. Azerbaijani  
15. Bambara 
16. Bashkir 
17. Basque 
18. Belarusian 
19. Bengali  
20. Bislama  
21. Bosnian 
22. Breton 
23. Bulgarian 
24. Burmese  
25. Catalan, Valencian 
26. Chamorro 
27. Chechen 
28. Chichewa, Chewa, Nyanja 
29. Chinese 
30. Church Slavic, Old Slavonic, Church Slavonic, Old Bulgarian,
Old Church Slavonic  
31. Chuvash 
32. Cornish 
33. Corsican 
34. Cree 
35. Croatian 
36. Czech 
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37. Danish 
38. Divehi, Dhivehi, Maldivian 
39. Dutch, Flemish  
40. Dzongkha 
41. English 
42. Esperanto  
43. Estonian 
44. Ewe 
45. Faroese 
46. Fijian 
47. Finnish 
48. French 
49. Western Frisian  
50. Fulah  
51. Gaelic, Scottish Gaelic 
52. Galician 
53. Ganda 
54. Georgian 
55. German 
56. Greek, Modern (1453–) 
57. Kalaallisut, Greenlandic 
58. Guarani 
59. Gujarati 
60. Haitian, Haitian Creole 
61. Hausa 
62. Hebrew  
63. Herero 
64. Hindi 
65. Hiri Motu 
66. Hungarian 
67. Icelandic 
68. Ido  
69. Igbo 
70. Indonesian 
71. Interlingua (International Auxiliary Language Association)  
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72. Interlingue, Occidental  
73. Inuktitut 
74. Inupiaq 
75. Irish 
76. Italian 
77. Japanese 
78. Javanese 
79. Kannada 
80. Kanuri 
81. Kashmiri 
82. Kazakh 
83. Central Khmer  
84. Kikuyu, Gikuyu 
85. Kinyarwanda 
86. Kirghiz, Kyrgyz 
87. Komi 
88. Kongo 
89. Korean 
90. Kuanyama, Kwanyama 
91. Kurdish 
92. Lao 
93. Latin  
94. Latvian 
95. Limburgan, Limburger, Limburgish 
96. Lingala 
97. Lithuanian 
98. Luba-Katanga  
99. Luxembourgish, Letzeburgesch 
100. Macedonian 
101. Malagasy 
102. Malay 
103. Malayalam 
104. Maltese 
105. Manx 
106. Maori  
107. Marathi  
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108. Marshallese 
109. Mongolian 
110. Nauru  
111. Navajo, Navaho 
112. North Ndebele  
113. South Ndebele  
114. Ndonga 
115. Nepali 
116. Norwegian 
117. Norwegian Bokmål 
118. Norwegian Nynorsk 
119. Sichuan Yi, Nuosu  
120. Occitan 
121. Ojibwa  
122. Oriya  
123. Oromo 
124. Ossetian, Ossetic 
125. Pali  
126. Pashto, Pushto 
127. Persian  
128. Polish 
129. Portuguese 
130. Punjabi, Panjabi 
131. Quechua 
132. Romanian, Moldavian, Moldovan 
133. Romansh 
134. Rundi  
135. Russian 
136. Northern Sami 
137. Samoan 
138. Sango 
139. Sanskrit  
140. Sardinian 
141. Serbian 
142. Shona 
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143. Sindhi 
144. Sinhala, Sinhalese 
145. Slovak 
146. Slovenian  
147. Somali 
148. Southern Sotho 
149. Spanish, Castilian 
150. Sundanese 
151. Swahili 
152. Swati  
153. Swedish 
154. Tagalog 
155. Tahitian  
156. Tajik 
157. Tamil 
158. Tatar 
159. Telugu 
160. Thai 
161. Tibetan  
162. Tigrinya 
163. Tonga (Tonga Islands)  
164. Tsonga 
165. Tswana 
166. Turkish 
167. Turkmen 
168. Twi 
169. Uighur, Uyghur 
170. Ukrainian 
171. Urdu 
172. Uzbek 
173. Venda 
174. Vietnamese 
175. Volapük  
176. Walloon 
177. Welsh 
178. Wolof 
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179. Xhosa 
180. Yiddish 
181. Yoruba 
182. Zhuang, Chuang 
183. Zulu 
184. Other (please describe)  
185. N/A (please describe)  

Questions 3.1.1–3.1.3 record information about the size of the sample of
outputs (or human-authored stand-ins) evaluated per system, how the
sample was selected, and what its statistical power is.

Question 3.1.1:  How many system outputs (or other evaluation items) are
evaluated per system in the evaluation experiment?  
Enter the number of system outputs (or other evaluation items) that are evaluated per
system by at least one evaluator in the experiment. For most experiments this should
be an integer, although if the number of outputs varies please provide further details
here.

1505

Question 3.1.2:  How are system outputs (or other evaluation items)
selected for inclusion in the evaluation experiment? 

Select one option. If none match, select ‘other’ and describe:

Section 3:  Sample of system outputs, evaluators, and experimental design

Section 3.1:  Sample of system outputs
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1. by an automatic random process  
2. by an automatic random process but using stratified sampling
over given properties  
3. by manual, arbitrary selection  
4. by manual selection aimed at achieving balance or variety
relative to given properties  
5. other (please describe)  

Questions 3.2.1–3.2.5 record information about the evaluators participating
in the experiment.

Question 3.2.1:  How many evaluators are there in this experiment? 
Enter the total number of evaluators participating in the experiment, as an integer.

2

Question 3.2.3:  How are evaluators recruited? 
Please explain how your evaluators are recruited. Do you send emails to a given list?
Do you post invitations on social media? Posters on university walls? Were there any
gatekeepers involved? What are the exclusion/inclusion criteria?

The evaluators came highly recommended by a colleague who teaches 
the translation studies course.

Section 3.1.3:  Statistical power of the sample size.

Section 3.2:  Evaluators

Section 3.2.2:  Evaluator Type

182



05/09/2023, 00:28HEDS Datacard

Page 22 of 28file:///Users/filip/Documents/projects_research/reprohum/repro_report/heds_2022_11_18/heds_2022_11_18.html

Question 3.2.4:  What training and/or practice are evaluators given before
starting on the evaluation itself?  
Use this space to describe any training evaluators were given as part of the experiment
to prepare them for the evaluation task, including any practice evaluations they did.
This includes any introductory explanations they’re given, e.g. on the start page of an
online evaluation tool.

Shared official annotation guidelines and had a brief virtual meeting 
with the evaluator (<1 hour) to introduce the experiment and talk 
through any questions or concerns. Had them evaluate a smaller sample 
(10%) of the data first to get a feel for the task, before sending them the 
full dataset for evaluation.

Question 3.2.5:  What other characteristics do the evaluators have?
Known either because these were qualifying criteria, or from information
gathered as part of the evaluation.

Use this space to list any characteristics not covered in previous questions that the
evaluators are known to have, either because evaluators were selected on the basis of a
characteristic, or because information about a characteristic was collected as part of
the evaluation. This might include geographic location of IP address, educational
level, or demographic information such as gender, age, etc. Where characteristics
differ among evaluators (e.g. gender, age, location etc.), also give numbers for each
subgroup.

Key characteristic was their proficiency in both German and English, 
as well as a linguistics and translation background, crucial for 
evaluating a MT-based task on the two languages.

Sections 3.3.1–3.3.8 record information about the experimental design of
the evaluation experiment.

Question 3.3.1:  Has the experimental design been preregistered? If yes, on

Section 3.3:  Experimental Design
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which registry? 

Select ‘Yes’ or ‘No’; if ‘Yes’ also give the name of the registry and a link to the
registration page for the experiment.

1. yes 
2. no 

Question 3.3.2:  How are responses collected? 
Describe here the method used to collect responses, e.g. paper forms, Google forms,
SurveyMonkey, Mechanical Turk, CrowdFlower, audio/video recording, etc.

Google Sheets spreadsheet exported into CSV and processed.

Question 3.3.5:  How free are evaluators regarding when and how quickly
to carry out evaluations? 

Select all that apply:

1. evaluators have to complete each individual assessment within
a set time  
2. evaluators have to complete the whole evaluation in one
sitting  
3. neither of the above (please describe)  

Please describe:

Section 3.3.3:  Quality assurance

Section 3.3.3:  Form/Interface
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It was assessed that the annotation would take about 10 hours of work 
and there was a significant amount of flexibility regarding when it is 
carried out, with a tentative 4-week deadline. Both evaluators copleted 
the annotations before the deadline was passed.

Please provide further details for your above selection(s)

Question 3.3.6:  Are evaluators told they can ask questions about the
evaluation and/or provide feedback? 

Select all that apply.

1. evaluators are told they can ask any questions during/after
receiving initial training/instructions, and before the start of the
evaluation  
2. evaluators are told they can ask any questions during the
evaluation  
3. evaluators are asked for feedback and/or comments after the
evaluation, e.g. via an exit questionnaire or a comment box  
4. other (please describe)  
5. None of the above  

Question 3.3.7:  What are the experimental conditions in which evaluators
carry out the evaluations? 

Multiple-choice options (select one). If none match, select ‘other’ and describe.

1. evaluation carried out by evaluators at a place of their own
choosing, e.g. online, using a paper form, etc.  
2. evaluation carried out in a lab, and conditions are the same for
each evaluator  
3. evaluation carried out in a lab, and conditions vary for different
evaluators  
4. evaluation carried out in a real-life situation, and conditions are
the same for each evaluator  
5. evaluation carried out in a real-life situation, and conditions
vary for different evaluators  
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6. evaluation carried out outside of the lab, in a situation designed
to resemble a real-life situation, and conditions are the same for
each evaluator  
7. evaluation carried out outside of the lab, in a situation designed
to resemble a real-life situation, and conditions vary for different
evaluators  
8. other (please describe)  

Question 3.3.8:  Briefly describe the (range of different) conditions in
which evaluators carry out the evaluations.  
Use this space to describe the variations in the conditions in which evaluators carry
out the evaluation, for both situations where those variations are controlled,and
situations where they are not controlled. If the evaluation is carried out at a place of
the evaluators’ own choosing, enter ‘N/A’

On a laptop or computer, either at home or at university.

Questions in this section collect information about each quality criterion assessed
in the single human evaluation experiment that this sheet is being completed for.

Many Criteria :  Quality Criterion - Definition and Operationalisation
In this section you can create named subsections for each criterion that is being
evaluated. The form is then duplicated for each criterion. To create a criterion type
its name in the field and press the New button, it will then appear on tab that will
allow you to toggle the active criterion. To delete the current criterion press the
Delete current button.

...

Section 4:  Quality Criteria – Definition and Operationalisation
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New  Delete Current

The questions in this section relate to ethical aspects of the evaluation.
Information can be entered in the text box provided, and/or by linking to a source
where complete information can be found.

Question 5.1:  Has the evaluation experiment this sheet is being completed for, or
the larger study it is part of, been approved by a research ethics committee? If yes,
which research ethics committee?  
Typically, research organisations, universities and other higher-education institutions require
some form ethical approval before experiments involving human participants, however
innocuous, are permitted to proceed. Please provide here the name of the body that approved
the experiment, or state ‘No’ if approval has not (yet) been obtained.

Yes, it is covered under general approval of the TU Dublin research ethics 
committee.

Question 5.2:  Do any of the system outputs (or human-authored stand-ins)
evaluated, or do any of the responses collected, in the experiment contain personal
data (as defined in GDPR Art. 4, §1: https://gdpr.eu/article-4-definitions)? If yes,
describe data and state how addressed.  
State ‘No’ if no personal data as defined by GDPR was recorded or collected, otherwise
explain how conformity with GDPR requirements such as privacy and security was ensured,
e.g. by linking to the (successful) application for ethics approval from Question 5.1.

Section 5:  Ethics
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No.

Question 5.3:  Do any of the system outputs (or human-authored stand-ins)
evaluated, or do any of the responses collected, in the experiment contain special
category information (as defined in GDPR Art. 9, §1: https://gdpr.eu/article-9-
processing-special-categories-of-personal-data-prohibited)? If yes, describe data
and state how addressed.  
State ‘No’ if no special-category data as defined by GDPR was recorded or collected,
otherwise explain how conformity with GDPR requirements relating to special-category data
was ensured, e.g. by linking to the (successful) application for ethics approval from Question
5.1.

No.

Question 5.4:  Have any impact assessments been carried out for the evaluation
experiment, and/or any data collected/evaluated in connection with it? If yes,
summarise approach(es) and outcomes.  
Use this box to describe any ex ante or ex post impact assessments that have been carried out
in relation to the evaluation experiment, such that the assessment plan and process, well as the
outcomes, were captured in written form. Link to documents if possible. Types of impact
assessment include data protection impact assessments, e.g. under GDPR. Environmental and
social impact assessment frameworks are also available.

No.
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Abstract

We reproduced the human-based evaluation of
the continuation of narratives task presented
by Chakrabarty et al. (2022). This experiment
is performed as part of the ReproNLP Shared
Task on Reproducibility of Evaluations in NLP.
Our main goal is to reproduce the original study
under conditions as similar as possible. Specif-
ically, we follow the original experimental de-
sign and perform human evaluations of the data
from the original study, while describing the
differences between the two studies. We then
present the results of these two studies together
with an analysis of similarities between them.
Inter-annotator agreement (Krippendorff’s al-
pha) in the reproduction study is lower than in
the original study, while the human evaluation
results of both studies have the same trends,
that is, our results support the findings in the
original study.

1 Introduction

Reproduction studies of human evaluations in the
field of Natural Language Processing (NLP) are
attracting increasing attention (Belz et al., 2021b,
2022b). Due to the inherent limitations of auto-
matic evaluation, especially in Natural Language
Generation tasks which often imply high variability
in the output, human evaluation is often considered
to provide more reliable assessments (van der Lee
et al., 2019). However, initial results observed in
the context of ReproHum1, a coordinated, multi-
lab reproducibility project which the present work
is also part of, suggest that the majority of human
evaluations in NLP face the challenge of being un-
reproducible due to various reasons (Belz et al.,
2023). This clashes with the importance of en-
suring high levels of experimental reproducibility,
which has been gaining increasing recognition in

1https://reprohum.github.io/

the NLP community (Fokkens et al., 2013; Belz
et al., 2021a, 2022a).

In the context of our participation in the Re-
proNLP Shared Task on Reproducibility of Eval-
uations in NLP (Track C – ReproHum Project)2,
this paper reports on our experience when trying to
reproduce as closely as possible a previously run
human evaluation. Specifically, we aimed to repro-
duce human evaluations conducted by Chakrabarty
et al. (2022) on the continuations of narratives gen-
erated with various systems or written by humans.
In order to harmonise and coordinate all replication
efforts within ReproHum, the project leaders have
created a spreadsheet that each lab in charge of a
reporduction experiment was asked to fill in and
submit, acting as pre-registration for the replica-
tion. This Human Evaluation Datasheet (HEDS) is
included in Appendix B. Following the shared re-
production approach provided by the ReproHum’s
coordinators, we first summarize the original study
explaining the task addressed, and the human evalu-
ation setting (Section 2), followed by our replicated
experiment (Section 3). Although we did try to per-
form our new experiments under conditions as simi-
lar as possible to those of the original study, we still
ended up with some differences between our setup
and the original paper (e.g. we raise the payment
to give the annotator a fairer reward); we discuss
these in detail. Finally, we report and analyze the
results obtained in our reproduction study by com-
paring them to the original experiments (Section 4),
and draw some conclusions on the feasibility of a
full experimental reproduction (Section 5).

2 Original Study

We aim to repeat the experiment conducted in “It’s
not Rocket Science: Interpreting Figurative Lan-
guage in Narratives” by Chakrabarty et al. (2022).

2https://repronlp.github.io/
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Given Narrative Continuations Produced by Plausible
Dreams of being taken prisoner in iraq began to haunt
his dreams. Then the dream of being shot in the chest
by cramer; pushing lindsey aside and taking the bullet
himself. As the projectile impacted his chest like the
kick of a mule, he started and woke up suddenly, eyes
wide and looking around as if expecting enemies from
any and all directions. He sweated profusely. Between
him and the shed, heat waves shimmered and danced
once again in erratic patterns. The camp was like a
cemetery.

The smell of death was in the
air

Model (baseline) yes

Was in a panic as he looked
around

Model (+Context) yes

The usual welcomed silence
is not welcomed here...it
makes for crazy dreams.

Human no

You could hear a pin drop
with the lack of sounds.

Human yes

Table 1: An example of narrative ending in simile with corresponding continuations either generated by NLP
systems or written by humans.

Figure 1: A screenshot of the annotation interface.

This paper studies the interpretation of two figures
of speech in narratives, namely idioms and similes,
by means of a generation task.

2.1 Task and Models
The task consists in producing a plausible contin-
uation of a given paragraph ending with a figure
of speech, ensuring such continuation is coherent
with the narrative and complies with the meaning of
the figurative expression. A plausible continuation
would serve as an indication that the given figure
of speech is interpreted correctly. Table 1 shows
an example of a provided narrative with human- or
machine-generated continuations, some of which
are deemed plausible, and some implausible.

To perform the task, the large pre-trained model
GPT-2 XL (Radford et al., 2019) is fine-tuned on
narrative-continuation pairs. Also, the authors pro-
pose two knowledge-enhanced models (“context-
enhanced model” and “literal-enhanced model”)
that add, respectively, some context or a literal
explanation of the figurative expression at the be-

ginning of the narrative.
The continuations generated by different systems

are assessed by means of human evaluation and
also used for comparison with human-written ones.

2.2 Human Evaluation Settings
The original paper includes two types of human
evaluations for both the simile task and the idiom
task: absolute evaluation and comparative evalua-
tion. The absolute evaluation asks the worker to
evaluate whether the single continuation is plausi-
ble, independent of other continuations. The com-
parative evaluation asks the workers to compare
multiple continuations and then choose the most
plausible (neither or all are plausible are also pos-
sible options). We reproduce only the absolute
evaluation as described in the original paper.

For the absolute evaluation, the authors of the
original paper randomly sampled 25 narratives
for each task, with each narrative containing 5
corresponding human-written continuations for
the simile task or 3 for the idiom task. Three
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Parameter Original Setting Replicated Setting
Reward 0.50 (U.S. Dollar) 2.21 (U.S. Dollar)

Max Assignments 3 3
Assignment Duration 2 (hour) 2 (hour)
Auto Approval Delay 3 (day) 3 (day)

Expires in 7 (day) 7 (day)
Annotators 7 (simile) + 4 (idiom) 75 (simile) + 75 (idiom)

Table 2: Parameters of the HIT publication settings, and the changed setting is marked bold.

continuations generated by the baseline GPT2-
XL model, context-enhanced model, and literal-
enhanced model are assessed by means of human
evaluation along with human references.

The evaluation was conducted on Amazon Me-
chanical Turk (MTurk), a crowdsourcing platform,
on which requesters may publish so-called Human
Intelligence Tasks (HITs) for workers to complete.
Each HIT (survey) was designed to have two major
parts with instructions: the first part is an exam-
ple, and the second part is the evaluation questions
unique for each HIT. Figure 1 shows a screenshot
of the annotation interface.

The example in the HIT is the same for all HITs
of the same tasks, and the continuations of one of
the selected similes/ idioms are evaluated in the
second part. The example has the same layout as
the questions: it includes one narrative which uses
a given simile/idiom, the meaning of the presented
simile/idiom, three model-generated continuations,
and several human-written continuations. For the
simile task, five human-written continuations are
presented; for the idiom task, three are presented.

In all HITs, the positions of continuations were
not randomly shuffled, i.e., the first continuation to
be evaluated is always generated by the baseline
model. Also, the workers are instructed to answer
all questions, but it is technically possible for them
to submit a HIT with questions unanswered (the
script does not include a force-answering mech-
anism). For each continuation, the workers are
instructed to answer a binary question, specifying
whether any given continuation is judged as plausi-
ble or not.

Each HIT was completed by three unique work-
ers, and each worker was rewarded $0.5 for com-
pleting one HIT. Seven and four unique workers
were recruited for the simile task and the idiom task,
respectively, as we could infer from the provided
result file (this information was not included in the
original paper, and it is unclear how this was en-

forced or allowed on the crowdsourcing platform).
In the end, 25 HITs were put up for evaluation for
each of the two tasks, and 3 responses for each
HIT were collected, resulting in 75 responses for
each task, and 150 responses in total. We did not
observe any rejected or republished HIT in the col-
lected responses, and since no approval time was
included, we infer that all HITs were automatically
approved.

3 Reproduction study

As mentioned, we only replicated the absolute eval-
uation from the original paper. Three differences
between the reproduced experiment setting and the
original one exist.

First of all, we recruited a total of 75 workers
for each task with no additional requirements. This
was done after thorough consideration: the total
number and requirements of workers employed
for absolute evaluation are not mentioned in the
original paper. Still from the file containing the
result data, we could infer, via anonymised ids,
that the total number of annotators is much smaller
than the number of HITs. However, since all HITs
were published in one row, the selecting criteria for
workers were unclear and we received no further
clarification from the original authors; hence, we
chose to also publish the HITs with no additional
restrictions on workers in one row for each task,
which ultimately led to recruiting one worker for
each HIT. No control on whether one worker can
work on both the idiom and simile tasks was put
in place: in other words, one worker can poten-
tially work on at most two HITs in total, one HIT
of each task. Due to invalid results received, we
re-published some of the HITs to obtain new as-
sessments so that evaluations from a total of 127
workers were collected. In the original study, no
rejecting or re-publishing of HITs was observed,
but one invalid result is included in the original
outputs for the simile task.
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Idiom Simile

original reproduced original reproduced
GPT2-XL 56 76 60 68
+Context 68 92 68 72
+Literal 48 68 76 (60) 80
Human 80 68 88 68

Difference
Rate (%)

38.7 34

Table 3: Summarized results of original and replicated experiments. The result we fail to reproduce is marked in
red, with our calculated result in parentheses. The best result of each task is marked in bold. We also calculated the
difference rate between each evaluated result from the replicated study and the original study to find how well our
replicated results agree with the original result. See Table 4 and 5 for more details.

Secondly, we raised the monetary compensation
from $0.5 per HIT to $2.21 per HIT, following the
general recommendation of the ReproHum project
to meet the minimum hourly salary in the UK, as-
suming it takes 10 minutes to finish one HIT prop-
erly. Besides setting differences, we received some
invalid responses due to the original survey layout
and thus had to re-publish some HITs. Table 2
presents key HIT parameters in the original and the
present study.

Thirdly, we changed the examples given in the id-
iom tasks. Only the specific simile examples were
made available by the authors, therefore we chose a
narrative including an idiom and its corresponding
continuations from the development set and then
used them as examples for the crowdworkers.

4 Results

In this section, we report our results compared to
the original experiment, and the reproducibility as-
sessment. For each narrative-continuations pair we
collect three responses, and whether a continua-
tion is plausible is determined by majority voting,
following what was described in the original paper.

As a first check, we assess inter-annotator agree-
ment (IAA) using Krippendorff’s α, which is ap-
propriate for categorical labels attached to text
spans, and which was used in the original exper-
iment. The original experiment reports Krippen-
dorff’s α = 0.68, while our replicated experiment
shows Krippendorff’s α = 0.11 and the Krippen-
dorff’s α of the original experiment is 0.33 using
our calculation method. This discrepancy might
have to do with the fact that in our replication there
are many more annotators, and with the way the
score was calculated (accounting or not for the

same annotator possibly doing more HITs in the
original study).

The original paper reports quantitative results
of each model for each task, and describes the re-
ported data as the “percent of times that the gener-
ation from each of the models and human-written
references was chosen as plausible by the majority
of workers.”

Since in each task we only collect assessments
from each worker for one single continuation per
model, there is no confusion on how to calculate
the quantitative results. However, responses of
multiple human-written continuations from each
worker are collected, and the original paper did
not detail how they came to the reported results
for the human-produced continuations. After sev-
eral attempts, 7 out of 8 the original results of the
plausibility of human-written continuations were
successfully reproduced using the following proce-
dure:

1. determine whether a human-written continua-
tion is plausible using majority voting;

2. count the total number of plausible continua-
tions for each task;

3. divide the total by the number of human-
written continuations in each HIT (3 and 5
for HITs in the idiom and simile task, respec-
tively);

4. round up the calculated mean to an integer;

5. divide the rounded mean by the number of
HITs (25 for both tasks) to calculate the per-
centage.
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The calculated results are shown in Table 3.3 The
best result in each column is marked in bold, while
the only result that our recalculation procedure de-
scribed above could not reproduce as reported in
the original study is marked in red (we include our
recalculated result in brackets).

Surprisingly, our replicated experiments show
that knowledge-enhanced models outperform hu-
mans, which was not the case in the original study.
One plausible assumption is that the workers re-
cruited in the original study have all been given
additional training on evaluating continuations. An-
other possible reason is that the workers in the
original study might unconsciously think that the
second half of continuations is more plausible.
Each of them works on multiple HITs, and in
each HIT the first three continuations are always
model-generated continuations and the rest are
human-written continuations. The second problem
is avoided in our replicated study as we avoided
letting one worker evaluate several HITs. Never-
theless, both the performance difference and low
IAA suggest that normal workers cannot fully un-
derstand, or reach an agreement on determining
whether a continuation is plausible, with only the
example and instructions given on the HIT page.

Overall, the original paper concludes from the
results that “a knowledge-enhanced model outper-
formed the baseline GPT-2 model...the context
model was favored for idioms while the literal
model was favored for similes,” and the general
trend of our results, albeit at times largely different
in scores, also supports this conclusion.

5 Conclusions

Although the results of our replicated experiment
support the general findings of the original paper,
the human evaluation process of the original paper
could not be fully reproduced properly.

Two aspects need particular attention. First, the
reproducing process is intrinsically difficult. Even
though we tried our best, and we gained substantial
help from the original authors, several questions
still emerged during the replication stage which
could not be answered. The detail of the worker
recruitment process for example was not available
and might be not fully known to the original authors
either, due to platform specifications that can be

3Table 4 and Table 5 in Appendix A show the detailed
results collected from the original and the replicated experi-
ments.

not in full control of the researcher. We did stick to
the original crowdsourcing platform used although
it would not have been our primary choice, also
due to logistic issues related to payment and, as
said, full control over workers’ recruitment.

Secondly, as shown in Table 3, the two rounds
of experiments disagree with each other on more
than one-third of continuations. Comparing the
replicated results to the original results, we see that
the high difference rates indicate disagreement be-
tween the reproduction results on the original out-
put. We draw the conclusion from these mentioned
problems that human evaluation of the plausibility
of continuations, no matter the generated ones or
the human written ones, is precarious.
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Ehud Reiter. 2022b. The 2022 ReproGen shared task
on reproducibility of evaluations in NLG: Overview
and results. In Proceedings of the 15th International
Conference on Natural Language Generation: Gen-
eration Challenges, pages 43–51, Waterville, Maine,
USA and virtual meeting. Association for Computa-
tional Linguistics.

Anya Belz, Craig Thomson, and Ehud Reiter. 2023.
Missing information, unresponsive authors, experi-
mental flaws: The impossibility of assessing the re-
producibility of previous human evaluations in NLP.
In The Fourth Workshop on Insights from Negative
Results in NLP, pages 1–10, Dubrovnik, Croatia. As-
sociation for Computational Linguistics.

Tuhin Chakrabarty, Yejin Choi, and Vered Shwartz.
2022. It’s not rocket science: Interpreting figurative
language in narratives. Transactions of the Associa-
tion for Computational Linguistics, 10:589–606.

Antske Fokkens, Marieke van Erp, Marten Postma, Ted
Pedersen, Piek Vossen, and Nuno Freire. 2013. Off-
spring from reproduction problems: What replication
failure teaches us. In Proceedings of the 51st An-
nual Meeting of the Association for Computational
Linguistics (Volume 1: Long Papers), pages 1691–
1701, Sofia, Bulgaria. Association for Computational
Linguistics.

David M. Howcroft, Anya Belz, Miruna-Adriana
Clinciu, Dimitra Gkatzia, Sadid A. Hasan, Saad
Mahamood, Simon Mille, Emiel van Miltenburg,
Sashank Santhanam, and Verena Rieser. 2020.
Twenty years of confusion in human evaluation: NLG
needs evaluation sheets and standardised definitions.
In Proceedings of the 13th International Conference
on Natural Language Generation, pages 169–182,
Dublin, Ireland. Association for Computational Lin-
guistics.

Chris van der Lee, Albert Gatt, Emiel van Miltenburg,
Sander Wubben, and Emiel Krahmer. 2019. Best
practices for the human evaluation of automatically
generated text. In Proceedings of the 12th Interna-
tional Conference on Natural Language Generation,
pages 355–368, Tokyo, Japan. Association for Com-
putational Linguistics.

Alec Radford, Jeffrey Wu, Rewon Child, David Luan,
Dario Amodei, Ilya Sutskever, et al. 2019. Language
models are unsupervised multitask learners. OpenAI
blog, 1(8):9.

195



A Examples and Result Tables

GPT2-XL +Context +Literal H. 1 H. 2 H. 3
1 1 0 1 1 1
0 1 1 1 1 1
0 0 1 1 0 1
1 1 0 1 1 1
0 1 0 1 1 1
0 1 0 0 1 1
1 1 0 1 1 0
1 1 1 1 0 1
1 0 1 1 0 0
1 0 0 1 1 1
0 1 1 0 1 1
1 1 1 1 1 0
0 1 0 1 1 1
0 0 1 1 1 1
0 0 1 1 0 1
0 1 1 1 1 0
1 0 0 0 1 1
1 1 0 1 1 0
1 1 0 1 1 1
0 1 0 1 1 1
1 0 0 1 1 1
1 1 1 1 1 1
0 0 1 1 0 1
1 1 0 0 0 1

Idiom
Results

1 1 1 1 0 1
Difference
Rate (%)
Overall: 38.7

36 40 52 32 44 28

Table 4: Results of the original voted plausibility of continuations generated/ collected for idioms. “H.” is the
abbreviation of Human Reference. 1 represents plausible continuation, and 0 represents non-plausible continuation.
If the determined plausibility of the continuation is different in replicated study, the value is marked red.

196



GPT2-XL +Context +Literal H. 1 H. 2 H. 3 H. 4 H. 5
0 1 1 1 1 1 0 1
1 1 1 1 1 0 1 1
1 0 0 1 1 1 1 1
0 1 1 0 1 1 1 1
1 0 1 1 1 1 1 1
0 0 1 1 1 1 1 1
0 1 1 1 1 1 1 1
1 1 0 1 1 1 1 1
1 1 1 1 1 1 1 1
0 1 0 1 1 1 1 0
1 1 0 1 1 1 1 0
1 1 1 1 1 1 0 1
1 1 1 1 1 1 1 1
1 0 1 1 1 1 1 1
1 0 1 0 1 1 1 1
0 0 0 1 1 1 1 0
1 1 0 1 1 1 1 1
1 1 1 1 0 1 1 1
0 1 1 1 1 0 1 0
1 1 0 1 1 1 1 1
1 1 1 1 1 1 0 0
0 1 1 1 1 1 1 1
0 0 0 1 1 1 1 0
0 0 0 1 1 1 1 1

Simile
Results

1 1 0 1 0 1 0 0
Difference
Rate (%)
Overall: 34

40 28 36 40 48 20 12 48

Table 5: Results of the original voted plausibility of continuations generated/ collected for similes. “H.” is the
abbreviation of Human Reference. 1 represents plausible continuation, and 0 represents non-plausible continuation.
If the determined plausibility of the continuation is different in the replicated study, the value is marked red.
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Figure 2: Example HIT question page.
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B HEDS Sheet

B.1 Paper and supplementary resources

Sections 1.1–1.3 record bibliographic and related information. These are straightforward and don’t warrant
much in-depth explanation.

1.1 Details of paper reporting the evaluation experiment

1.1.1 Link to paper reporting the evaluation experiment.
ReproHum: pre-experiment record

1.1.2 Which experiment within the paper is this form being completed for?
Absolute evaluation of plausibility (idiom and simile) in Section 5.

1.2 Link to resources

1.2.1 Link(s) to website(s) providing resources used in the evaluation experiment.
https://drive.google.com/drive/folders/
1ruTV4tnkfzTkGuF8VnmxgQr2ToQ3R
gDO?usp=sharing

1.3 Contact details
This section records the name, affiliation, and email address of person completing this sheet, and of
the contact author if different.

1.3.1 Details of the person completing this sheet
1.3.1.1 Name of the person completing this sheet.

Huiyuan Lai
1.3.1.2 Affiliation of the person completing this sheet.

University of Groningen
1.3.1.3 Email address of the person completing this sheet.

h.lai@rug.nl
1.3.2 Details of the contact author

1.3.2.1 Name of the contact author.
Malvina Nissim

1.3.2.2 Affiliation of the contact author.
University of Groningen

1.3.2.3 Email address of the contact author.
m.nissim@rug.nl

B.2 System Questions

Questions 2.1–2.5 record information about the system(s) (or human-authored stand-ins) whose outputs
are evaluated in the Evaluation experiment that this sheet is being completed for. The input, output, and
task questions in this section are closely interrelated: the value for one partially determines the others,as
indicated for some combinations in Question 2.3.

2.1 What type of input do the evaluated system(s) take?
6. text: multiple sentences

2.2 What type of output do the evaluated system(s) generate?
5. text: sentence

2.3 How would you describe the task that the evaluated system(s) perform in mapping the inputs
in Q2.1 to the outputs in Q2.2?
17. end-to-end text generation
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2.4 What are the input languages that are used by the system?
41. English

2.5 What are the output languages that are used by the system?
41. English

B.3 Sample of system outputs, evaluators, and experimental design
3.1 Sample of system outputs

Questions 3.1.1–3.1.3 record information about the size of the sample of outputs (or human-authored
stand-ins) evaluated per system, how the sample was selected, and what its statistical power is.

3.1.1 How many system outputs (or other evaluation items) are evaluated per system in the
evaluation experiment?
25 outputs per system

3.1.2 How are system outputs (or other evaluation items) selected for inclusion in the evaluation
experiment?
1. by an automatic random process

3.1.3 Statistical power of the sample size.
3.1.3.1 What method was used to determine the statistical power of the sample size?

N/A. Follow the original experiment.
3.1.3.2 What is the statistical power of the sample size?

N/A
3.1.3.3 Where can other researchers find details of the script used?

N/A

3.2 Evaluators
Questions 3.2.1–3.2.5 record information about the evaluators participating in the experiment.

3.2.1 How many evaluators are there in this experiment?
N/A

3.2.2 Evaluator Type
Questions 3.2.2.1–3.2.2.5 record information about the type of evaluators participating in the
experiment.

3.2.2.1 What kind of evaluators are in this experiment?
2. non-experts

3.2.2.2 Were the participants paid or unpaid?
1. paid (monetary compensation)

3.2.2.3 Were the participants previously known to the authors?
2. not previously known to authors

3.2.2.4 Were one or more of the authors among the participants?
2. evaluators do not include any of the authors

3.2.2.5 Further details for participant type.
N/A

3.2.3 How are evaluators recruited?
Post tasks in the crowdsourcing platform (MTurk).

3.2.4 What training and/or practice are evaluators given before starting on the evaluation itself?
We can provide evaluators with detailed guidelines and examples of generated sentences along
with plausible assessments. However, it is not known if guidelines and examples were provided
in the original paper.

3.2.5 What other characteristics do the evaluators have?
To ensure the quality of annotations, we will require that workers have an acceptance rate of at
least 99%. No other demographic constraints are considered, only English as mother tongue
(see below). Nothing is known regarding this from the original paper.
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3.3 Experimental Design
Sections 3.3.1–3.3.8 record information about the experimental design of the evaluation experiment.

3.3.1 Has the experimental design been preregistered? If yes, on which registry?
2. no

3.3.2 How are responses collected?
Mechanical Turk

3.3.3 Quality assurance
Questions 3.3.3.1 and 3.3.3.2 record information about quality assurance.

3.3.3.1 What quality assurance methods are used to ensure evaluators and/or their responses
are suitable?
1. evaluators are required to be native speakers of the language they evaluate.
2. automatic quality checking methods are used during/post evaluation
4. evaluators are excluded if they fail quality checks (often or badly enough)

3.3.3.2 Please describe in detail the quality assurance methods that were used.
2. = pre-selection based on master qualification on MTurk + post-selection based on
minimum completion time required
4. = if non masters then excluded; if completion time too short, evaluators excluded.
Unclear, but unlikely, if quality control was done in original experiment and in case what
(in paper 100% retention of evaluators)

3.3.4 Form/Interface
Questions 3.3.4.1 and 3.4.3.2 record information about the form or user interface that was shown
to participants.

3.3.4.1 Please include a link to online copies of the form/interface that was shown to partici-
pants.
N/A

3.3.4.2 What do evaluators see when carrying out evaluations?
A task instruction, a short narrative and its meaning, and six outputs

3.3.5 How free are evaluators regarding when and how quickly to carry out evaluations?
2. evaluators have to complete the whole evaluation in one sitting

3.3.6 Are evaluators told they can ask questions about the evaluation and/or provide feedback?
5. None of the above

3.3.7 What are the experimental conditions in which evaluators carry out the evaluations?
1. evaluation carried out by evaluators at a place of their own choosing, e.g. online, using a
paper form, etc.

3.3.8 Briefly describe the (range of different) conditions in which evaluators carry out the
evaluations.
N/A

B.4 Quality Criteria - Definition and Operationalisation

Questions in this section collect information about each quality criterion assessed in the single human
evaluation experiment that this sheet is being completed for.

4.1 Quality Criteria
Questions 4.1.1–4.1.3 capture the aspect of quality that is assessed by a given quality criterion in
terms of three orthogonal properties. They help determine whether or not the same aspect of quality
is being evaluated in different evaluation experiments. The three properties characterise quality
criteria in terms of (i) what type of quality is being assessed; (ii) what aspect of the system output is
being assessed; and (iii) whether system outputs are assessed in their own right or with reference
to some system-internal or system-external frame of reference. For full explanations see Belz et al.
(2020).
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4.1.1 What type of quality is assessed by the quality criterion?
1. Correctness

4.1.2 Which aspect of system outputs is assessed by the quality criterion?
2. Content of output

4.1.3 Is each output assessed for quality in its own right, or with reference to a system-internal
or external frame of reference?
2. Quality of output relative to the input

4.2 Evaluation mode properties
Questions 4.2.1–4.2.3 record properties that are orthogonal to quality criteria (covered by questions
in the preceding section), i.e. any given quality criterion can in principle be combined with any of
the modes (although some combinations are more common than others).

4.2.1 Does an individual assessment involve an objective or a subjective judgment
2. Subjective

4.2.2 Are outputs assessed in absolute or relative terms?
1. Absolute

4.2.3 Is the evaluation intrinsic or extrinsic?
1. Intrinsic

4.3 Response elicitation
The questions in this section concern response elicitation, by which we mean how the ratings or other
measurements that represent assessments for the quality criterion in question are obtained, covering
what is presented to evaluators, how they select response and via what type of tool, etc. The eleven
questions (4.3.1–4.3.11) are based on the information annotated in the large scale survey of human
evaluation methods in NLG by Howcroft et al. (2020).

4.3.1 What do you call the quality criterion in explanations/interfaces to evaluators? Enter
‘N/A’ if no definition given.
Coherence

4.3.2 Question 4.3.2: What definition do you give for the quality criterion in explana-
tions/interfaces to evaluators? Enter ‘N/A’ if no definition given.
Coherence: Given a short narrative containing an idiomatic expression, the generated next
sentence in the story is plausible.

4.3.3 Are the rating instrument response values discrete or continuous? If so, please also
indicate the size.
1. Discrete
Size of the instrument: 0 or 1

4.3.4 List or range of possible values of the scale or other rating instrument. Enter ‘N/A’, if
there is no rating instrument.
0 or 1

4.3.5 How is the scale or other rating instrument presented to evaluators? If none match, select
‘Other’ and describe.
1. Multiple-choice options

4.3.6 If there is no rating instrument, describe briefly what task the evaluators perform (e.g.
ranking multiple outputs, finding information, playing a game, etc.), and what information
is recorded. Enter ‘N/A’ if there is a rating instrument.
N/A

4.3.7 What is the verbatim question, prompt or instruction given to evaluators (visible to them
during each individual assessment)?
Title: Choose if generated next sentence in a story containing an idiom is plausible.
Description: Given a short narrative containing an idiomatic expression, annotators need to
choose if generated next sentence in the story is plausible.
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4.3.8 Form of response elicitation. If none match, select ‘Other’ and describe.
1. (dis)agreement with quality statement

4.3.9 How are raw responses from participants aggregated or otherwise processed to obtain
reported scores for this quality criterion?
For ground truth we will use majority label. Aggregation strategies are not mentioned in the
original paper. We will also keep all assessments for more qualitative and in-depth analysis of
single instances.

4.3.10 Method(s) used for determining effect size and significance of findings for this quality
criterion.
None

4.3.11 Inter-annotator agreement
Questions 4.3.11.1 and 4.3.11.2 record information about inter-annotator agreement.

4.3.11.1 Has the inter-annotator agreement between evaluators for this quality criterion been
measured? If yes, what method was used?
1. yes, Krippendorff’s alpha

4.3.11.2 What was the inter-annotator agreement score?
N/A

4.3.12 Intra-annotator agreement
Questions 4.3.12.1 and 4.3.12.2 record information about intra-annotator agreement.

4.3.11.1 Has the intra-annotator agreement between evaluators for this quality criterion been
measured? If yes, what method was used?
2. no

4.3.11.2 What was the intra-annotator agreement score?
N/A

B.5 Ethics
The questions in this section relate to ethical aspects of the evaluation. Information can be entered in the
text box provided, and/or by linking to a source where complete information can be found.

5.1 Has the evaluation experiment this sheet is being completed for, or the larger study it is part of,
been approved by a research ethics committee? If yes, which research ethics committee?
Yes! The Research Ethics Committee (CETO) of the Faculty of Arts, University of Groningen.

5.2 Do any of the system outputs (or human-authored stand-ins) evaluated, or do any of the
responses collected, in the experiment contain personal data (as defined in GDPR Art. 4, §1:
https://gdpr.eu/article-4-definitions)? If yes, describe data and state how addressed.
No

5.3 Do any of the system outputs (or human-authored stand-ins) evaluated, or do any of the
responses collected, in the experiment contain special category information (as defined in
GDPR Art. 9, §1: https://gdpr.eu/article-9-processing-special-categories-of-personal-data-
prohibited)? If yes, describe data and state how addressed.
No

5.4 Have any impact assessments been carried out for the evaluation experiment, and/or any data
collected/evaluated in connection with it? If yes, summarise approach(es) and outcomes.
No
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Abstract

We describe in this paper an attempt to repro-
duce some of the human of evaluation results
from the paper “It’s not Rocket Science: Inter-
preting Figurative Language in Narratives”. In
particular, we describe the methodology used
to reproduce the chosen human evaluation, the
challenges faced, and the results that were gath-
ered. We will also make some recommenda-
tions on the learnings obtained from this re-
production attempt and what improvements are
needed to enable more robust reproductions of
future NLP human evaluations.

1 Introduction

Reproducible and repeatable evaluations lay at the
heart of good science. However, there has been
increasing concern with Natural Language Process-
ing (NLP) on whether human evaluations are in fact
reproducible and repeatable. This is particularly
important within the field of NLP as human evalua-
tions are seen as the “gold standard” as compared to
automatic metric based evaluations. This has lead
to an interest in trying to understand and quantify
the degree to which evaluations are reproducible.

One such effort is the ReproHum project1, which
attempts to investigate human evaluations within
NLP by systematically uncovering the extent of
problems of reproducibility. As part of this project
multiple partner labs, consisting of both academic
and industry institutions, were invited to participate
in a multi-lab study reproducing human evaluations
from a chosen set of research papers. These papers
were vetted by the organising committee of the
ReproHum project to ensure that sufficient details
in terms of materials (code, data, etc.) and eval-
uation procedures were present for a successful
attempt at reproduction by a given partner lab. In
addition to the original paper author(s) consent and

1ReproHum - https://reprohum.github.io

co-operation was sought to enable the reproduction
of human evaluations in their paper.

In this paper, we describe the current challenges
facing human evaluations in NLP and reproducibil-
ity (section 2). Afterwards we give details on
the attempt to reproduce a specific human eval-
uation within the paper “It’s not Rocket Science:
Interpreting Figurative Language in Narratives” by
Chakrabarty et al. (2022) (section 3) and how the
reproduction of the paper was conducted with de-
tails on the challenges involved (section 4). Finally,
we detail the results obtained from the reproduction
(section 5) and the recommendations (section 6) we
would make based on the experiences of this exper-
iment that would enable more robust reproductions
of future NLP human evaluations.

2 Background

Within recent years there has been a great interest
in understanding and quantifying the reproducibil-
ity of experiments across several areas of scientific
research. This also includes experiments in the
field of Natural Language Understanding (NLU),
where researchers have questioned the degree to
which experiments and results can reliably be re-
produced. Recent work exploring the reproducibil-
ity of past NLU work has found significant issues
such as only a minority of systems reproducing pre-
viously reported scores and systems not working
due to non-functional code or resource limits (Belz
et al., 2021b). In fact some estimates place the
percentage of papers being repeatable without any
significant barriers as low as 5% and at 20% if the
original author(s) help is sought (Belz et al., 2023).
Additionally, there has been growing awareness of
systematic issues with regard to how human evalu-
ations are being conducted. In particular, the lack
of standardisation and significant underreporting
of key human evaluation details (Howcroft et al.,
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2020). There has been an attempt to make human
evaluation reporting more standardised and compa-
rable between different papers through an introduc-
tion of a classification system that defines quality
criterion properties (Belz et al., 2020b). However,
as noted by Gehrmann et al. (2023), whilst the prob-
lems of evaluations are known and proposals have
been made to improve the situation, the adoption
of best practices remains lacking.

The ReproHum project is a subsequent follow-
up of the ReproGen shared tasks2 (Belz et al.,
2020a) in 2021 and 2022. In these shared tasks
participants either selected a paper proposed by the
organisers or self-selected a paper for human eval-
uation reproduction. The results from these shared
tasks showed some indications that human evalu-
ations that have different evaluation cohorts can
disadvantage the reproducibility of a given experi-
ment (Belz et al., 2021a). However, lowering the
cognitive loads on individual evaluators could po-
tentially lead to be better reproducibility of results
(Belz et al., 2022).

3 Reproduction Experiment

For this reproduction experiment we were tasked
with reproducing a specific human evaluation in the
paper “It’s not Rocket Science: Interpreting Figura-
tive Language in Narratives” by Chakrabarty et al.
(2022). The paper explores the interpretation of fig-
urative languages (idioms and similes) in English
by exploring plausible and implausible continua-
tions from a given fictional narrative. The authors
of the paper used models to generate plausible id-
ioms and similes from a given narrative. These
generated texts were compared to human written
ones in both automatic and human evaluations.

The focus for this experiment is to reproduce
the human evaluation conducted by authors. In
particular, reproducing the absolute human eval-
uation, which asked human Amazon Mechanical
Turk workers on whether the computer generated
and/or the human references are plausible or not for
the given narrative. This task is illustrated in figure
1, which is taken from Chakrabarty et al. (2022). In
the original experiment crowd workers were shown
a narrative, the meaning of the idiom or the prop-
erty of the simile and a list of three automatically
generated continuations. One from a baseline su-
pervised GPT-2 model, one from a context model,
and the third from the literal model. In addition

2ReproGen - https://reprogen.github.io/

to the automatic continuations, participants were
shown three human alternatives for idioms or five
for similes. For each continuation (automatic or
human) participants were asked to rate whether the
text is plausible or not. Each example was rated
by three workers and the result aggregated using
majority voting.

Both evaluations were done on 25 randomly sam-
pled narrative texts for both the absolute idiom and
simile scenarios. This equates to 50 narrative texts
in total. The original paper incorrectly states “50
narratives for each task”, however prior to the repro-
duction experiment this was clarified by the authors
to be a mistake.

In the original evaluation the authors of the pa-
per reported the following results for the absolute
evaluation:

• Moderate inter-annotator agreement using
Krippendorf’s α = 0.68.

• 80% of human-written continuations for the
idiom and 88% for simile tasks were judged
as plausible.

• 56% of the baseline GPT-2 model continua-
tions for the idiom and 60% for the simile
tasks were judged as plausible.

• 68% of the context model continuations for
both idiom and simile tasks were judged as
plausible.

• 48% of the literal model continuations for
the idiom and 76% for the simile tasks were
judged as plausible.

In addition to the above reported results the au-
thors also make a mention of the fact that “the
context model was favoured for idioms, the literal
model was favoured for similes”. This result will
also be checked in this reproduction attempt.

4 Methodology & Challenges

The original evaluation collected human evalua-
tions using Amazon Mechanical Turk (MTurk)
crowd workers. Like the original, the reproduc-
tion also used Amazon Mechanical Turk as well.
However, the paper by Chakrabarty et al. (2022)
does not detail whether any controls were applied
or not for the selection of crowd workers. Nor were
any details provided about the cohort of partici-
pants in terms of demographic data and the total
number of participants recruited.
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Figure 1: Diagram illustrating the judging of whether a given continuation is plausible or not with the top being an
idiom and the bottom a simile. Taken from Chakrabarty et al. (2022).

For the reproduction experiment a total of 80
workers were recruited across both tasks (35 for
idiom and 45 for simile). In agreement with the Re-
proHum organisers each worker was paid the UK
living wage3 of £10.90, in a US dollar equivalent
amount, to give fair compensation for the workers
time and effort across both tasks.

The experimental data and user interface was
taken from the original published source code
repository4. However several challenges were en-
countered in attempting to reuse the original exper-
imental data and user interface:

• The CSV data used to prepare the idiom and
simile tasks (HITs) on the MTurk platform
were not present in the authors code reposi-
tory.

• The interface for the idiom plausibility task
was missing and not present in the code repos-
itory.

• The interface for the simile plausibility task,
whilst present, was incomplete due to CSS
code being commented out in the file. This
left a visually inadequate interface as show in
figure 2.

To re-create the CSV files needed for the plau-
sibility idiom and simile tasks on MTurk the out-
put JSON files from the original experiment were
used. In particular, the narrative, the automatic and
human continuation texts for each of the scenar-
ios were extracted from these JSON files using a
Python script.

3UK Living Wage -
https://www.livingwage.org.uk

4Figurative Narrative Benchmark -
https://github.com/tuhinjubcse/
FigurativeNarrativeBenchmark

Figure 2: The simile plausibility interface with the miss-
ing CSS styling.

Figure 3: The simile plausibility interface with the re-
stored CSS styling.

The missing CSS for the simile plausibility task
was simply dealt with by re-instating the CSS by
uncommenting the code in the interface HTML
file resulting the interface as shown in figure 3.
As for the missing interface file, after consultation
with an organiser from the ReproHum project, a
decision was made to copy the interface used from
the simile task and make the relevant adaptions for
the idiom task. In particular, this involved reducing
the number of human text options from five to three
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and using a randomly picked narrative text from
the development set, and amending any mention of
similes in the interface code to that of idioms.

Due to the limitations mentioned above, this re-
production experiment cannot be an exact replica-
tion of the experiment as conducted by Chakrabarty
et al. (2022). Therefore the results presented later
in this paper must take these limitations into ac-
count when considering any potential differences
in the results obtained.

5 Results

Model Original Reproduction
Idiom Simile Idiom Simile

GPT2-XL 56 60 58 64
+Context 68 68 83.33 48
+Literal 48 76 66.66 64
Human 80 88 80.55 84

Table 1: Percentage of model and human generated texts
were majority rated as plausible by human evaluators.
Original results are from (Chakrabarty et al., 2022).

Out of the 45 workers who participated on the
simile plausibility evaluation only 5 workers had
answered all 25 texts. In the idiom plausibility
evaluation out of the 35 workers that had partic-
ipated only 2 had completed all 25 texts, with
the next highest participant completing 17 in to-
tal. Whilst this is lower than the original experi-
ment, we believe this should not affect the results
reported significantly as the analyses for idioms
were constrained to 17 instead of 25 texts. Addi-
tionally, as shown later, a similar percentage of the
idiom human texts were rated as plausible as the
original study. For the analysis, the code was writ-
ten independently from scratch as no analysis code
is present within the authors code repository.

Table 1 shows the results from this analysis and
results obtained from the reproduction study for
each of the different text types that were rated plau-
sible by a majority of human evaluators. We were
able to get near exact or very close replication re-
sults for human and the baseline (GPT2-XL) gen-
erated texts. However, majority preference for the
context and literal model texts are substantially
different from the results reported by Chakrabarty
et al. (2022).

When analysing inter-annotator agreement, the
difference between the original study and the re-
production is a drop in the absolute Krippendorf’s
α score from 0.68 to 0.39. More granular analysis
showed that the Krippendorf’s α inter-annotator

agreement was 0.3761 for the idiom task and
0.3971 for the simile task between the three re-
spective annotators. It is possible that a difference
in the type of annotators used in reproduction as
compared the original study resulted in a difference
in the inter-annotator results seen between two the
studies.

When evaluating majority worker preference be-
tween the context model and the literal model for id-
ioms and similes, we observed that for idioms pref-
erence was greater with the context model (83.33%)
than the literal model (66.66%). For similes we
were able to see a larger preference for the literal
model (64%) over the context model (48%). This
confirms the preferences that Chakrabarty et al.
(2022) observed with human annotators in their
original experiment.

Whilst we could not replicate the moderate inter-
annotator agreement found in the original study
nor the preference for the context model for idioms,
we were able to successfully replicate the results
for the percentage of idioms and similes consid-
ered plausible through majority worker voting for
human and the baseline model generated texts. Ad-
ditionally, we were able to replicate the preference
for the context model for idioms and the literal
model for similes. The fact that the results were
either the same or very close to the original study
shows in some aspects shows that some results
were successfully replicated in this reproduction
study.

6 Conclusion & Recommendations

In this paper we have conducted a partially success-
ful reproduction of the results obtained in the abso-
lute idiom and simile human evaluations. Whilst
we were able to reconfirm the results for the judge-
ment on whether human and baseline model gen-
erated texts idioms and similes are plausible, the
same could not be said for the literal and context
model texts. Additionally, inter-annotator agree-
ment scores show that there is a significant differ-
ence between the results obtained as compared to
the original study. One possible reason for this
could be due to the difference in the cohorts of
annotators recruited between the two studies. A
similar challenge was found in the reproduction
experiment by Mahamood (2021) where the dif-
ference in recruited participant cohorts was specu-
lated as a possible probable cause for the inability
to reproduce results from the original study. Nev-
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ertheless, it has been noted that recruiting MTurk
crowd workers that have high inter-annotator agree-
ment with each other can be challenging even with
a structured process in place to filter out unsuitable
workers (Zhang et al., 2023) and therefore in itself
may not guarantee reproduction success.

Based on the experiences of this reproduction
study there are several key recommendations to
reduce uncertainty for reproduction attempts:

1. Give information on the type of participants
in a given evaluation such as including demo-
graphic data.

2. State the inclusion and exclusion criteria for
participants in an evaluation.

3. Provide the datasets, including any data prepa-
ration code, used to create crowd worker tasks
and the respective task interfaces.

4. The analysis code used to compute the results
from an evaluation should be included in the
experiment’s source code repository.

The first recommendation is very straightfor-
ward. Without the information on the type of par-
ticipants that were used for the evaluation it is very
likely that any reproduction attempt may not suc-
ceed as the differences between the two recruited
groups might be too far significant to enable a com-
parable evaluation. Therefore, data, such as partici-
pant demographics, would enable any reproduction
attempt to focus on recruiting the right participants
for a given study. When combined with the sec-
ond recommendation, this would help to give confi-
dence to ensure that participants who do not qualify
for the experiment are rightfully excluded. Once
having recruited the right participants, it is impor-
tant the exact same datasets and user interfaces are
provided to ensure comparability with the origi-
nal experiment and armed with the same analysis
code to reduce any possibilities of discrepancies
occurring. With these recommendations and the
learnings from others in this area, it is hoped that
future attempts at performing reproduction experi-
ments will be more successful than at present.
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