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Abstract

This paper presents the first comprehensive
study on automatic readability assessment of
Turkish texts. We combine state-of-the-art
neural network models with linguistic features
at lexical, morphosyntactic, syntactic and dis-
course levels to develop an advanced readabil-
ity tool. We evaluate the effectiveness of tradi-
tional readability formulas compared to modern
automated methods and identify key linguistic
features that determine the readability of Turk-
ish texts.

1 Introduction

Automatic Readability Assessment (ARA) is an
important task in computational linguistics that
aims to automatically determine the level of dif-
ficulty of understanding a written text, which has
implications for various fields, such as healthcare,
education, and accessibility (Vajjala, 2022). In
the healthcare sector, medical practitioners can use
ARA tools to ensure patient information and con-
sent forms are easily understandable (Ley and Flo-
rio, 1996). In the field of education, teachers and
learners alike can benefit from ARA systems to
adapt materials to the appropriate language profi-
ciency level (Kintsch and Vipond, 2014). The ap-
propriate readability of technical reports and other
business documents is critical to ensure that the
intended audience can fully understand the content
and can make informed decisions (Bushee et al.,
2018). In areas such as cyber-security, readability
is particularly important as it can impact response
time to risk closures and case materials (Smit et al.,
2021).

The task of assessing readability presents chal-
lenges, particularly when dealing with large cor-
pora of text. Although manual linguistic analysis
by domain experts provides valuable insights, it
is time-consuming, costly and subject to individ-
ual interpretation, which can lead to variability and
subjectivity in the annotation results (Deutsch et al.,

2020). Recent research in the field has focused on
developing automated methods for extracting lin-
guistic predictors and training models for readabil-
ity assessment. Despite these crucial applications
and developments, the readability efforts in Turkish
have largely been confined to traditional readability
formulas, such as Flesch-Kincaid (Kincaid et al.,
1975) and its adaptations (Ateşman, 1997; Bezirci
and Yilmaz, 2010; Çetinkaya, 2010). Several pre-
vious studies have pointed out the shortcomings
of these formulas (Feng et al., 2010, 2009). They
typically rely on superficial text features such as
sentence length and word length. The integration of
complex morphological, syntactic, semantic, and
discourse features in modern ARA approaches of-
fers the possibility of significantly improving the
current readability studies in Turkish. In this paper,
we present the first ARA study for Turkish. Our
study combines traditional raw text features with
lexical, morpho-syntactic, and syntactic informa-
tion to create an advanced readability assessment
tool for Turkish. We demonstrate the effective-
ness of our tool on a new corpus of Turkish popu-
lar science magazine articles, published for differ-
ent age groups and educational levels. Our study
aims to contribute to the development of automated
tools for accessibility, educational research, and
language learning in Turkish.

The rest of the paper is organized as follows. In
Section 2, we review related work on readability as-
sessment and machine learning-based approaches.
In Section 3, we describe our corpus and the lin-
guistic features used in our study. In Section 4, we
present the results of our experiments and analyze
the effectiveness of our tool. Finally, in Section 5,
we conclude our research and discuss future direc-
tions.

2 Previous Work

The research of quantifying text readability, or the
ease with which a text can be read, has a history



spanning over a century (DuBay, 2007). Initial
research was centered on the creation of lists of dif-
ficult words and readability formulas such as Flesch
Reading Ease (Flesch, 1948), Dale-Chall readabil-
ity formula (Dale and Chall, 1948), Gunning FOG
Index (Gunning, 1969) and SMOG (Mc Laugh-
lin, 1969). These formulas are essentially simple
weighted linear functions that utilize easily measur-
able variables such as word and sentence length, as
well as the proportion of complex words within a
text. Initially developed for the English language,
the Flesch Reading Ease formula required recali-
bration for its application to Turkish, a task under-
taken by Ateşman (1997). However, a significant
obstacle in its adoption was Atesman’s failure to
disclose the statistical variables used in the recali-
bration process. This gap was later addressed in the
work of Çetinkaya (2010), which also assigned ap-
propriate grade levels, thus facilitating its practical
use in the Turkish educational context. Not long
after the adaptation, Bezirci and Yilmaz (2010)
introduced an important refinement, akin to the ap-
proach taken in the SMOG formula. They propose
that features based on polysyllabic words and the
total number of syllables present in the document
provide distinct indications of text complexity. Ac-
cordingly, they included the counts of polysyllabic
words (those with 3-, 4-, and 5+ syllables). Sönmez
(2003) encountered inconsistencies when applying
the Gunning FOG Index to Turkish texts which led
to the development of their adaptation. The limi-
tations are mainly due to the subjective nature of
the formula in identifying complex words and con-
cepts, which contrasts with other formulas that use
easier-to-identify criteria such as syllable counts.

Readability assessment has found practical appli-
cations in several areas in Turkish, particularly in
the fields of medicine and education. For instance,
researchers have used the Flesch-Kincaid and Ates-
man readability formulae to assess the readability
of anaesthesia consent forms in Turkish hospitals,
which led to valuable insights into how these docu-
ments could be optimised for better comprehension
(Boztas et al., 2017; Boztaş et al., 2014). In the
realm of education, readability studies have been
employed to evaluate the complexity of textbooks,
thereby ensuring that these crucial learning mate-
rials are appropriate for the targeted student age
group. For example, research has been conducted
to determine the readability levels of Turkish tales
in middle-school textbooks, providing insights that

could potentially enhance the quality of education
by aligning learning materials with students’ com-
prehension abilities (Turkben, 2019; Tekşan et al.,
2020; Guven, 2014). While traditional readabil-
ity formulas have significantly contributed to the
field of readability assessment, they are not with-
out their limitations. They often rely heavily on
surface-level text features, such as word and sen-
tence length, and fail to account for deeper linguis-
tic and cognitive factors that influence readability
(Collins-Thompson, 2014).

Readability formulae have inherent limitations
that can affect their accuracy and applicability.
Given the unique phonetic attributes, sentence for-
mation patterns, and mean syllable length in each
language, each language requires its own calibrated
readability formula. The validity of studies em-
ploying readability formulae calibrated for the En-
glish language to evaluate texts in other languages
remains questionable. In practice, applying an
English-calibrated formula to Turkish texts may
result in an overestimation of readability levels. In-
deed, most studies that have used this approach
have reported inflated levels of readability require-
ments (Akgül, 2019; Akgül, 2022) without account-
ing for the issues of calibration. Furthermore, the
evolution of language over time may necessitate
periodic re-calibration of these formulas (Lee and
Lee, 2023). As language trends evolve and new
words and phrases become more common, read-
ability formulas must adapt to remain accurate and
relevant. Previous research shows that traditional
readability metrics perform unreliably when ap-
plied to non-traditional document types such as
web pages (Petersen and Ostendorf, 2009).

Traditional readability formulas, despite their ex-
tensive use, have been criticised for their lack of
wide linguistic coverage (Feng et al., 2009, 2010).
These formulas predominantly focus on superficial
text features, largely ignoring other linguistic as-
pects that significantly contribute to text readability.
Factors such as syntactic and semantic complexity,
discourse structure, and other linguistic branches
recognised by (Collins-Thompson, 2014) which are
integral to comprehending a text, remain largely
unaccounted for in these traditional models. This
narrow linguistic focus can lead to inaccuracies in
readability assessment, especially when applied to
languages or texts with diverse linguistic structures.
These scores are relative measures of readability
that should be interpreted in the context of the text’s



overall features and the target audience’s reading
ability. They are not absolute measures and treating
them as such can result in a misunderstanding of
the text’s actual readability.

Practitioner errors in applying readability formu-
las often stem from methodological shortcomings
and misinterpretations (Wang et al., 2013). The re-
quirement of considerable text sample sizes for tra-
ditional measures introduces another impediment,
even though the theoretical minimum size for a text
sample has yet to be conclusively established. A
common methodological error is the inappropriate
sampling of text. Some studies might only con-
sider a limited section of a text, such as the first
100 words, leading to skewed results, especially in
scientific texts where complexity often increases
later in the document. Similarly, the selective as-
sessment of text sections that do not accurately
mirror the overall complexity of the text, like fo-
cusing solely on the introduction or conclusion, can
misrepresent the readability level.

In recent years, research in ARA has shifted
from traditional linear models, which use simple
metrics such as word and sentence length to es-
timate the reading level of a text, to fine-grained
features (Collins-Thompson, 2014). These features
often include output of machine learning models
trained on a combination of word counts, lexical
patterns, discourse analysis, morphology, and syn-
tactic structures. There has been an emerging trend
toward using neural models for ARA. These mod-
els have demonstrated the capacity to implicitly
capture the previously mentioned features without
the need for manually-defined feature extraction
(Jawahar et al., 2019). Martinc et al. (2021) and
Imperial (2021) experimented with contextual em-
beddings of BERT (Devlin et al., 2019) for the read-
ability assessment task, achieving par or better re-
sults than feature-based approaches. However, both
studies omitted cross-domain evaluation, leading
to uncertainty about the extent to which language
models rely on topic and genre information, as op-
posed to readability. Other studies have further
explored various strategies to integrate linguistic
features with transformer models, promoting a fu-
sion of traditional and neural approaches (Lee et al.,
2021; Deutsch et al., 2020). The state-of-the-art re-
sults are currently being achieved by hybrid models
that ensemble linguistic features with transformer-
based models, highlighting the combined strength
of traditional and modern approaches.

3 Corpus

Most widely used readability corpora include One
Stop English (OSE) (Vajjala and Lučić, 2018), the
WeeBit corpus (Vajjala and Meurers, 2012) and
the Newsela corpus (Xu et al., 2015). While the
majority of these benchmark datasets and corpora
are predominantly available in English, there is a
growing interest in the development of readabil-
ity corpora in other languages. In the context of
low-resource languages, limited access to digital
text resources necessitates reliance on conventional
learning materials, such as classroom materials and
textbooks. There are currently no existing readabil-
ity corpora available for Turkish.

3.1 TUBITAK PopSci Magazine Readability
Corpus

Our corpus was constructed using popular science
articles from TUBITAK Popular Science Maga-
zines 1 spanning the period 2007 to 2022. The
articles are openly published and made available
for non-commercial redistribution and research pur-
poses. We selected 2250 articles from three mag-
azines, each catering to readers of different age
groups. These magazines include Meraklı Minik
(for ages 0-6), Bilim Çocuk (for ages 7+), and
Bilim ve Teknik (for ages 15+). Accordingly, we
consider the articles from these magazines as ele-
mentary, intermediate, and advanced level reading
material. Our corpus is non-parallel and encom-
passes a diverse range of topics, including instruc-
tions for laboratory experiments and brief articles
about recent scientific discoveries. This character-
istic is similar to that of the WeeBit corpus (Vajjala
and Meurers, 2012), which also includes articles
from various topics and resources. Given that the
articles in our corpus are written by experts and
specifically tailored for distinct age groups, it can
be appropriately regarded as an ’expert-annotated’
corpus. We used a off-the-shelf pdf-to-text con-
verter to extract the relevant article text and manu-
ally corrected the articles to ensure the conversion
accuracy of Turkish characters and the layout in-
tegrity. Table 1 displays descriptive statistics for
the finalized corpus.

As expected, the advanced texts display a greater
average length compared to the elementary texts.
However, the high standard deviation values for
each level indicate that other factors beyond text

1https://yayinlar.tubitak.gov.tr/
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Level Avg. Words Std. Dev Nr. of Articles
ELE 120.95 67.35 750
INT 154.99 93.57 750
ADV 327.08 187.54 750

Table 1: Descriptive Corpus Statistics

length may have a significant impact on determin-
ing the reading level of a given text.

We also performed a preliminary analysis on
the three reading levels of the corpus using tradi-
tional formulae and showed the results in Table 2,
presenting readability metrics Atesman, Cetinkaya-
Uzun and Type-Token Ratio (TTR). Atesman and
Cetinkaya readability scores decrease from one
level to the next indicating that texts become more
complex at higher reading levels. In contrast, the
TTR score increases suggesting that texts become
more diverse and less repetitive at higher reading
levels. It should also be noted that the readability
levels of the elementary-level articles in both for-
mulas were not suitable for the intended age group
and that the magazine’s disclaimer states that cer-
tain articles may require the assistance of an adult
or parent. Table 3 presents examples of articles
representing each of the three reading levels.

Feature ELE INT ADV
Atesman 66.06 59.73 42.32
Cetinkaya 39.31 36.62 29.81

TTR 0.65 0.71 0.76

Table 2: Readability features across reading levels

4 Linguistic Features

In this study, we explore five subgroups of linguis-
tic features from our Turkish readability corpus:
traditional or surface-based features, syntactic fea-
tures, lexico-semantic features, morphological fea-
tures, and discourse features. We employ spaCy
v3.4.0 (Honnibal et al., 2020) with the pre-trained
tr_core_news_trf model2 for the majority of gen-
eral tasks, including entity recognition, POS tag-
ging, and dependency parsing. We use the Stanford
Stanza parser version 1.5.0 (Qi et al., 2020) for
constituency parsing.

4.1 Traditional Features (TRAD)
Traditional or surface-based features are commonly
used to predict the readability of Turkish texts, and

2https://huggingface.co/turkish-nlp-suite/tr_
core_news_trf

we also adopt them as a baseline for our study.
Specifically, we extract 7 traditional features, in-
cluding Turkish adaptations of well-known read-
ability formulas such as Atesman and Cetinkaya-
Uzun, as well as average numbers of words and
syllables per document. As noted by (Bezirci and
Yilmaz, 2010) in their evaluation of the Turkish
readability formulae, the impact of the number of
polysyllabic words on text complexity is different
from that of the total number of syllables present
in the text. Therefore, we also included the counts
of polysyllabic words (3-, 4-, and 5+ syllables) as
separate features in our analysis.

4.2 Syntactic Features (SYNX)

Syntactic properties have a significant impact on
the overall complexity of a given text, which serves
as an important indicator of readability. We extract
an array of syntactic features that capture various
dimensions of sentence structure.

Phrasal and dependency type features: Read-
ing abilities are related to the ratios involving
clauses in a text (Lu, 2010). We extract features
based on noun and verb phrases at sentence and
article levels. We integrate features based on the
unconditional probabilities of their dependency-
based equivalents (Dell’Orletta et al., 2011). These
encompass various types of syntactic dependen-
cies, including subject, direct object, and modifier,
among others.

Parse tree depth features: The depth and struc-
ture of dependency trees in a text can reflect the
level of sentence complexity. Following this princi-
ple, we extract the average and maximum depths
of the constituency and dependency tree structures
present in the text (Dell’Orletta et al., 2011).

Part-of-Speech features: Part-of-speech (POS)
tags provide essential information about the syn-
tactic function of words in sentences. Adapting the
work of Tonelli et al. (2012) and Lee et al. (2021),
we include features based on universal POS tag
counts. Such features offer insights into the dis-
tribution and usage of different word categories,
adding another layer of syntactic information.

4.3 Lexico-Semantic Features (LXSM)

Lexico-semantic features are a set of linguistic at-
tributes that can reveal the complexity of a text’s
vocabulary. These features can be used to identify
specific words or phrases that may pose difficulty or
unfamiliarity to readers (Collins-Thompson, 2014).

https://huggingface.co/turkish-nlp-suite/tr_core_news_trf
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Reading Level Example
Elementary Burası bir doğa koruma merkezi. Burada annesi ve babası olmayan turna yavruları

var. Merkezde çalışanlardan biri özel bir giysi giyip koluna bir turna kuklası geçirmiş.
(This is a nature conservation centre. There are crane chicks without a mother and
father. One of the workers at the centre wears a special suit and a crane puppet on
his arm.)

Intermediate Robotlar, insanların yaptığı işleri, onların yerine yapan karmaşık makinelerdir. Bu
işleri yapmak için programlanırlar. Otomatik olarak ya da uzaktan kumanda edilerek
belirli komutları yerine getirirler. (Robots are complex machines that do the jobs
that humans do, instead of them. They are programmed to do these jobs. They fulfil
certain commands automatically or by remote control.)

Advanced Pek çok canlıda manyetik algının varlığı bilimsel olarak biliniyor. Bakteri, salyangoz,
kurbağa ve ıstakoz gibi canlılar Dünya’nın manyetik alanını algılıyor, göçmen kuşlar
ve deniz kaplumbağaları yönlerini bu sayede buluyor, köpekler eğitildiklerinde sak-
lanmış çubuk mıknatısın yerini gösterebiliyor. (The existence of magnetic perception
in many living things is scientifically known. Bacteria, snails, frogs and lobsters can
sense the Earth’s magnetic field, migratory birds and sea turtles can navigate, and
dogs can point out a hidden bar magnet when trained to do so.)

Table 3: Example sentences for three reading levels

Lexical Variation features: Secondary lan-
guage acquisition research has found a correlation
between the diversity of words within the same
Part-Of-Speech (POS) category and the lexical rich-
ness of a text (Vajjala and Meurers, 2012). We
extract noun, verb, adjective, and adverb variations,
which represent the proportion of the respective
category’s words to the total.

Type Token Ratio (TTR) features: TTR is a
commonly used metric to quantify lexical richness
and has been widely employed in readability assess-
ment studies. We compute five distinct variations
of TTR from (Vajjala and Meurers, 2012). The stan-
dard TTR variations of a text sample are susceptible
to the text length, which can introduce bias in the
readability assessment. To address this limitation,
we also consider the Moving-Average Type–Token
Ratio (MATTR) (Covington and McFall, 2010).
The MATTR mitigates the length-dependency is-
sue by calculating the TTR score within a moving
window across the text.

Psycholinguistic features: We adopted word
frequencies obtained from the Turkish psycholin-
guistic database created by Acar et al. (2016). This
resource was built from transcriptions of children’s
speech and corpora of children’s literature, thus
containing words commonly acquired during early
development. It also includes words typically ac-
quired during adulthood from a standard corpus.
We extracted the average word and sentence fre-

quency for both early and late-acquired words. We
calculate features based on the average log10 val-
ues similar to the SubtlexUS corpus (Brysbaert and
New, 2009).

Word Familiarity features: Familiarity with
specific words can greatly affect readability. Based
on prior work on Italian (Dell’Orletta et al., 2011)
and French (François and Fairon, 2012) readability
studies, we assessed the vocabulary composition
of the articles using a reference list of 1700 basic
words essential for achieving elementary reading
proficiency in Turkish. This list, a combination of
the first 1200 words taught to children aged 0-6
(Keklik, 2010) and a set of essential words from
an open-access textbook3 for learning Turkish, pro-
vides a benchmark for vocabulary familiarity. We
calculated the percentage of unique words (types)
in the text based on this reference list, performed
on a lemma basis.

4.4 Morphological features (MORPH)

Morphological complexity plays a significant role
in readability assessment, particularly in languages
that are morphologically richer than English such
as German (Hancke et al., 2012) and Basque
(Gonzalez-Dios et al., 2014). In our study, we inte-
grate the Morphological Complexity Index (MCI)
from Brezina and Pallotti (2019). The MCI cap-

3https://www.turkishtextbook.com/
most-common-words/
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tures the variability of morphological exponents of
specific parts-of-speech within a text by comparing
word forms with their stems. We calculate MCI
features for verbs, nouns, and adjectives, consider-
ing different sample sizes and sampling techniques
with and without repetition. MCI has been lever-
aged in cross-lingual readability assessment frame-
works, proving its applicability across languages
with varying morphological structures (Weiss et al.,
2021). However, these studies have not explored
agglutinative languages such as Turkish and Hun-
garian.

4.5 Discourse features (DISCO)

The final group of features we examine are entity
density features. The presence and frequency of
entities within a text can significantly impact the
cognitive load required for comprehension. Enti-
ties often introduce new conceptual information,
thereby increasing the burden on the reader’s work-
ing memory. This relationship between entities and
readability was previously shown by Feng et al.
(2009, 2010).

5 Experiments

We experiment with four different setups: trad-
baseline (non-neural model with shallow features),
modern-baseline (non-neural model with linguis-
tic features), neural (pretrained transformer mod-
els), and hybrid (modern-baseline + neural). We
use 10-fold cross-validation (10FCV) and evaluate
our models using standard metrics such as accu-
racy, precision, recall, and macro F1-score. Specif-
ically, we choose traditional learning algorithms
such as Logistic Regression, Support Vector Ma-
chines, Random Forest and XGBoost as our base-
line models. We perform a randomised search to
explore a reasonable range of hyper-parameter val-
ues. We apply a grid search to identify the optimal
combination of hyper-parameter values within this
range.

5.1 Non-Neural Models with Linguistic
Features

Given the lack of available baselines for the read-
ability task in Turkish, our first objective is to es-
tablish a baseline for the readability task. This
baseline (trad-baseline) is designed to be on par
with traditional readability formulas and is reliant
on shallow linguistic features such as sentence and
word lengths. By establishing this baseline, we

are effectively creating a benchmark that allows
for meaningful comparison between the traditional
readability formulas, which are the only available
methods in readability assessment for Turkish. We
expand our feature set and include a more diverse
set of linguistic feature groups (modern-baseline).
We are interested in the performance of individ-
ual features, but we also aim to identify the best-
performing combinations when these features are
assembled into linguistic groups.

5.2 Neural Models

We extend the established usage of transformer-
based models in readability assessment (Deutsch
et al., 2020; Martinc et al., 2021; Lee et al., 2021)
and opt for the BERTurk model4 for our analysis.
We tested multiple learning rates and batch sizes
to ascertain the optimal configuration for our task.
Specifically, we examined the learning rates of [1e-
5, 2e-5, 3e-5, 1e-4] and the batch sizes of [8, 16,
32]. Our final model used AdamW optimizer, linear
scheduler with 10% warmup steps, batch size of 8,
and learning rate of 3e-5. The sequence lengths of
our input documents were all set to 512 tokens. We
fine-tune our model for three epochs.

5.3 Hybrid Model

In our study, we experiment with a hybrid model
approach that aims to leverage the strengths of both
neural and non-neural models in an ensemble learn-
ing strategy. The premise behind the hybrid model
is based on the observation that while neural mod-
els such as BERT have demonstrated robust per-
formance across diverse tasks, they could still ben-
efit from incorporating human-defined linguistic
features, which have been key components in tra-
ditional non-neural models (Deutsch et al., 2020).
Our hybrid model takes a straightforward approach
similar to that of Imperial (2021) and Lee et al.
(2021). It combines the soft label predictions gen-
erated by the neural model with handcrafted fea-
tures. These features are then used as input to a
non-neural (Random Forest) model.

6 Results

We compare the performance of traditional and
modern baselines to illustrate the process of arriv-
ing at the best-performing model. The process of
feature and model selection for the baseline models

4https://huggingface.co/dbmdz/
bert-base-turkish-uncased
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Model Acc (%) Rec Prec F1
SVM 78.1 78.1 79.0 77.6
RandomF 85.3 85.3 85.1 85.1
LogR 83.7 83.6 83.7 83.5
XGBoost 84.1 84.0 84.0 83.7

Table 4: Performance comparison (modern-baseline) of
readability models

was carried out based on the results obtained from
different combinations.

6.1 Baseline: Feature and Model Evaluation

Linguistic Features Acc (%)
TRAD 65.7
+ LXSM 76.4
+ SYN 82.5
+ MORPH 83.6
+ DISCO (ALL) 85.3

Table 5: Incremental contribution of each feature to the
RandomF model

Through evaluation of four distinct models,
namely Support Vector Machines (SVM), Random
Forest (RandomF), Logistic Regression (LogR),
and XGBoost, we assessed combinations of five
different linguistic groups: traditional (TRAD),
lexico-semantic (LXSM), syntactic (SYNX), mor-
phological (MORPH), and discourse (DISCO) fea-
tures. Table 6 provides a comparative view of these
models’ performance when trained using the full
combination. Among the four models evaluated,
the Random Forest model delivered the highest per-
formance with 85.3%. Importantly, all of the lin-
guistic groups used provide orthogonal or distinct
information. Table 5 demonstrates how each con-
tributing linguistic group incrementally improves
the accuracy of the Random Forest model. Their
combined strength ultimately achieves the highest
overall accuracy score.

Model Acc Prec Rec F1
trad-baseline 65.7 67.5 66.8 66.7
modern-baseline 85.3 85.3 85.1 85.1
neural 92.8 93.1 92.6 92.8
hybrid 96.1 96.1 95.6 95.8

Table 6: Performance comparison of readability ap-
proaches

The varying levels of performance between dif-

ferent approaches is demonstrated in Table 6. The
hybrid model, which combines the strengths of
both traditional and neural methodologies, outper-
forms all other models, securing the highest val-
ues for accuracy, precision, recall, and F1 score.
Following the hybrid model, the neural model per-
forms the best. The neural model (BERT) demon-
strates an enhanced ability to capture nuanced
characteristics of text readability, exhibiting supe-
rior performance to the baseline models without
any handcrafted linguistic features. The modern
baseline, incorporating five different linguistic sub-
groups, achieves superior performance compared
to the traditional baseline. This highlights the ad-
vantage of leveraging an extended set of linguistic
features over merely relying on surface-level fea-
tures typical of traditional readability formulae.

7 Discussion

7.1 Model Interpretation
In order to gain insights into the significance
of individual linguistic features within our best-
performing model, the RF model, we utilised two
well-established model interpretation techniques
specifically designed for Random Forest models:
Feature Permutation and Mean Decrease in Impu-
rity (MDI) as shown in Figure 1 and 2.

Figure 1: Feature importance by permutation on full
model

7.2 Feature Correlation
We also considered model-independent analysis
through Spearman correlation to gain additional
perspective into the importance of features with
respect to readability levels. Table 7 presents the
ten features with the highest Spearman correlation



Figure 2: Feature Importance importance by MDI on
full model

coefficients highlighting the significance of read-
ability assessment.

Group Feature ρ

TRAD Sentence Length Mean 0.487
TRAD Polysyllable Count 0.467
LXSM Child Corpus Proportion 0.433
SYNX Mean Tree Depth 0.419
LXSM Lexical Verb Variation 0.403
LXSM Early Frequency PW 0.385
LXSM Corrected TTR Score 0.352
LXSM Lexical Density 0.321
LXSM Lexical Noun Variation 0.297
SYNX Noun Phrase Per Word 0.278

Table 7: Top ten features ranked by their Spearman
correlation coefficients

7.3 Lingustic Features

The analysis of feature importance consistently
highlights the significant role of simple measures
such as average sentence length and polysyllable
counts. These findings align with previous research,
where it has been shown that even compared to
more complex feature extraction methods, a sim-
ple measure such as sentence length can indirectly
capture multiple linguistic aspects of readability.
Furthermore, our analysis demonstrates that lexico-
semantic features play a prominent role in deter-
mining readability. This is evident from the per-
formance improvement observed when including
LXSM linguistic feature set in the modern-baseline
method. It indicates that while traditional features
are indeed valuable, incorporating fine-grained in-

formation at the semantic and lexical level can lead
to an even better understanding of overall readabil-
ity. The consistent presence of the syntactic feature
"mean tree depth" further supports the relationship
between sentence length and syntactic complexity.
The correlation between mean tree depth and mean
sentence length suggests that the structural com-
plexity captured by syntactic features aligns with
the overall complexity of sentences.

8 Conclusion

We introduced a new readability corpus based on
popular science magazine articles, providing a valu-
able resource for future research in Turkish read-
ability assessment. By exploring the effectiveness
of linguistic features at different levels, we have
demonstrated their superiority over traditional read-
ability formulae and shallow-level features. Our
findings emphasise the importance of incorporat-
ing fine-grained linguistic features, as they provide
more comprehensive insights into the complexity
of Turkish texts. We showed the potential of hy-
brid models that combine fine-grained features with
neural models by leveraging the strengths of both
linguistic features and state-of-the-art transformers.
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