
Transformer-Based Analysis of Sentiment Towards German Political
Parties on Twitter During the 2021 Election Year

Nils Constantin Hellwig
Media Informatics Group
University of Regensburg

Regensburg, Germany
nils-constantin.hellwig@student.ur.de

Markus Bink
Media Informatics Group
University of Regensburg

Regensburg, Germany
markus.bink@student.ur.de

Thomas Schmidt
Media Informatics Group
University of Regensburg

Regensburg, Germany
thomas.schmidt@ur.de

Jakob Fehle
Media Informatics Group
University of Regensburg

Regensburg, Germany
jakob.fehle@ur.de

Christian Wolff
Media Informatics Group
University of Regensburg

Regensburg, Germany
christian.wolff@ur.de

Abstract

Twitter has become an important platform for
political discussions among both politicians
and the public and was extensively used during
the 2021 federal election in Germany. Previous
research examined the sentiment of the major
political actors during that election on Twitter,
but it remains unclear how the German public
responded to them on Twitter in terms of senti-
ment. We analyzed a corpus of 713,742 tweets
mentioning the Twitter handle of 89 of the most
important party and politician accounts. We
annotated a subset of 2,000 of these tweets re-
garding their sentiment and used this and other
annotated corpora to implement and evaluate
sentiment analysis algorithms based on single-
label classification (positive, negative and neu-
tral). We achieved best results with the German
BERT model gbert-large using a combination
of our annotated corpus and a previously anno-
tated corpus from the same context as training
material. This model achieves an average accu-
racy of 81.8% in a 5x5 cross-validation setting.
Applying sentiment analysis on the overall cor-
pus revealed that the majority of the tweets
expressed negative sentiments. We investigated
sentiment developments per party and show
that sentiment was driven by significant events
such as the implementation of stricter COVID-
19 regulations.

1 Introduction

In 2021, the 20th German federal election took
place, with the reigning chancellor Angela Merkel
not running again after 16 years in office. After
the election, Angela Merkel’s party, the Christian
Democratic Union (CDU), was no longer part of

the government and a coalition was formed con-
sisting of the Social Democratic Party (SPD), the
Green Party (BÜNDNIS 90/DIE GRÜNEN), and the
Free Democratic Party (Liberals, FDP). According
to the opinion polling institute Infratest Dimap, a
strong change in the political mood in the form of
voting intention could be observed among voters
during the election year.1 Due to ongoing restric-
tions in the wake of the pandemic, campaigning
by the respective parties on social media platforms
like Twitter2 played a special role in this election.
Twitter is one of the most popular social media
platforms and a micro-blogging platform where
users can send out short posts (“tweets”) which can
then be viewed by other users. Tweets are limited
to 280 characters (as of January 2023) and may
also contain images, videos, links or hashtags, i.e.
keywords marked with a “#”-sign. It is possible to
mention other users in tweets by using their Twitter
handle (e.g. @OlafScholz for the current German
chancellor’s account).

Twitter has become a popular platform for all
sorts of analysis in Natural Language Processing
(NLP) and Computational Social Science (CSS)
including sentiment analysis. Sentiment analysis,
also known as opinion mining, is the computational
method to predict the sentiment, attitude, or opin-
ion of media, predominantly text (Liu, 2020) and
has major application areas in the analysis of social
media (Schmidt et al., 2020), online reviews (Fehle

1https://www.infratest-dimap.de/
umfragen-analysen/bundesweit/sonntagsfrage

2As of July 2023, Twitter has been rebranded as X. How-
ever, we will use the name “Twitter” in this paper since the
data was acquired before the rebranding and “Twitter” is still
a common reference for the platform.
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et al., 2023), healthcare NLP (Moßburger et al.,
2020) or narrative texts (Schmidt and Burghardt,
2018). The method has also been used extensively
in the political context on Twitter to quantify both
public sentiment towards political parties and ac-
tors (Agarwal et al., 2018; Yaqub et al., 2020), pre-
dict election results (Ibrahim et al., 2015; Ramteke
et al., 2016), and to describe and relate sentiment
of parties with one another (Tumasjan et al., 2011;
Caetano et al., 2018). Previous research analyzed
the tweets of major political accounts during the
2021 federal election in Germany and identified,
among other things, a tendency towards negativ-
ity by opposition parties and significant sentiment
changes before and after election day (Schmidt
et al., 2022).

We build on this research but shift the focus from
the political actors to the general public. In this pa-
per, we perform sentiment analysis to analyze how
the most important German political parties and
their politicians were perceived on Twitter during
the 2021 federal election campaign year. We have
built a corpus of 713,742 tweets that were posted
throughout the election year 2021 and that men-
tion a selection of 89 political party accounts and
politicians from the major German parties using
their Twitter handle. Our research questions are as
follows:

• How does the sentiment of the tweets differ
comparing the major parties and comparing
opposition and government parties?

• How does the sentiment expressed in tweets
change over the course of the election year?

• How does the sentiment of tweets from po-
litical parties differ compared to tweets from
users mentioning accounts of those parties?

Our main contributions are as follows:

• Acquisition and preparation of a corpus con-
sisting of 713,742 tweets mentioning (using
@-sign) 89 Twitter accounts by the major po-
litical German parties.

• Annotation of sentiment for a sub-corpus of
2,000 tweets.

• A fine-tuned and optimized German BERT
model using annotations as training material.

• The analysis of classification results on the en-
tire corpus focused on the proposed research
questions.

Although sentiment analysis of the tweets of
political actors during the 2021 German Federal
Election has been already explored (Schmidt et al.,
2022), to the best of our knowledge, no prior work
has investigated citizens’ sentiment during this elec-
tion.

2 Related Work

2.1 Methods for Sentiment Analysis

Previous sentiment analysis research on Twitter
has employed diverse approaches, ranging from
lexicon-based methods (Elbagir and Yang, 2019;
Hutto and Gilbert, 2014) to machine learning ap-
proaches like support vector machines (Awwalu
et al., 2019; Xia et al., 2021), word embeddings
(Lilleberg et al., 2015; Joulin et al., 2017) or neural
networks (Zhang et al., 2018; Minaee et al., 2021;
Xia et al., 2021). However, transformer-based mod-
els such as BERT (Devlin et al., 2019) and ELEC-
TRA (Clark et al., 2020) which are trained on huge
amounts of unlabeled textual data are currently con-
sidered state-of-the-art in a variety of NLP tasks
including sentiment analysis (Dang et al., 2020;
Qiu et al., 2020; Schmidt et al., 2021a). BERT-
based models are available for many languages,
and there are versions that have been fine-tuned
on specific domains or languages. For example,
for the German language, deepset3 published large
models that are trained on over 160 GB of German
texts (Chan et al., 2020). In the context of Twitter,
there are also some BERT-based models such as
BERTweet (Nguyen et al., 2020) and TwHIN-BERT
(Zhang et al., 2023) that have been fine-tuned on
English tweets. In the field of political sentiment
analysis, transformer-based models usually outper-
form lexicon-based methods and traditional ma-
chine learning methods (Chintalapudi et al., 2021;
Fehle et al., 2021; Schmidt et al., 2022). Thus, we
will focus on this approach for the implementation
of our sentiment analysis.

2.2 Sentiment Analysis in the Context of
Twitter for Political Research

Analyzing the sentiment of politicians’ or political
party tweets has been shown to accurately reflect
the political orientation of these politicians or po-
litical parties. Tumasjan et al. (2011) found that
the party sentiment profiles corresponded to how
similar their political views between parties were.

3https://www.deepset.ai/
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Additionally, politicians from opposing parties ex-
pressed opposing sentiments. Moreover, tweets
during the 2016 American presidential election of
both users and political actors have been used to
identify homophily, i.e. “the tendency for individu-
als to interact with similar others”(Fu et al., 2012;
Caetano et al., 2018). More recently, Schmidt et al.
(2022) showed that in the 2021 German Federal
election, the sentiment expressed in tweets of ma-
jor parties was largely negative. Additionally, gov-
erning parties expressed more positive sentiments
compared to those in the opposition.

Tweets have also been used to localize public
opinion towards political actors in elections (Agar-
wal et al., 2018; Yaqub et al., 2020). Using both,
geospatial data and sentiment analysis of tweets,
Agarwal et al. (2018) have shown how political
actors were perceived across the globe in the con-
text of the EU Referendum regarding whether the
UK should leave or stay in the EU. Likewise,
Yaqub et al. (2020) evaluated the similarity be-
tween the sentiment of location-based tweets and
on-ground public opinion and show that it corrobo-
rates with the election result. Similarly, Chaudhry
et al. (2021) analyzed Twitter sentiment before,
during, and after the 2020 US election on a state
level. They find that the sentiment corresponded
to a large degree with the final election results. Ali
et al. (2022) investigated the sentiment expressed
in tweets about Joe Biden and Donald Trump in the
lead up to and aftermath of the 2020 US presiden-
tial election. Their findings indicate that following
the election outcome, there was an increase in posi-
tive sentiment towards the winner Joe Biden. Using
the public citizen sentiment of tweets regarding po-
litical candidates has also been shown to be useful
in predicting the outcome of elections (Ibrahim
et al., 2015; Ramteke et al., 2016).

3 Methodology

3.1 Data Acquisition

In order to capture the sentiment towards political
actors on Twitter, we collected tweets that used the
Twitter handles (using the @-sign) of a selection
of accounts of parties represented in the Bundestag.
The seven parties in the Bundestag were taken into
account (whereby these were the same parties be-
fore and after the election). For each party, the
ten politicians’ accounts with the most followers
were considered (as of January 2022). In addition,
tweets were collected that mentioned the three offi-

cial party accounts with the most followers of the
seven parties. Since the parties CDU and CSU
form a parliamentary group and the CSU repre-
sents the state of Bavaria only, these parties were
considered as a single party in the following anal-
ysis. Thus, the party accounts of CDU and CSU
were summarized to four accounts. In total, 89 ac-
counts were included in the analysis, which are the
same as those considered by Schmidt et al. (2022)
to enable direct comparisons between the sentiment
expressed by political actors and the sentiment of
public citizens towards them in the discussion. A
full list of the accounts can be found in tables 6 and
7 in the appendix.

For the collection of tweets, we used Twint4,
a Python library that allows downloading large
amounts of tweets. For each account, tweets were
collected for two random days in each month of
2021. For one day, all tweets that mentioned the
account with an @-sign were scraped. We have
chosen these selection criteria due to resource and
API limitations we would encounter when work-
ing with all tweets mentioning the 89 accounts for
this year (∼ 11 million tweets). We argue that
the acquired corpus is still appropriate in size and
representative in the context of our research goals.

Subsequently, tweets that did not have a German
language code were filtered, as well as tweets in
which the account under consideration mentioned
itself. After filtering, the final corpus consists of
707,241 tweets and over 22 million tokens in total
(see table 1 for general statistics of the corpus). The
accounts of the parties SPD and CDU/CSU, which
formed the government until the federal election,
were mentioned in far more tweets and the party
DIE LINKE the least compared to the other parties.

3.2 Data Annotation

We annotated a subset of randomly selected 2,000
tweets in order to train a machine learning model.
The proportion of tweets related to a party in the
annotated subset corresponded to the proportion
in the entire corpus. The tweets were annotated
independently of each other by five native speakers
who were students or research assistants. Annota-
tors received an annotation manual and a guided
instruction session. Each tweet of the annotation
subset should be assigned to one of the following
sentiment labels by the annotators:

4https://github.com/twintproject/twint, https:
//github.com/kevctae/twint
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Mentioned
Party

Political
Orientation

Pre-
Election

Post
Election # Tweets % # Tokens

avg.
Tweet

Length
SPD center left government government 228,415 32.3 7,153,549 31.32

CDU/CSU center right government opposition 227,683 32.2 7,097,145 31.17
DIE GRÜNEN left, ecological opposition government 73,261 10.4 2,408,946 32.88

FDP liberal opposition government 79,815 11.3 2,607,610 32.67
AfD far right opposition opposition 57,572 8.1 1,636,144 28.42

DIE LINKE far left opposition opposition 40,495 5.7 1,340,331 33.10
Total - - - 707,241 100 22,243,725 31.45

Table 1: General corpus statistics.

1. positive: Tweet has a predominantly positive
connotation.

2. negative: Tweet has a predominantly negative
connotation.

3. neutral: Tweet has a neutral sentiment tone.

4. mixed: Tweet contains positive and negative
elements, with no predominant tendency to-
wards positive/negative connotation.

Examples of annotations are shown in table 4
in the appendix. We acquired three annotations
per tweet. Fleiss‘ κ and Krippendorff’s α were
calculated to measure the inter-rater agreement.
Both Fleiss‘ κ and Krippendorff’s α are 0.61;
percentage-wise agreement is on average 66%.
These values point towards substantial agreement
according to Landis and Koch (1977).

Annotation # Tweets Proportion
positive 120 6,00%
negative 976 48,80%
neutral 777 38,85%
mixed 87 4,35%
no majority 40 2,00%

Table 2: Distribution of the sentiment classes of the
annotated subset.

We assigned each tweet the majority annotation
class and removed all tweets with no majority or
mixed as majority annotation class since we per-
form sentiment analysis on a three class setting
(neutral, positive, negative). The annotated corpus
consists of 1,873 tweets after this filtering. The
distribution of the majority labels for the annotated
tweets is shown in table 2. The majority of tweets
were annotated as negative (48.8%) while only few
tweets are annotated as positive (6%).

3.3 Sentiment Analysis Model Training

Since large language models such as BERT are
considered state-of-the-art in text classification, we
decided to use gbert-large by deepset, a pre-trained
model based on the BERT architecture (Chan et al.,
2020) and one of the largest German language
transformer-based models, as the base model. It
also proved to be the best classification model in a
similar setting (Schmidt et al., 2022). The model
was loaded and implemented via Hugging Face’s5

model hub and fine-tuned for the downstream task
of single-label classification on tweets with the
classes: negative, positive and neutral. We used
three different data sets for this fine-tuning process:
(1) our 1,873 annotated tweets, (2) the 1,785 anno-
tated tweets by Schmidt et al. (2022) which consists
of tweets by politicians of the same election con-
text and (3) the GermEval 2017 dataset (Wojatzki
et al., 2017). GermEval 2017 consists of German
sentiment-annotated posts from the field of cus-
tomer feedback (Wojatzki et al., 2017) and is one
of the most popular training corpus for sentiment
analysis in German. We used the 26,209 annotated
documents, referred to as the “main dataset” by
Wojatzki et al. (2017). We evaluated a total of 4
different approaches with these three datasets in a
5x5 stratified cross-validation setting:

• BERT-1: Using 80% of dataset (1) for train-
ing and evaluating the model accordingly with
20% for all 5 cross-validation runs.

• BERT-2: As of BERT-1 + dataset (2) for train-
ing.

• BERT-3: As of BERT-1 + dataset (3) for train-
ing.

5https://huggingface.co/
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• BERT-4: As of BERT-1 + dataset (2) and (3)
for training.

All models were trained for five epochs, with a
batch size of 16 for both training and evaluation.
AdamW (Loshchilov and Hutter, 2019) was used
as optimizer with a learning rate of 5e-6. This hy-
perparameter setting proved to achieve best results
in our experiments. All models were trained on an
NVIDIA GeForce GTX 1080 Ti GPU with 11 GB
VRAM. The evaluation was solely carried out on
the respective subset of our annotated dataset. For
the implementation of the models and the evalua-
tion we used Pytorch (Paszke et al., 2019), Trans-
formers (Wolf et al., 2020) and scikit-learn (Pe-
dregosa et al., 2011).

4 Results

4.1 Evaluation of the BERT Models
The results for the evaluation are shown in table 3.
For all metrics, the best performance was achieved
with BERT-2. The average accuracy is 81.8%,
with precision and recall being higher for the nega-
tive and neutral classes than for the positive class.
The worst accuracy was achieved with BERT-3,
although BERT-1 and BERT-4 are only slightly
better.

4.2 Analysis of Classification Results
All 707,241 tweets in the corpus were then clas-
sified using BERT-2. Thus, the final fine-tuned
model was trained with 3,658 tweets: 606 (17%)
positive, 1,512 (41%) negative and 1,540 (42%)
neutral. We first present distribution and word fre-
quency results and follow up with the analysis of
time-based sentiment progressions. Please refer
to table 5 in the appendix for election results to
support the analysis and interpretation of the data.

4.2.1 General Analysis
As figure 1 shows, the majority of tweets were
classified as negative (54.4%). Looking at the par-
ties individually, we can see that for each party
over 50% of the tweets were classified as negative,
which is about the same as for the annotation sub-
set. Tweets mentioning AFD accounts have the
largest share of tweets classified as negative, while
the FDP has the smallest share. However, for each
party, over 50% of the tweets were classified as
negative. Furthermore, it can be observed that the
sentiment of the tweets that mentioned the parties
that formed a government after the election (SPD,

Combined SPD CDU/CSU Grüne FDP AfD Die Linke
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Figure 1: Distribution of the sentiment annotation for
all parties.

DIE GRÜNEN, FDP) have the lowest proportion
of negative tweets in comparison to the parties that
would become the opposition (CDU/CSU, AfD,
DIE LINKE). This might be due to an overall more
positive representation in the public after the elec-
tion for the winning parties.

For preliminary semantic analysis, we inves-
tigated the word frequencies of the three senti-
ment classes, looking for the most common pos-
itive or negative terms. In order to enhance the
interpretability of the results, we removed stop
words and all @-mentions from the tweets. An-
alyzing the word frequencies in negative tweets
revealed frequent occurrences of terms such as
“Corona”, “Merkel” or “Impfung” (German for vac-
cination), showing the importance of COVID in
the political discourse of that year. Terms such as
“Danke” (thank you), “gut” (good) or “Herzlichen
Glückwunsch” (congratulations) are most common
among the positive tweets, indicating that post-
election celebrations were the major source for
positive tweets. Word clouds illustrating the word
frequencies of all negative and positive tweets are
presented in figures 4 and 5 in the appendix.

4.3 Diachronic Sentiment Analysis

We also carried out a diachronic sentiment analy-
sis (similar to Schmidt et al., 2022). Tweets that
were classified as positive were assigned +1, neu-
tral tweets 0, and negative tweets -1. These values
were then aggregated for tweets of each month and
party for the election year 2021 and a mean senti-
ment score was calculated by averaging this value
with the number of all tweets of that month and
party (see figure 2). It is noticeable that the parties’
curves are often in sync with each other and are



BERT-1 1 BERT-2 1+2 BERT-3 1+3 BERT-4 1+2+3

Accuracy 80.1 81.8 79.7 80.4
F1 Macro 74.3 77.5 73.9 75.2
F1 Micro 80.1 81.8 79.7 80.4
F1 Weighted 80.0 81.7 79.5 80.2
Precision positive 71.0 71.0 69.8 69.3
Precision negative 83.5 84.8 83.0 83.8
Precision neutral 77.2 79.8 76.9 77.6
Recall positive 55.0 66.7 55.8 60.0
Recall negative 86.2 86.6 85.2 85.4
Recall neutral 76.4 78.1 76.3 77.2
1 = Our Annotations, 2 = Annotations by Schmidt et al. (2022), 3 = GermEval 2017

Table 3: Results of the training of the different BERT models for the classification of sentiment.
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Figure 2: Mean sentiment of tweets mentioning the political accounts over the course of the election year.

constantly below -0.3 with only a few exceptions
showing the dominant overall negativity in tweets
that are mentioning political actors. It can be seen
that the sentiment of the tweets deteriorated for all
parties from January to February and October to
November and improved from November to De-
cember. Tweets mentioning the AFD are the most
negative for 11 months compared to the other par-
ties, while for six months tweets mentioning the
FDP are the most positive compared to the other
parties.

To take a closer look at the period around elec-
tion day, figure 3 shows the average sentiment
of tweets mentioning the respective party for six
weeks before and after the election day. Six weeks
before the election day there are only small out-
liers but in general the sentiment remains approx-
imately constant. Within the week starting on the
election day, it is particularly noticeable that the

sentiment of tweets mentioning DIE GRÜNEN was
more positive compared to those mentioning DIE

GRÜNEN in the previous week (about +0.4) and
there is a clear outlier. The tweets mentioning the
other two election winners (in terms of percent-
age gains) SPD and FDP were also more positive
compared to the other three parties CDU, AFD
and DIE LINKE, which recorded percentage losses
in the election. Finally, within a week starting on
17 October, tweets that mentioned the SPD, DIE

GRÜNEN and the FDP became more positive com-
pared to the previous week, especially for the SPD
(a major election winner) a clear change can be
observed (about +0.3).

5 Discussion

In the following section, we discuss and interpret
the overall results and highlight interesting findings.
To discuss our third research question, we refer to
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Figure 3: Mean sentiment of tweets mentioning parties over the course of 6 weeks before and after the election.

research by Schmidt et al. (2022) who did a similar
study but analyzed the tweets of the 89 political
actors themselves and not tweets mentioning them.

Considering the general corpus, it is notice-
able that the parties in power until the election,
CDU/CSU and SPD, were mentioned more often
by tweets than the four opposition parties. Further-
more, it can be seen that the tweets are on average
shorter than the tweets from the accounts of the
political parties themselves. The tweets by the
accounts of the political parties are 53.4 tokens
long on average (Schmidt et al., 2022), whereas the
tweets that mention the political parties, as shown
in this paper, are only 31.45 tokens long. This may
be because politicians, being in the public eye, are
more cautious about the language and information
they share. Conversely, public citizens may simply
want to express their emotions towards others, and
therefore, do not feel the same pressure to use more
words and explain themselves in more detail.

We annotated a subset of 2,000 tweets from the
corpus and achieved substantial agreement among
the annotators. Sometimes, annotations showed dis-
agreement, particularly in cases where tweets con-
tained ironic and sarcastic language, or expressed
mixed sentiments. This made it difficult for individ-
ual annotators to determine the overall sentiment of
the tweet, resulting in varied interpretations. The
annotated data set was then used to fine-tune a
BERT model. The best of the evaluated models
achieved an accuracy of about 81.8%. Methods
of hyperparameter optimization and dealing with
the class imbalance by assigning weights to labels

for loss calculation during training showed no im-
provements. However, overall, the accuracies are
in line with similar classification results in German
(Chan et al., 2020).

Using the best model, we then classified the sen-
timent of the tweets of the entire corpus, with more
than half of the tweets being classified as negative
and less than 10% as positive. Compared to the
tweets from the accounts of the political parties
themselves (Schmidt et al., 2022), the sentiment is
far less positive and more negative in average. This
could possibly be attributed to politicians using
positive and diplomatic language to gain support
for their policies while avoiding offending anyone,
whereas citizens tend to use negative language to
express their frustration or dissatisfaction with po-
litical events or decisions. Regarding party-based
classification results, we showed that tweets refer-
ring to the AFD were most often classified as nega-
tive compared to the other parties. Tweets about the
election winner parties showed the most positive
sentiment.

Subsequently, we analyzed how the sentiment
in the tweets has evolved over the course of the
election year. We identified several overall sen-
timent drops and peaks. The drop in sentiment
observed in tweets from January to February could
be explained by the ongoing discussions of state-
level COVID-19 regulations during that period,
as indicated by the corresponding term frequen-
cies for these months. In these two months, terms
such as “Lockdown”, “Pandemie” (pandemic) and
“Corona” were frequently used in tweets. The drop



in sentiment from October to November can proba-
bly also be explained by the fact that new COVID-
19 restrictions were discussed after the summer, at
which time similar terms were mentioned in the
tweets. At the time of election day in September,
the peak of DIE GRÜNEN is particularly noticeable
and can be explained because they recorded the
strongest percentage gain compared to the other
parties. These findings are consistent with previous
research (Ali et al., 2022) which has shown that
there tends to be an increase in positive sentiment
regarding the winning candidate around the time
of the election and the announcement of the results.
On the other hand, the CDU is the party where
the tweets mentioning their accounts have the low-
est sentiment in September and the week after the
election compared to the other parties. Presumably,
this can be explained since they lost the most votes
in percentage compared to the last election. Fi-
nally, the increase in sentiment from November to
December is likely due to the election of a new fed-
eral cabinet. This is supported by the most frequent
words used in these months like “Glückwunsch”,
“Gratulation” (both congratulation) and “Erfolg”
(success). Comparing the changes in sentiment
over the year, there are differences and similari-
ties comparing tweets from political party accounts
(Schmidt et al., 2022) and tweets mentioning them,
as studied in this paper. Our findings indicate that
the parties do not have similar tops and lows and
that the parties’ courses of the sentiment are more
asymmetric to each other. Nevertheless, the highs
and lows in February, November and December
are also recognizable and prove that major interna-
tional and national events influence both in similar
way politicians’ tweets and tweets by the public
about them. Our results also show that the senti-
ment of the AFD is more negative in most months
compared to the other parties. But in comparison,
the CDU is not the party whose tweets show the
most positive sentiment in most months. Among
the tweets we looked at, the CDU is the party with
the most positive tweets only in December, most
often it is the FDP.

6 Limitations and Future Work

Our work provides insights on how the political par-
ties were perceived on Twitter in the election year
2021 and we contribute resources to the research
area of sentiment analysis in German. However,
there are limitations of our work that we intend to

address in future work: Due to the high number
of tweets mentioning party accounts, we decided
not to collect tweets for all days within the election
year and instead acquired tweets for two random
days of each month in 2021. This certainly limits
the representativeness of our corpus, since critical
events or fluctuations in public sentiment may have
been overlooked, like the 2021 European Floods,
killing 196 in Germany6 which had a strong impact
in Germany during the election campaign. Fur-
thermore, our corpus contains tweets that mention
multiple accounts, which can dilute the sentiment
targeted at the primary party or politician of interest.
Another limitation is the accuracy of the trained
model. While it is in line with similar studies and
evaluation results (Chan et al., 2020), we plan to
improve accuracies by annotating more tweets and
exploring more methods of hyperparameter opti-
mization. We want to address the performance also
with more sophisticated methods to deal with class
imbalance (Buda et al., 2018). Moreover, we will
investigate the addition of more complex classes
similar to emotion classification (Schmidt et al.,
2021b; Dennerlein et al., 2023), as the annotators
also reported that nuanced emotions occurred often.
Furthermore, Twitter also offers multimedia con-
tent that we intend to explore via computer vision
based sentiment- and emotion analysis (Schmidt
et al., 2021c; Schmidt and Wolff, 2021; El-Keilany
et al., 2022). Lastly, we also want to highlight that
Twitter is not as popular in Germany as in other
countries and thus represents a limited subsection
of public social media sentiment. According to
surveys, 10% of Germans use Twitter regularly7

compared to 23% of U.S. adults.8 In addition to
that, we intend to improve upon the semantic explo-
ration of our data via more sophisticated methods
like topic modeling and named entity recognition.
On the annotation side, we plan to investigate pos-
sibilities of more fine-grained annotation to gain
a better understanding of the annotation theory on
this material. Parts of our research and more infor-
mation about this project are publicly available to
support further research in this area.9

6Cf. https://en.wikipedia.org/wiki/2021_
European_floods.

7https://de.statista.com/statistik/
daten/studie/171006/umfrage/
in-anspruch-genommene-angebote-aus-dem-internet/

8https://www.statista.com/statistics/232818/
active-us-twitter-user-growth/

9https://github.com/NilsHellwig/Twitter_
German_Federal_Election_Perception_2021
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A Appendix

A.1 Annotation Examples

Annotation Tweet Author Mentioned Account
(Party)

positive (Offenbar) Unpopular opinion: Ich mag
@ArminLaschet als Persönlichkeit und
kann ihn mir als Kanzler durchaus
vorstellen.

@fredschorn
@ArminLaschet
(CDU)

negative @derspiegel Scholz versagt irgendwie,
@Karl_Lauterbach, tun Sie etwas.

@1worldvs1virus
@Karl_Lauterbach
(SPD)

neutral @rRockxter @europeika @CDU Was hat
denn die CDU mit dem Christentum zu
tun?

@123JulianN321
@CDU
(CDU)

mixed @GrueneBundestag @BriHasselmann
Grüne Verbots Partei.. ahnungslos Glück-
lich

@Paellamixta
@GrueneBundestag
(Die Grünen)

no majority @gb_1960 @SWagenknecht Die Gehirn-
wäsche hat gewirkt. Du hättest herrlich in
die DDR gepasst.

@MaierJrg1
@SWagenknecht
(Die Linke)

Table 4: Annotation Examples: For the first four tweets, the annotators were unanimous, the last example was
annotated as neutral, positive and mixed (no majority).

A.2 Results of German Federal Election 2021

Party Full Name 2021 2017 Change
SPD Social Democratic Party of Germany 25.7 % 20.5 % + 5.2 %
CDU/CSU Christian Democratic Union/ Christian Social Union (Bavaria) 24.1 % 32.9 % - 8.8 %
Die Grünen The Greens 14.8 % 8.9 % + 5.9 %
FDP Free Democratic Party 11.5 % 10.7 % + 0.8 %
AfD Alternative for Germany 10.3 % 12.6 % - 2.3 %
Die Linke The Left 4.9 % 9.2 % - 4.3 %

Table 5: Election results of the 2021 federal election and changes compared to the previous election in 2017.



A.3 Twitter accounts for data acquisition
A.3.1 Parties

SPD CDU CSU Die Grünen FDP AfD Die Linke
@spdde
Follower: 417k
Tweets: 22,138

@CDU
Follower: 378k
Tweets: 37,100

@CSU
Follower: 229k
Tweets: 9,072

@Die_Gruenen
Follower: 649k
Tweets: 30,560

@fdp
Follower: 414k
Tweets: 27,981

@AfD
Follower: 173k
Tweets: 8,330

@dieLinke
Follower: 350k
Tweets: 14,135

@spdbt
Follower: 217k
Tweets: 9,809

@cducsubt
Follower: 166k
Tweets: 13,250

@GrueneBundestag
Follower: 186k
Tweets: 6,399

@fdpbt
Follower: 39k
Tweets: 8,194

@AfDimBundestag
Follower: 68k
Tweets: 4,713

@Linksfraktion
Follower: 108k
Tweets: 2,994

@jusos
Follower: 77k
Tweets: 1,847

@Junge_Union
Follower: 79k
Tweets: 931

@gruene_jugend
Follower: 76k
Tweets: 1,290

@fdp_nrw
Follower: 28k
Tweets: 884

@AfDBerlin
Follower: 19k
Tweets: 364

@dielinkeberlin
Follower: 19k
Tweets: 1,228

Table 6: The 3 main accounts with the most followers for each party (as of January 2022).



A.3.2 Politicians

SPD CDU CSU
@Karl_Lauterbach
Follower: 770k
Tweets: 132,526

@jensspahn
Follower: 279k
Tweets: 35,571

@Markus_Soeder
Follower: 341k
Tweets: 30,495

@HeikoMaas
Follower: 660k
Tweets: 6,431

@ArminLaschet
Follower: 188k
Tweets: 36,161

@DoroBaer
Follower: 103k
Tweets: 2,560

@OlafScholz
Follower: 324k
Tweets: 27,414

@_FriedrichMerz
Follower: 179k
Tweets: 23,651

@andreasscheuer
Follower: 63k
Tweets: 2,431

@KuehniKev
Follower: 323k
Tweets: 5,192

@JuliaKloeckner
Follower: 74k
Tweets: 3,357

@ManfredWeber
Follower: 54k
Tweets: 527

@larsklingbeil
Follower: 116k
Tweets: 5,669

@n_roettgen
Follower: 68k
Tweets: 4,645

@DerLenzMdB
Follower: 10k
Tweets: 236

@hubertus_heil
Follower: 108k
Tweets: 2,406

@PaulZiemiak
Follower: 58k
Tweets: 12,723

@hahnflo
Follower: 9k
Tweets: 2,900

@EskenSaskia
Follower: 101k
Tweets: 7,180

@groehe
Follower: 49k
Tweets: 79

@smuellermdb
Follower: 9k
Tweets: 239

@Ralf_Stegner
Follower: 64.9k
Tweets: 7,061

@HBraun
Follower: 39k
Tweets: 3,212

@DaniLudwigMdB
Follower: 8k
Tweets: 3,821

@KarambaDiaby
Follower: 55.6k
Tweets: 392

@rbrinkhaus
Follower: 30k
Tweets: 4,280

@ANiebler
Follower: 6k
Tweets: 25

@MiRo_SPD
Follower: 39k
Tweets: 350

@tj_tweets
Follower: 17k
Tweets: 396

@MarkusFerber
Follower: 5k
Tweets: 21

Die Grünen FDP AfD Die Linke
@cem_oezdemir
Follower: 290k
Tweets: 9,942

@c_lindner
Follower: 552k
Tweets: 19,942

@Alice_Weidel
Follower: 138k
Tweets: 9,367

@SWagenknecht
Follower: 518k
Tweets: 7,177

@GoeringEckardt
Follower: 202k
Tweets: 5,227

@MaStrackZi
Follower: 46k
Tweets: 2,453

@Joerg_Meuthen
Follower: 76k
Tweets: 4,813

@GregorGysi
Follower: 439k
Tweets: 1,722

@JTrittin
Follower: 115k
Tweets: 1,782

@MarcoBuschmann
Follower: 46k
Tweets: 10,062

@Beatrix_vStorch
Follower: 68k
Tweets: 3,962

@katjakipping
Follower: 130k
Tweets: 1,072

@KonstantinNotz
Follower: 85k
Tweets: 2,144

@KonstantinKuhle
Follower: 44k
Tweets: 2,710

@gottfriedcurio
Follower: 37k
Tweets: 275

@DietmarBartsch
Follower: 82k
Tweets: 3,409

@RenateKuenast
Follower: 77k
Tweets: 2,026

@johannesvogel
Follower: 38k
Tweets: 2,121

@MalteKaufmann
Follower: 36k
Tweets: 5149

@anked
Follower: 43k
Tweets: 935

@Ricarda_Lang
Follower: 65k
Tweets: 3,546

@Wissing
Follower: 32k
Tweets: 2,805

@JoanaCotar
Follower: 30k
Tweets: 4,330

@b_riexinger
Follower: 41k
Tweets: 1,399

@KathaSchulze
Follower: 37k
Tweets: 4,609

@Lambsdorff
Follower: 27k
Tweets: 884

@Tino_Chrupalla
Follower: 21k
Tweets: 2,875

@jankortemdb
Follower: 34k
Tweets: 743

@BriHasselmann
Follower: 37k
Tweets: 1,795

@ria_schroeder
Follower: 23k
Tweets: 359

@StBrandner
Follower: 23k
Tweets: 11,914

@Janine_Wissler
Follower: 37k
Tweets: 1,046

@nouripour
Follower: 29k
Tweets: 505

@LindaTeuteberg
Follower: 23k
Tweets: 328

@GtzFrmming
Follower: 17k
Tweets: 984

@SevimDagdelen
Follower: 35k
Tweets: 172

@MiKellner
Follower: 28k
Tweets: 3,436

@f_schaeffler
Follower: 20k
Tweets: 1,092

@PetrBystronAFD
Follower: 17k
Tweets: 496

@SusanneHennig
Follower: 29k
Tweets: 4,463

Table 7: The 10 accounts with the most followers for each party (as of January 2022).



A.4 Word clouds for positive and negative tweets

Figure 4: Word cloud created of negative tweets in the corpus for all parties.(These visualizations were generated by
the Python package wordcloud.)

Figure 5: Word cloud created of positive tweets in the corpus for all parties.


