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Abstract
In this paper, we detect hallucinations in sum-
maries generated by abstractive summariza-
tion models. We focus on three types of hal-
lucination viz. intrinsic, extrinsic, and non-
hallucinated. The method used for detecting
hallucination is based on textual entailment.
Given a premise and a hypothesis, textual en-
tailment classifies the hypothesis as contra-
diction, neutral, or entailment. These three
classes of textual entailment are mapped to in-
trinsic, extrinsic, and non-hallucinated respec-
tively. We fine-tune a RoBERTa-large model
on NLI datasets and use it to detect hallucina-
tions on the XSumFaith dataset. We demon-
strate that our simple approach using textual
entailment outperforms the existing factuality
inconsistency detection systems by 12% and
we provide insightful analysis of all types of
hallucination. To advance research in this area,
we create and release a dataset, XSumFaith++,
which contains balanced instances of halluci-
nated and non-hallucinated summaries.

1 Introduction

Natural Language Generation (NLG) has made
tremendous progress in neural text generation with
the advent of large pre-trained language models
like BERT (Devlin et al., 2018) and GPT Series
(Radford et al., 2019; Brown et al., 2020; Ope-
nAI, 2023). Although text generation using these
models is fluent, it is often observed that the gen-
erated text is divergent or unfaithful to the source
text (Kryściński et al., 2019; Wiseman et al., 2017;
Dhingra et al., 2019). This problem of generating
contradicting or irrelevant text is termed halluci-
nation (Maynez et al., 2020). The state-of-the-art
abstractive summarization systems can generate
fluent summaries with high values of automatic
evaluation metrics like ROGUE (Lin, 2004). How-
ever, the generated summaries are often inconsis-
tent with respect to the original document and such
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Figure 1: An overview of our entailment-grounded
hallucination detection model. The model takes the
machine-generated summary and the corresponding doc-
ument as input and classifies the summary as halluci-
nated (intrinsic/extrinsic) or non-hallucinated.

summaries are said to be hallucinated (Kryscinski
et al., 2020). These hallucinations can be intrinsic
or extrinsic. We follow Maynez et al. (2020) for
defining intrinsic and extrinsic hallucination in ab-
stractive summarization. If the generated summary
contradicts the source document, we refer to it as
intrinsic hallucination. If the generated summary
contains information that cannot be verified from
the source document, we refer to it as extrinsic
hallucination. When the summary is factually con-
sistent with the document, we refer to the summary
as non-hallucinated. In this work, we explore the
usage of Natural Language Inference (NLI) for hal-
lucination detection in abstractive summarization.

Natural Language Inference (a.k.a textual en-
tailment) was first studied in Dagan et al. (2005).
Given a premise P , the task of NLI or textual
entailment is to classify a hypothesis, H , as con-



tradictory, neutral or entailed with respect to the
premise P . We justify in Section 2.3 that these
three classes of textual entailment can be mapped
to intrinsic, extrinsic, and non-hallucinated respec-
tively. We apply our approach by using models
fine-tuned on the NLI task for hallucination classi-
fication. We evaluate this approach on the XSum-
Faith dataset (Maynez et al., 2020) which contains
document-summary pairs with summaries labelled
as intrinsic, extrinsic or non-hallucinated. Further,
we observe that the XSumFaith dataset is heav-
ily skewed towards hallucinated summaries (Sec-
tion 4.2). To address this imbalance, we create
and release XSumFaith++, a balanced extension
of XSumFaith, which will aid further research in
hallucination detection.

1.1 Motivation

Natural Language Generation (NLG) tasks, which
are not open-ended, like document summarization
(Nenkova and McKeown, 2011; See et al., 2017;
Paulus et al., 2017), require models to be factual
and/or faithful to the source text (Maynez et al.,
2020). Despite recent improvements in generative
models, most summarization systems are prone to
hallucinations (Kryściński et al., 2019; Wiseman
et al., 2017; Dhingra et al., 2019). Detecting the
presence and the type of hallucination is the first
step towards hallucination mitigation. Identifying
whether a summary contains intrinsic or extrinsic
hallucination will enable the development of effec-
tive mitigation methods targeted to fix a specific
kind of hallucination.

Textual entailment provides a three-way classi-
fication given a premise-hypothesis pair viz. en-
tailment, contradiction and neutral (Section 2.2).
Exploring the usage of textual entailment with the
document as premise and summary as hypothesis
will help understand the relationship between the
types of entailment and the types of hallucination.

1.2 Contributions

Our contributions are:

1. A novel entailment-grounded strategy to
classify hallucination by mapping entail-
ment classes viz. contradiction, neutral and
entailment to intrinsic, extrinsic and non-
hallucination respectively (Section 2.3).

2. Demonstrating the efficacy of the entailment-
grounded mapping by using a RoBERTa-large

model fine-tuned on the NLI datasets and test-
ing it on the XSumFaith dataset (Maynez et al.,
2020). We achieve a 12% improvement over
the state-of-the-art consistency detection mod-
els (Table 5).

3. A dataset, XSumFaith++1, containing 22,669
balanced instances of hallucinated and non-
hallucinated summaries which will aid fur-
ther research in hallucination detection (Sec-
tion 4.2). We prepare this dataset by correct-
ing the gold summaries in the XSumFaith
dataset (Maynez et al., 2020) and augment-
ing the dataset with 7,282 instances of non-
hallucinated summaries (Table 2).

2 Hallucination and Textual Entailment

2.1 Hallucination

Hallucination, as a psychological term, refers to
a perception that is unreal but looks real on the
surface (Blom, 2010). In the same way, in NLG,
the generated text may contain information that
might look correct, but if we verify the information
present, it might contain unfaithful or non-factual
text. Hallucination is further divided into intrinsic
and extrinsic hallucination (Maynez et al., 2020).

Intrinsic Hallucination: Hallucinations are said
to be intrinsic when the generated output contra-
dicts the source text. In abstractive summarization,
if the generated summary contradicts the given
source information or document, it is referred to as
intrinsic hallucination.

Extrinsic Hallucination: This occurs when the
generated output cannot be confirmed by the source
information. In such cases, the generated output is
not supported by or in contradiction with the source
information. In abstractive summarization, extrin-
sic hallucinations arise when the summary neither
supports nor contradicts the input document.

2.2 Textual Entailment

Three-way textual entailment classification was in-
troduced by the fourth RTE (Recognizing Textual
Entailment) challenge (Giampiccolo et al., 2008).
The goal of this challenge was to make a 3-way
classification of a given premise (P) and hypoth-
esis (H) pair. The three classes viz. entailment,

1Code and data are available at: https://github.com/
naveen-badathala/NLI-Hallucination-Mapping
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Figure 2: Examples of document-summary pairs showing the mapping of textual entailment classes to hallucination
categories.

contradiction and unknown/neutral are defined by
Giampiccolo et al. (2008) as follows:

• P entails H - in which case the pair is marked
as ENTAILMENT

• P contradicts H - in which case the pair is
marked as CONTRADICTION

• The truth of H can not be determined on the
basis of P - in which case the pair is marked
as UNKNOWN or NEUTRAL.

2.3 Mapping Textual Entailment to
Hallucination Categories

Considering the document as premise and its sum-
mary as the hypothesis, the definitions of the three
classes of textual entailment viz. contradiction,
neutral and entailment (Section 2.2) correspond to
intrinsic, extrinsic and non-hallucination respec-
tively (Section 2.1). We further motivate this map-
ping by showing examples of extrinsic, intrinsic,
and non-hallucinated instances along with the cor-
responding entailment classes in Figure 2. It can
be observed that the presence and type of halluci-
nation can be easily understood in terms of textual
entailment.

3 Related Work

Natural Language Inference (NLI) has been widely
applied to various NLP tasks like Question-
Answering (QA) (Abacha and Demner-Fushman,

2019; Ben Abacha and Demner-Fushman, 2019;
Pathak et al., 2021), Information Extraction (IE)
(Clinchant et al., 2006; Wehnert et al., 2019) etc.

Prior work in understanding hallucination in-
cludes a survey by Ji et al. (2022) which gives
an in-depth discussion of hallucination in various
NLG tasks. Hallucination detection methods in-
clude token-level hallucination detection for vari-
ous NLG tasks (Zhou et al., 2021; Rebuffel et al.,
2022; Liu et al., 2022). Sentence-level hallucina-
tion detection was explored by Laban et al. (2022)
using a zero-shot entailment metric. Prior work
related to the usage of entailment in summarization
includes Falke et al. (2019) which used entailment
models to re-rank the generated summaries. Mrini
et al. (2021) proposed a novel data-augmented and
joint learning approach combining question sum-
marization and Recognizing Question Entailment
(RQE) in the medical domain. Louis and Maynez
(2022) used an entailment-based self-training ap-
proach for abstractive opinion summarization.

Prior work related to factual consistency in ab-
stractive summarization includes Kryscinski et al.
(2020) which proposed a weakly-supervised model.
Maynez et al. (2020) released a human-annotated
hallucination dataset, XSumFaith, containing sum-
maries generated by various abstractive summariza-
tion models. Goyal and Durrett (2020) decomposed
text at the level of dependency arcs and proposed a
DAE model trained on XSumFaith. Scialom et al.
(2021) and Fabbri et al. (2022) used QA-based met-



rics to evaluate factual consistency in abstractive
summaries.

In this paper, we explore the usage of textual
entailment for a 3-class classification of hallucina-
tion in abstractive summarization. To the best of
our knowledge, approaches for three-class classi-
fication of hallucination (viz. intrinsic, extrinsic
and non-hallucinated) for the task of abstractive
summarization have not been explored before.

4 Dataset

4.1 XSumFaith
The XSumFaith (eXtreme Summarization
Faithfulness or XSF) dataset was released by
Maynez et al. (2020). It contains 500 random news
articles taken from the test set of XSum (Narayan
et al., 2018) and for each article, it contains
summaries generated using various abstractive
summarizers. These summaries along with the
corresponding gold summaries (taken from the
XSum dataset) are manually labelled as intrinsic or
extrinsic along with their spans.

To evaluate our approach of mapping entail-
ment classes to hallucination categories, we use the
XSumFaith dataset as it contains intrinsic and ex-
trinsic labels for the machine-generated summaries.

4.2 XSumFaith++
While working with the XSumFaith dataset, we
faced the following challenges:

• For the task of hallucination detection, we
require the gold summaries to be free from
any kind of hallucination so they can be used
as non-hallucinated instances. It was found
that only 23% of the gold summaries were
free from hallucination (Maynez et al., 2020).

• The ratio of hallucinated and non-hallucinated
instances is heavily skewed towards halluci-
nated summaries.

We tackle the challenges mentioned above in the
following manner:

• We employ human annotators to modify the
gold summaries containing hallucinations to
free them from intrinsic or extrinsic hallucina-
tions (Section 4.2.1).

• We add instances of non-hallucinated sum-
maries to create a balanced dataset. For this
purpose, we use the hallucination-free gold

summaries and generate their paraphrases
(Section 4.2.2).

As a result of this process, we get a balanced
dataset containing hallucination-free gold sum-
maries, which we refer to as XSumFaith++. Table
2 shows the distribution of intrinsic, extrinsic, and
non-hallucinated instances in XSumFaith++.

4.2.1 Manual Editing of Summaries
We employed three annotators proficient in English.
Two annotators were Master’s students and one had
M.A. in linguistics. Among the three annotators,
two annotators were male and one was female all
belonging to the age group of 24-30. The annota-
tors were presented with an equal split of article
documents and corresponding gold summaries con-
taining hallucinations. They were also given the
type of hallucination and the span which were taken
from the XSumFaith dataset. The annotation guide-
lines along with examples are shown in Figure 3.

Human evaluation of the edited summaries:
To ensure that the manually edited summaries are
fluent, abstract and relevant to the document, we
conduct a human evaluation of the modified sum-
maries on three features using the five-point Likert
Scale (Likert, 1932). The features on which these
ratings are conducted are the following:

Fluency: The grammatical correctness of the
summary.

Relevance: The coverage of the theme of the
corresponding document and the key points in the
summary.

Abstractiveness: The usage of novel words or
phrases in the summary.

To ensure fairness, each annotator is given sum-
maries modified by the other two annotators. The
average scores for these three features i.e., fluency,
relevance, and abstractiveness are 4.93, 4.14, and
4.42 respectively. The detailed ratings can be seen
in Figure 4. All of the average scores for features
are above the agreement mark which indicates the
high quality of the edited summaries and the relia-
bility of our XsumFaith++ dataset.

4.2.2 Data Augmentation using Paraphrasing
To balance the number of hallucinated and non-
hallucinated instances, we augment the dataset.
This augmentation is done by adding paraphrases
for the 500 manually edited summaries. Each para-
phrased summary is considered a non-hallucinated
instance. To generate the paraphrases, we use the



Figure 3: Annotation guidelines to edit gold summaries from the XSumFaith dataset containing hallucinations.
Each annotation guideline is shown along with an example of a gold summary, the span containing hallucination
and the edited hallucination-free summary.

Figure 4: Box plot of human evaluators’ ratings for
three features: fluency, relevance and abstractiveness on
manually edited summaries of XSumFaith++.

PEGASUS model (Zhang et al., 2020) fine-tuned
for paraphrasing2. The PEGASUS model has a
transformer-based architecture. In the pre-training
task of PEGASUS, important sentences from a doc-
ument are removed and masked. PEGASUS gener-
ates the missing sentence from the given sentences.
PEGASUS can be fine-tuned for many applications.
We use the PEGASUS model fine-tuned for the task
of paraphrasing. Using this process, we add 7, 282
instances of non-hallucinated data.

Evaluation of the paraphrased summaries: To
ensure that the paraphrasing step preserves the
semantics of the original summary sentence, we

2https://huggingface.co/tuner007/pegasus_
paraphrase

compute BERTScore3 (Zhang et al., 2019) and
BARTScore4 (Yuan et al., 2021). The BERTScore
for the generated paraphrases in our dataset is
found to be 0.96. The BARTScore for the para-
phrased sentences is found to be -1.01 (a higher
negative score is better).

To ensure that there are no hallucinations intro-
duced by paraphrasing, we also perform a human
evaluation of the paraphrased summaries. We em-
ploy the same three annotators (demographic de-
tails mentioned in Section 4.2.1). We randomly
take 500 pairs of paraphrased summaries and the
corresponding non-hallucinated summaries. These
are annotated by giving a 0 or 1 score. A score of 1
is given if the paraphrased summary does not con-
tain any hallucination and correctly aligns with the
non-hallucinated summary, and 0 otherwise. These
details were provided with annotation instructions
before beginning the annotation process.

The Inter Annotator Agreement (IAA) was com-
puted using Fleiss’ Kappa score and pairwise Co-
hen’s Kappa. The Fleiss’ Kappa score is found to
be 0.77 which shows substantial agreement. The
pairwise Cohen’s Kappa scores are reported in Ta-
ble 1. The average Cohen’s Kappa is found to be
0.78 which shows substantial agreement. More
details of manual annotation are in Appendix A.1.

3BERTScore uses cosine similarity to match words in can-
didate and reference sentences by leveraging the pre-trained
BERT contextual embeddings.

4BARTScore performs text evaluation as a text generation
problem. Since the average log-likelihood is used for the
target tokens, the BARTScores are less than zero.

https://huggingface.co/tuner007/pegasus_paraphrase
https://huggingface.co/tuner007/pegasus_paraphrase


Cohen’s Kappa
Annotator A and B 0.82
Annotator B and C 0.75
Annotator A and C 0.77

Average pair-wise score 0.78

Fleiss’ Kappa score 0.77

Table 1: Fleiss’ Kappa and Cohen’s Kappa scores for
manual annotations of paraphrased data.

4.2.3 Dataset Statistics
The distribution of intrinsic, extrinsic, and non-
hallucinated instances in XSumFaith++ is given
in Table 2. We split the XSumFaith++ dataset in
the ratio of 60:20:20 for the train, dev, and test set
respectively ensuring equal distribution of halluci-
nation types present. The detailed instances of the
split are shown in Table 3. We make sure that the
test set instances are not present in either training
or validation splits.

Hallucination Type No. of instances
Intrinsic 7, 527
Extrinsic 7, 860
Non-Hallucinated 7, 282

Total Instances 22,669

Table 2: Distribution of intrinsic, extrinsic, and non-
hallucinated instances in XSumFaith++.

The instances of intrinsic hallucinations in
XSumFaith++ are very low as can be seen from
Table 3. To create more instances containing intrin-
sic hallucination, we employ a perturbation strat-
egy similar to Kryscinski et al. (2020). We used
spaCy 5 to identify the named entity types present
in the summary and the corresponding document.
We limit our perturbation to the following named
entity types: GPE, PERSON, ORG, NORP and
CARDINAL. This is done because we observe that
81% of the intrinsic hallucinations happen due to
incorrect entities of these 5 types. After identifying
the named entities in the summary, we replace them
with other named entities of the same type from
the document. This causes a direct contradiction
in the summary with respect to the corresponding
document which makes the summary intrinsically
hallucinated. One example of replacing a named
entity to create an intrinsically hallucinated sum-
mary is given below-

5We used spaCy v3.5.0 to identify NER categories.

Non-hallucinated summary: BBC Sport is
showing coverage of the EuroBasket warm-up
game between Great Britain and Greece at the
Copper Box in London.

Intrinsically hallucinated summary: BBC Sport
is showing coverage of the EuroBasket warm-up
game between Turkey and Greece at the Copper
Box in London.

The named-entity Great Britain in the non-
hallucinated summary is replaced with Turkey
which was mentioned in the corresponding doc-
ument. Turkey is a named-entity of the same types
as Great Britain i.e., GPE.

We put a maximum limit of 14 replacements
per named entity. This oversampling approach re-
sults in 4, 990 instances of intrinsic hallucinations.
These instances are added to existing intrinsic hal-
lucination data which adds up to 7, 527 instances.
The data distribution after this oversampling is as
follows: intrinsic (33.2%), extrinsic (34.7%), and
non-hallucinated (32.1%). The detailed distribution
along with train-dev-test split instances is shown in
Table 3.

Hallucination
Type (%)

Train
(60%)

Dev
(20%)

Test
(20%)

3-
cl

as
s Intrinsic (14.4) 1509 536 492

Extrinsic (44.6) 4542 1666 1652
Non-
Hallucinated (41.2)

4348 1483 1450

3-
cl

as
s(

os
) Intrinsic (33.2) 4361 1701 1465

Extrinsic (34.7) 4542 1666 1652
Non-
Hallucinated (32.1)

4348 1483 1450

Table 3: Distribution of Train, Dev, and Test instances
in XSumFaith++ dataset. The last row, 3-class (os),
shows the data distribution after oversampling the class
of intrinsic hallucination.

5 Methodology

Using Textual Entailment for Hallucination De-
tection: Textual entailment or NLI (Natural Lan-
guage Inference) is the task of classifying a hypoth-
esis, H , as a contradiction, neutral, or entailment
given a premise P . We argue that the three types
of textual entailment can be mapped to the three
types of hallucination viz. intrinsic, extrinsic, and
non-hallucination (Section 2.3).

Task Formulation: For a document d (consid-
ered as the premise), its summary s (considered as



the hypothesis) and a set of entailment labels y0, y1
and y2 corresponding to contradiction, neutral, or
entailment respectively, we can mathematically for-
mulate the three-class hallucination classification
as:

y∗ = argmax
y∈{0,1,2}

P (y|d, s; θ) (1)

P (y|d, s; θ) = ρ(f(E(d, s))) (2)

where E and f represent the transformer-based
encoder trained for the NLI task and the feed-
forward neural network (classification head) respec-
tively, θ represents the weights from both E and
f and ρ represents the softmax function. We use
the multi-class cross-entropy loss as our loss func-
tion. We map the obtained entailment labels y0, y1
and y2 to hallucination categories viz. intrinsic,
extrinsic, and non-hallucination.

6 Experiments and Results

To perform the three-way classification, we use
the following models which are fine-tuned on NLI
datasets: DeBERTa-base6 and RoBERTa-large7.
We use two experimental settings: zero-shot (ZS)
and fine-tuning (FT). In a zero-shot setting, we use
the models fine-tuned on NLI directly for the task
of hallucination detection without training them
on any hallucination data. For the fine-tuning ex-
periments, these DeBERTa and RoBERTa mod-
els are further fine-tuned using the XSumFaith++
dataset. The results are shown in Table 4 as De-
BERTa (ZS), RoBERTa (ZS), DeBERTa (FT) and
RoBERTa (FT). The results are shown on the test
set of the XSumFaith++ dataset. Further details of
the experimental setup are given in Appendix B.

RoBERTa-large model shows better perfor-
mance in both zero-shot and fine-tuned experi-
ment settings. The best performance is seen in
the fine-tuned RoBERTa-large model with an F1
score of 0.81. This three-way classification per-
formance cannot be compared with the existing
factual consistency detection models as all of them
perform a binary classification (i.e., hallucinated
vs. non-hallucinated). To compare the performance
with the current models, we use our approach for
binary classification (viz. hallucinated vs. non-
hallucinated) by combining intrinsic and extrinsic
categories into a single category, i.e., hallucinated.

6https://huggingface.co/MoritzLaurer/
DeBERTa-v3-base-mnli-fever-docnli-ling-2c

7https://huggingface.co/ynie/
roberta-large-snli_mnli_fever_anli_R1_R2_R3-nli

Model P R F1

DeBERTa-base (ZS) 0.69 0.64 0.66
RoBERTa-large (ZS) 0.77 0.73 0.75
DeBERTa-base (FT) 0.76 0.73 0.74
RoBERTa-large (FT) 0.80 0.81 0.81

Table 4: Results of zero-shot (ZS) experiments and
fine-tuned experiments (FT) for 3-class hallucination
classification. The results are shown on the test set of
the XSumFaith++ dataset.

We consider the following baselines8:

• QuestEval: (Scialom et al., 2021) proposes a
QA-based metric that aggregates answer over-
lap scores from selected spans. The questions
are of two types - derived from the source
and answered using the summary, and derived
from the summary and answered using the
source. We compute the best threshold value
over the scores generated by the QuestEval
model for all data instances. The scores above
the threshold are treated as non-hallucinated
and the scores below the threshold are treated
as hallucinated.

• SummaC-ZS: (Laban et al., 2022) uses
sentence-level entailment scores between the
summary and the corresponding document.
The maximum entailment score for each sum-
mary sentence is computed and the final score
is calculated by averaging over all summary
sentences.

• SummaC-Conv: (Laban et al., 2022) extends
SummaC-ZS and creates a histogram by re-
placing the max operation with a binning of
the entailment scores between the source sen-
tences and summary sentence. The summary
sentence scores are produced by passing the
histogram through a 1-D convolution layer.

• QAFactEval: (Fabbri et al., 2022) is also
a QA-based metric that includes optimized
question-answering, generation, and answer-
overlap components.

The results of this comparative study are shown
in Table 5. The RoBERTa-large model outperforms
the current factuality models by 12% on the XSum-
Faith dataset and by 5.48% on the XSumFaith++

8We do not consider the DAE model (Goyal and Durrett,
2021) in this comparison as it is trained on XSumFaith itself.

https://huggingface.co/MoritzLaurer/DeBERTa-v3-base-mnli-fever-docnli-ling-2c
https://huggingface.co/MoritzLaurer/DeBERTa-v3-base-mnli-fever-docnli-ling-2c
https://huggingface.co/ynie/roberta-large-snli_mnli_fever_anli_R1_R2_R3-nli
https://huggingface.co/ynie/roberta-large-snli_mnli_fever_anli_R1_R2_R3-nli


Figure 5: Error Analysis of results of RoBERTa-large NLI model fine-tuned on XSumFaith++ for 3-class hallu-
cination classification. This figure shows three types of error scenarios along with an example of each scenario
containing a document, summary, correct label and the predicted label.

dataset which proves the efficacy of the zero-shot
hallucination classification using models fine-tuned
for NLI (Table 5).

Model XSF XSF++
QuestEval 55.99 52.71
SummaC-ZS 62.42 68.44
SummaCConv 63.51 61.11
QAFactEval 65.02 74.64

RoBERTa (ZS) 76.98 80.12

Table 5: Comparison of balanced accuracy with current
consistency checking models (in %). The models are
tested on the entire XSumFaith (XSF) and XSumFaith++
(XSF++) datasets in a zero-shot (ZS) manner.

7 Qualitative Analysis

As seen from the results (Tables 4 and 5), mod-
els fine-tuned on NLI datasets are very effective
in detecting hallucination. An example where the
RoBERTa-large model correctly detects the pres-
ence of intrinsic hallucination is:

Document: ... Mr Gustafsson, 42, is being
flown back to Sweden from Africa, Sweden’s For-
eign Minister Margot Wallstram said in a statement
on Monday. ...

Generated Summary: Swedish foreign minis-
ter Johan Gusttrom has been freed after two sus-

pected kidnappings in a raid in Mali, the foreign
ministry says.

Correct label: Intrinsic
Predicted label: Intrinsic
To understand where our model makes incorrect

predictions, we perform an error analysis on the re-
sults obtained using the fine-tuned RoBERTa-large
model (Table 4) for 3-class classification. We show
the confusion matrices for the 3-class classification
done using the fine-tuned RoBERTa-large model
in Appendix C. We took 50 random samples of
each error case and analyzed them. We find the
following three types of error scenarios which are
shown with examples in Figure 5.

1. Incorrect classification of summaries as non-
hallucinated is seen when the summary con-
tains contradictory or unverifiable content but
there is still a major information overlap be-
tween the summary and the document. In the
first row of Figure 5, according to the docu-
ment, the first two competitors are correctly
mentioned in the summary, but Corrine Ham-
mond should have been mentioned in place of
Jamie Hughes.

2. The instances where the intrinsically halluci-
nated summary is predicted as extrinsically
hallucinated or vice-versa are seen when the



generated summary contains evidence of both
intrinsic and extrinsic hallucination. In the
second row of Figure 5, according to the doc-
ument, bronze sculpture of a Hindu temple is
an intrinsic hallucination. Whereas, Indian
museum is extrinsically hallucinated.

3. The instances where non-hallucinated sum-
maries are incorrectly classified as intrinsic
or extrinsic happen when information in the
summary is difficult to infer from the docu-
ment. In the third row of Figure 5, the non-
hallucinated summary is incorrectly marked
as intrinsic. In the corresponding document,
the word house is used. The house is referred
to as castle very late in the document which
makes it difficult to resolve.

Further analysis comparing the performance of
our approach with the best baseline, QAFactEval
(Fabbri et al., 2022), is shown in Appendix C.

8 Conclusion and Future Work

We propose an entailment-grounded approach to
detect types of hallucination in summaries gen-
erated by abstractive summarizers. The models
fine-tuned on NLI datasets show a 12% increase
in accuracy compared to the existing consistency-
checking models. We also release a new dataset,
XSumFaith++, containing a balanced number of
hallucinated and non-hallucinated instances. We
do this by augmenting the XSumFaith dataset with
7, 282 non-hallucinated data instances. XSum-
Faith++ dataset can be used to aid further research
in hallucination detection.

The takeaway from our work is that zero-shot
entailment-grounded classification of hallucination
works better than the existing factuality detection
models for abstractive summarization. In this work,
we do not tackle scenarios where both intrinsic
and extrinsic hallucinations are present in the same
instance. This is a potential future direction of
our work. We also plan to explore approaches
to generalize hallucination detection for all NLG
tasks.
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A Dataset

A.1 Manual evaluation of paraphrased
summaries

The statistics of the manual evaluation of 500 ran-
dom samples from the XSumFaith++ dataset are
shown in Table 1. The common misaligned in-
stances are not removed from the dataset as their
IAA scores indicate substantial agreement.

Annotator Aligned (%) Misaligned (%)
Annotator A 446 (89.2%) 54 (10.8%)
Annotator B 442 (88.4%) 58 (11.6%)
Annotator C 433 (86.6%) 67 (13.4%)

Average (%) 88.07 11.93

Table 1: Overview of manual annotations for the analy-
sis of 500 random samples of paraphrased data.

B Experimentation Details

B.1 Experimental Setup
For experiments, we use the NVIDIA A100-SXM4-
80GB GPU. Table 2 contains further details of the
number of parameters and run time for 10 epochs.

Model #Parameters Run time

DeBERTa-base ∼ 184M ∼ 26 mins
RoBERTa-large ∼ 355M ∼ 45mins

Table 2: Additional details of the models along with
their number of parameters and run time.

B.2 Hyperparameters
For results on the XSumFaith++ dataset, we did
the hyperparameter search manually as follows:
number of epochs = [5, 7, 10, 15, 20, 25], learning
rate = [1e-5, 5e-5, 1e-4, 1e-6, 2e-4, 5e-4], and
batch size = [4, 8, 16, 32, 64]. The following
hyperparameter values were chosen based on the
best-performing model: Number of epochs: 20,
Learning rate: 1e-6, Batch size: 32.

C Analysis

The confusion matrix and normalized confusion
matrix for 3-class classification using the RoBERTa
model fine-tuned on the XSumFaith++ dataset are
shown in Figure 1 and Figure 2 respectively.

Table 3 shows few examples from XSumFaith
dataset comparing the performance of RoBERTa
model finetuned for NLI task and the performance

Figure 1: Confusion matrix of fine-tuned RoBERTa-
large model for 3-class hallucination detection.

Figure 2: Normalized Confusion matrix of fine-tuned
RoBERTa-large model for 3-class hallucination detec-
tion.

of the best SOTA model QAFactEval (Fabbri et al.,
2022).
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bbcid Summary QAFactEval’s Predic-
tion

Our model’s Prediction

38324244 A Sydney police officer and huge star wars fan
has become a local hit after creating a Darth
Vader costume painted with the Australian flag.

Hallucinated ✗ Non-Hallucinated ✓

35360960 The family of a man killed in a crash with an
87-year-old who was travelling the wrong way
on the m1 have called for older drivers to be
retested.

Non-hallucinated ✗ Hallucinated ✓

40965536 BBC sport is showing live coverage of the Eu-
robasket warm-up game between Great Britain
and Greece at the copper box in London on Sat-
urday 19 august.

Hallucinated ✓ Non-Hallucinated ✗

36207647 A man has died in a collision between a tractor
and a motorcycle in Lincolnshire.

Non-Hallucinated ✓ Non-Hallucinated ✓

Table 3: Few examples from the XSumFaith dataset showing a comparison between the predictions made by
QAFactEval (Fabbri et al., 2022) model and our RoBERTa-large model. We show the bbcid of the document, it’s
summary and the 2-class classification made by the QAFactEval model and our model. The green tick (✓) indicates
correct prediction and the red cross (✗) indicates wrong prediction.
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