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Abstract

Electronic Health Records (EHRs) have revo-
lutionised healthcare by enhancing patient care
and facilitating provider communication. Nev-
ertheless, the efficient extraction of valuable in-
formation from EHRs poses challenges, primar-
ily due to the overwhelming volume of unstruc-
tured data, the wide variability in data formats,
and the lack of standardised labels. Leverag-
ing deep learning and concept embeddings, we
address the gap in context-aware systems for
EHRs.

The proposed solution was evaluated on the
MIMIC III dataset and demonstrated superior
performance compared to other methodologies.
We addressed the positive impact of the latent
feature combined with the note representation
in four different settings. Model performance
was evaluated using a case study conducted
with BertScore, assessing precision, recall, and
F1 scores. The model excels in Medical Natural
Language Inference (MedNLI) with an 89.3%
accuracy, further boosted to 90.5% through
retraining the embeddings using International
Classification of Diseases (ICD) codes, which
we formally designate as ClinicNarrIR. The
ClinicNarrIR was tested with 1000 randomly
sampled notes, achieving an NDCG@10 score
of approximately 0.54 with accuracy@10 of
0.85. The study also demonstrates a high cor-
relation between the results produced by the
proposed representation and medical coders.
Notably, in all evaluation cases, the optimal
base pretrained model that emerged was Blue-
BERT .

1 Introduction

In healthcare, Electronic Health Records (EHRs)
have gained widespread adoption due to their poten-
tial to enhance patient care, minimise medical er-
rors, and promote efficient communication among
healthcare providers. However, extracting relevant
information from these extensive records remains

a challenging and time-consuming task for clini-
cians. The primary challenge, besides the lack of
labeled data, is also the absence of an effective
and context-aware system that can semantically re-
trieve valuable information from EHRs based on
practitioner queries (Li et al., 2022a; Wang et al.,
2018b). Current approaches often rely on struc-
tured data or keyword matching/expansion and
overlook contextual nuances, clinical history, and
natural language intricacies. Retrieving the infor-
mation is essential beyond patient care; it is vital
for secondary clinical use cases, including clinical
trial matching (Mc Cord and Hemkens, 2019; Jin
et al., 2023; Goldstein, 2020), drug repurposing
(Liu et al., 2021), quality assurance (Hanna von
Gerich, 2022; Huang et al., 2018), clinical decision
support (Mills, 2019; Sutton et al., 2020), research
access (Raman et al., 2018), and population health
management (Kruse et al., 2018). These applica-
tions demand a comprehensive approach that goes
beyond traditional methods, contributing not only
to improved patient care but also to significant ad-
vancements and breakthroughs in the field.

To address this gap, our research aims to take a
significant step towards the development of an au-
tomated clinical information retrieval system. The
primary objective is to design a context-enhanced
network capable of semantically searching Elec-
tronic Health Records (EHRs), returning relevant
clinical notes in response to practitioner queries,
and embedding clinical narratives with semantic
features. A clinical narrative refers to the free-text
entries made by healthcare practitioners to track
a patient’s progress from admission to discharge
(Pakhomov et al., 2007). On the other hand, a clin-
ical concept refers to specific entities within the
clinical notes, which could include diagnoses or
diseases, serving as semantic features.

The research explores deep learning pretrained
models to represent these embeddings and investi-
gates the impact of an additional element (medical



concept) through four different settings. Addition-
ally, it enhances medical language representation
by training a network to learn the clinical narrative
vector as the ground truth query. These contribu-
tions aim to advance the field by improving clinical
information extraction and testing model perfor-
mance. This comprehensive approach ultimately
leads to enhanced clinical decision-making and pa-
tient care

The utilisation of Medical Natural Language Pro-
cessing (MLP) in processing EHRs is essential due
to the unique characteristics of clinical notes (Ford
et al., 2016). These notes often contain abbrevia-
tions and deviate from standard English grammar
rules (Ford et al., 2016). In contrast, discharge sum-
maries adhere to more formal language standards,
making techniques developed for non-medical text
sources potentially applicable (Ford et al., 2016).

Information Extraction (IE) in NLP automates
the identification of concepts, entities, events, and
their relations in free text (Wang et al., 2018a). IE
encompasses various subtasks, including Named
Entity Recognition (NER), co-reference resolution,
and relation extraction (Wang et al., 2018a). NER is
especially significant in the medical field, where it
is used to classify entities such as genes, medicines,
and diseases within unstructured text (Perera et al.,
2020). Conditional Random Fields (CRF), a well-
known model, contributes to concept extraction
by considering words before and after the entity
(Huang et al., 2015)

BERT, a leading NLP model (Devlin et al.,
2018), has gained traction in the health informat-
ics field with the development of domain-specific
versions like ClinicalBERT (Alsentzer et al., 2019).
ClinicalBERT, pretrained on clinical text from the
MIMIC-III database (Johnson et al., 2016), pro-
vides word embeddings for research without intro-
ducing novel training techniques. It outperforms
general BERT in clinical tasks like Named Entity
Recognition (NER, i2b2) and medical natural lan-
guage inference (Uzuner et al., 2011).

Additionally, BioBERT is another domain-
specific BERT model, trained on biomedical re-
search data sourced from PubMed (Lee et al., 2020).
Its specialization in biomedical texts enhances per-
formance across various biomedical NLP tasks
(Lee et al., 2020).

Key research themes in EHR include Informa-
tion Extraction, EHR Representation, Outcome Pre-
diction, Computational Phenotyping, and Clinical
Data De-Identification (Tran et al., 2015; Li et al.,

2015; Huang et al., 2019; Denaxas et al., 2018; Car-
roll et al., 2011; Stubbs et al., 2015). Information
Extraction involves concept extraction, temporal
event identification, and abbreviation expansion,
primarily using clinical notes. EHR Representation
uses medical codes to represent concepts/patients.
Outcome prediction includes applications like hos-
pital readmission and mortality prediction (Huang
et al., 2019; Che et al., 2018).

SemEHR, a tool for semantic search in a clin-
ical context, uses ontology to locate mentions of
biomedical topics in EHRs (Wu et al., 2018). Un-
supervised embedding is advantageous, given the
challenges of obtaining human labels for clinical
records. Combining medical concepts with clin-
ical narrative, as demonstrated by (Huang et al.,
2022), outperforms other unsupervised approaches
in tasks like mortality prediction and patient relat-
edness (Huang et al., 2022).
In the upcoming sections, the methodology will
be detailed, discussing indexing, retrieval, and the
value of retraining embeddings. Subsequently, the
evaluation includes a case study, MedNLI assess-
ment, and correlation analysis, followed by discus-
sions of pretrained models, and limitations.

2 Methodology

In Siamese BERT, a fixed-sized sentence embed-
ding is created by adding a pooling layer to the
BERT output, facilitating the comparison of input
similarity. Siamese Neural Networks consist of
multiple identical subnetworks that share parame-
ters and configurations, aiding in various applica-
tions (Chicco, 2021).

Figure 1: Encoding clinical narrative combined with
concept provide more contextual information alongside
TF-IDF vectors

The document indexing phase, as illustrated in
Figure 1, leverages deep learning and keyword-
based methods, such as TF-IDF (Term Frequency
- Inverse Document Frequency), to enable the se-
mantic and syntactic searchability of clinical notes



at scale. Concept embeddings provide detailed in-
formation about clinical entities within the notes,
while narrative embeddings capture their overall
relevance and context. By integrating these embed-
dings, the retrieval stage can identify notes with
similar clinical concepts, thereby enhancing the
relevance of results for clinicians.

During indexing, clinical text n is transformed
into vectors [n1, n2, .., nn], where each note is
embedded as [NE1, NE2, .., NEn] and combined
with concept embeddings [CE1, CE2, ...., CEn].
The concepts were extracted using the MedCat
tool (Kraljevic et al., 2021) and filtered, retain-
ing symptoms, past diseases, and disorders. This
process ensures that the relevance ranking model
prioritises clinically significant information while
reducing noise and enhancing semantic understand-
ing. By considering the clinical context and in-
corporating these filtered concepts, the system im-
proves information retrieval, aiding healthcare prac-
titioners in making informed decisions and deliver-
ing high-quality patient care.

To evaluate the effectiveness of the network, par-
ticularly the added value of concept embeddings,
performance was assessed by translating notes into
embeddings and exploring the impact of adding
concepts. Different settings were examined: using
only clinical narrative (setting 1), using multiple
concept embeddings (setting 2), combining con-
cept embeddings and averaging them into a single
vector, represented as [CE1. . . CEz]/z where z is
the number of concepts (setting 3), and combining
the note with concepts (setting 4).

Figure 2: retrieving the best candidates clinical note
for a patient by find the highest similarity note with the
query

In the retrieval stage depicted in Figure 2 a sorted
set of relevant notes is returned from the corpus by
computing the cosine similarity between query q
and note n.

similarity(q, n) =
q.n

|q| |n|
(1)

During retrieval using setting 2, Equation 2 is com-
puted and produce multiple vectors with a cosine
similarity score that measures the likelihood of a
concept being relevant to query q. A higher score
indicates greater similarity to the keyword query.

∀j ∈ {1, 2......n}
z∑

i=1

sim(q, CEi) (2)

Where n is the number of notes and z number of concepts in

each note.

In setting 3, the combined concepts [CE1. . . CEz]
for all n notes, denoted as AN1..ANn. the
cosine similarity is calculated between query and
∀i ∈ AN , and the n with the maximum similarity
score will be retrieved.

∀i ∈ {1, 2......n}.f(i) = sim(q, ANi) (3)

The approach considers various strategies, such
as multiplication, or weighted sum, and averaging
to combine TF-IDF vectors with embeddings.

In the following section, we will conduct a case
study on a female patient records, evaluate MedNLI
performance, and analyse Physician and Coder cor-
relation. These assessments will offer insights into
the effectiveness of different settings in real-world
clinical applications.

2.1 Retraining Embeddings
The essential process of adapting and refining em-
beddings is explored. While the initial embedding
phase lays the groundwork, this section delves into
the process of revitalizing these representations
through retraining. These dynamic representations
are the core of the information retrieval system, en-
suring adaptability in the complex realm of clinical
language and healthcare information retrieval.

Throughout the training process, the primary
goal is to maximize the similarity between a query
q and the relevant note n. To achieve this, random
negative examples were introduced, following the
approach suggested by (Henderson et al., 2017).
These negative samples, denoted as nj (∀i ̸= j),
serve to encourage the model to maximize the dis-
similarity between q and nj . This objective is im-
plemented by using the following formula:

L(q, ni) = max(0, δ + sim(q, nj)− sim(q, ni)) (4)

sim(x, y) represents the similarity function between

embeddings x and y.



The loss used in this context is a type of con-
trastive loss, as introduced in (Logeswaran and
Lee, 2018). Unlike traditional contrastive losses,
which typically involve comparing one positive ex-
ample with one negative example for each instance,
this approach utilizes multiple negative examples
for each positive example. Specifically, the loss
penalizes the model when the similarity between
the query (q) and a negative example (ni) is not
sufficiently greater than the similarity between the
query and another presumably negative example
(nj). The parameter δ in this loss represents the
minimum difference required between the similar-
ity of the query and any negative example to ensure
that the loss is appropriately applied.

The queries are selected as the ICD-9 code
(ICD9 shorttitle) from MIMIC III (Johnson et al.,
2016) since it serves as a robust indicator of medi-
cal notes. This is particularly significant because
the task of assigning International Classification
of Diseases (ICD) codes is typically carried out by
skilled medical coders or clinical documentation
specialists (Yan et al., 2022).

In the retrieval stage, the trained model lever-
ages its capabilities to obtain embeddings for the
query. In addition to these embeddings, we also
utilize the TF-IDF representation to facilitate the
retrieval process. This combination enables us to
find the most suitable matches among the notes, all
of which are embedded using the same model.
The study presents performance results for vari-
ous scenarios, where experiments were conducted
with different hyperparameters. Specifically, exper-
iments were conducted with variable numbers of
training epochs, including 10, 15, and 20. Given
the limitations of computational resources, the
batch size was adjusted, exploring values such as
16, 20, and 24. Care had to be taken about in-
creasing the batch size further due to hardware con-
straints, with a maximum GPU RAM capacity of
32 GB. It is worth noting that a maximum sequence
length of 512 token was chosen for the notes. Ad-
ditionally, 20% of the dataset was dedicated to
validation to assess the model’s performance.

The findings indicate that increasing the size
of batches and the number of epochs yielded im-
proved performance, aligning with the model’s
learning capabilities. To assess the retrieval sys-
tem’s effectiveness, we reported results based
on three widely recognised information retrieval
metrics: Accuracy(Accuracy@10), Mean Aver-
age Precision (MAP@100), and Normalised Dis-

Figure 3: "Figure showing the NDCG@10 (blue) and
MAP@100 (orange) curves over 20 epochs, highlight-
ing a peak NDCG@10 score of 0.57 in the validation
dataset. The curves illustrate the model’s progressive
improvement in information retrieval performance dur-
ing training

counted Cumulative Gain (NDCG@10).
Over the course of 20 epoch training process, the

cosine similarity score on Accuracy@10 reached
a peak of 0.9 on the validation dataset, indicating a
high degree of similarity between the query and the
top retrieved documents. Additionally, the model
exhibited significant improvements. The NDCG
reached an impressive 0.57, as presented in Fig-
ure 3 signifying the model’s increasing ability to
provide relevant search results.

Furthermore, as the number of training epochs
increased, the model consistently improved its per-
formance, with MAP@100 exceeding 0.48 on val-
idation dataset. This trend showcases the model’s
proficiency in ranking and retrieving pertinent in-
formation. These observations collectively high-
light the model’s promising performance. These
are standard methods for assessing the significance
of documents in the context of information retrieval,
highlighting the strong relevance of the retrieved
documents to the query.

It is important to note that experiments were
conducted to assess the performance of vari-
ous pretrained transformers, including Clinical-
BERT(Alsentzer et al., 2019) and BlueBERT (Peng
et al., 2019). The findings consistently showed
that BlueBERT outperformed others in a variety
of tasks/settings, as demonstrated in the following
section, making it an excellent choice as the base
for the model. The proposed model will be referred
to as CIinicNarrIR, which stands for ’Clinical Nar-
rative Information Retrieval’

A visual analysis is conducted using a scat-
ter plot, our specific focus centred on the top 20
queries (as detailed in Appendix A.2) from the



Figure 4: The base model representing the 20 queries in
Appendix A.2 without any training.

MIMIC III dataset. In Figure 4, the embeddings’
relatedness is showcased before the model was
trained.

Interestingly, after training the model for 20
epochs, hyperlipidemia was found to be closely as-
sociated with hypertension in the embedding space
as depicted in Figure 5. This suggests that the
model learned this relationship from the clinical
notes it was trained on, even though query similari-
ties were not explicitly part of the training process.

This finding aligns with earlier research from
1991 by Ames (1991), which noted the preva-
lence of hyperlipidemia in hypertension, though
the cause of this association remained unknown
at the time. Additionally, a recent study by Tang
et al. (2022) highlighted a strong link between high
blood cholesterol levels and the development of
arterial plaque. This plaque, in turn, can lead to the
narrowing and stiffening of blood vessels, resulting
in increased blood pressure.

In summary, the model’s learned embeddings
provided concrete validation of the connection be-
tween hyperlipidaemia and hypertension, reinforc-
ing the practical significance of the results and their
alignment with existing research.

3 Experiments and Evaluation

Evaluating unsupervised problems, especially in
the context of information retrieval (IR), presents
distinct challenges. The evaluation involves a case
study where we apply BertScore to assess preci-
sion, recall, and F1. We also measure accuracy in
MedNLI using the proposed approach and its vari-
ation. Additionally, we investigate the correlation
with physicians/coders in drawing inspiration from
(Huang et al., 2019) evaluation.

Figure 5: The newly trained model reveals previously
unrecognised relationships between the queries in Ap-
pendix A.2. This finding suggests that the model has the
ability to learn and discover new connections between
embeddings.

3.1 Case study: Female with pneumonia
infection

In the case study, our patient selection process fo-
cused on mirroring real-world healthcare dynamics,
emphasizing practitioners’ concentration on indi-
vidual cases rather than aggregate records. Evaluat-
ing the patient’s medical history using BERTScore,
a benchmark known for its correlation with hu-
man judgement (Zhang et al., 2019). We applied
it to key queries related to prevalent diseases in
the MIMIC-III dataset (Johnson et al., 2016), these
queries presented in Table 1. Leveraging pretrained
ClinicalBERT, we calculated BERTScore, assess-
ing F1, precision, and recall. This analysis ensured
contextual relevance between queries and clinical
notes, augmenting our investigation of the individ-
ual patient’s health.

Figure 6 highlights a pertinent note for ’dyspnea,’
revealing contextual understanding without explicit
keywords. Table 1 presents compelling results in
Setting 4, utilizing BERTScore. Noteworthy se-
mantic alignment between high blood pressure and
hypertension is depicted in Figure 7. This suc-
cess, coupled with promising results from Setting
3, underscores the importance of merging contex-
tualized embeddings and domain-specific models
in clinical information retrieval. The achievements
extend to the top 20 patient presentations in Ap-
pendix A.1, demonstrating the efficacy of Setting
4 (Table 2). Additionally, preprocessing, involv-
ing stemming and text cleaning, achieves a notable
12% performance improvement, enhancing accu-
racy in clinical decision-making for the benefit of
patient care and healthcare systems.



Figure 6: The first top note retrieved by the query Dys-
pnea. The retrieved note has no indication of dyspnea,
not even the word lung, but it explicitly mentions pul-
monary edema, a decrease in O2, wheezing sound, and
collapse consolidation in the lobe, which might be a
good cause for having dyspnea.

Figure 7: Using concept and clinical narrative (Setting
4), the figure displays the top retrieved note IDs on the
horizontal axis and queries on the vertical axis. Lighter
cells indicate higher relevance to the query

3.2 Evaluating CIinicNarrIR

An evaluation is conducted on the proposed model
that was built on top of BlueBERT using a set of
1000 clinical notes that were randomly sampled
and not part of the training data. The selection of
these notes ensured a fair assessment of the model’s
generalisation capabilities. The top 30 ICD codes
from MIMIC III were chosen for the evaluation
based on their popularity in the dataset, determined
by the number of notes combined with a particular
ICD.

The evaluation of the ’ClinicNarrIR’ model,
as depicted in Table 3, reveals promising results.
The model achieves a notable accuracy of 85%
in the top 10 retrieved results, demonstrating
its ability to retrieve notes closely aligned with
practitioner queries. Additionally, it scores 0.544
in NDCG@10, signifying reasonable proficiency
in relevance and ranking within Electronic Health
Records. The MAP@100 score of 0.463 suggests
effectiveness in retrieving pertinent information,

Query F1 Precision Recall

Dyspnea 0.656 0.635 0.678

Hypertension 0.685 0.642 0.734

Cardiomyopathy 0.690 0.648 0.738

High-blood
pressure

0.670 0.623 0.724

Performance 0.675 0.634 0.719

Table 1: BERTscore over the top retrieved note with
pre-processing and text cleaning

Approach F1 Precision Recall

Setting 1 0.630 0.590 0.677

Setting 2 0.630 0.582 0.688

Setting 3 0.673 0.610 0.751

Setting 4 0.699 0.648 0.770

Table 2: BERTscore system evaluation for 4 settings for
the top 20 concepts in Appendix A.1 MIMIC-III

particularly within the top 100 documents.

These metrics collectively emphasise the
model’s effectiveness in returning and ranking rele-
vant clinical information. These results are sim-
ilar to those in the field of biomedical articles
in their first round, which achieve higher scores
in subsequent rounds. This difference can be at-
tributed to the challenging nature of Electronic
Health Records (EHR) as a context compared to
other biomedical articles (Roberts et al., 2020).

In the context of clinical narrative retrieval, find-
ing directly comparable evaluation datasets can be
a challenge due to the specialised nature of the task.
As a result, we sought to validate its performance in
different clinical tasks, specifically in the MedNLI
(Medical Natural Language Inference) task, which
is further elaborated in the following section. In
this context, the proposed model demonstrated ex-

Metric Result
Accuracy@10 0.850
NDCG@10 0.544
MAP@100 0.463

Table 3: CIinicNarrIR Evaluation Metrices



ceptional performance, achieving a score of 90.5%,
the highest among all the approaches considered.
The results are presented in Table 4, showing the
competitiveness and effectiveness of the proposed
model in addressing clinical natural language infer-
ence tasks.

3.3 Medical Natural Language Inference
MedNLI

Clinical embeddings are evaluated through the
MedNLI dataset, derived from the MIMIC-III
database. This dataset, created by Romanov and
Shivade (2018), pairs clinical notes with hypothe-
ses and labels for three potential categories: entail-
ment, contradiction, or neutral. In Figure 8, a snip-
pet of the MedNLI dataset is presented, comprising
11,232 training samples, 1,395 development sam-
ples, and 1,422 testing samples.

Figure 8: Sample of MedNLI dataset with three labels

Figure 9: MedNLI accuracy over the four epochs for
both BlueBERT and ClinicalBERT on the validation
dataset

The objective of this work is to train a
Siamese network(Chicco, 2021), using Clinical-
BERT/BlueBERT. Incorporating a pooling layer to
generate fixed-sized sentence embeddings, Siamese
Neural Networks are designed to bring queries
closer to relevant note vectors. During training,
the network is optimized using the loss equation
mentioned in Equation 4 on the MedNLI task. Dif-
ferent batch sizes (16/32) were experimented with,
and the results were evaluated over four epochs.
The accuracy improvements with more epochs and
a larger batch size are illustrated in Figure 9.

Approach Accuracy
Our ( ClinicalBERT) 83.4%
Our (BlueBert) 86.66%
Our (Large BlueBERT )* 89.31%
BLUE (large*)(Peng et al., 2019) 83.8%
BLUE (Base)(Peng et al., 2019) 84%
CIinicNarrIR 90.5%
Handcrafted Features1 52%
InferSent1 73.5%
LongTransformer(Li et al., 2022b) 84%

* with 24 layers
1 (Romanov and Shivade, 2018)

Table 4: Comparison of Approaches and Accuracy

In our evaluation, we utilized setting 4 to as-
sess various pretrained models. Among the pro-
posed models, namely ’Our (BlueBERT)’ and ’Our
(Large BlueBERT),’ we observed impressive ac-
curacy rates of 86.66% and 89.31%, respectively.
Detailed results are provided in Table 4. These
models outperformed ClinicalBERT and baseline
models like BLUE, due to their extended training
on both MIMIC III and PubMed articles. Remark-
ably, ClinicalNarrIR achieved an impressive ac-
curacy of 90.5%, showcasing its effectiveness in
capturing clinical language nuances. These results
underscore the potential of these approaches to en-
hance clinical information retrieval accuracy and
their applicability across a wide range of clinical
tasks.

3.4 Physician and Coder correlation

In the investigation to evaluate semantic similar-
ity capturing within a dataset assessed by physi-
cians and coders, we emulated the approach by
(Huang et al., 2019). We measured the Pearson
correlation between the physician ratings and the
cosine similarity scores produced by the system.
We achieved a moderate positive correlation (r =
0.46) with physician ratings, accompanied by a sig-
nificant p-value of 0.0001, although slightly lower
than the original study (see Table 5).

To enhance performance, ’Our(BlueBert)’ was
implemented in setting 4, yielding a robust cor-
relation of 0.61 with physician ratings (p-value =
0.0003), surpassing ClinicalBERT in capturing se-
mantic similarities. Additionally, the model ’Our
fine-tuned on MedNLI,’ as detailed in Section 3.3,
achieved an impressive correlation coefficient of
0.72 with coder ratings (p-value = 6.91e-06). This
remarkable improvement over the results reported



Table 5: Semantic Similarity Correlations with Medical practitioner Ratings

Model Correlation p-value
Physician Coder Physician Coder

ClinicalBERT 0.46 0.51 0.0001 0.0036
Our (BlueBert) 0.61 0.65 0.0003 0.0002

Our fine-tuned on MedNLI 0.64 0.72 0.0003 6.91e-06

by Huang et al. (2019) highlights the model’s ef-
fectiveness in enhancing semantic similarity tasks.
This exploration aimed to assess the performance
of diverse models in capturing semantics within
the dataset created by (Pedersen et al., 2007) and
evaluated by medical professionals.

4 Challenges & Limitation

In healthcare-based deep learning and information
retrieval, several challenges emerge. Pretrained
models demand high GPU memory, and there’s
a delicate balance to be struck between sequence
length and batch size, essential for efficient train-
ing. Training embeddings for clinical notes that
are associated with numerous ICD codes can re-
sult in suboptimal similarity between the note and
the ICDs. This is because the training process
may introduce conflicting rewards in one batch and
penalties in another batch, potentially affecting the
expected level of similarity. Inaccurate ICD code
assignments by coders to a note can also contribute
to this issue. Designing hard negatives sample for
ICDs may offer a solution. The choice of evalu-
ation metrics is critical, as they must align with
specific research goals and be mindful of their lim-
itations.

Substantial GPU memory, preferably over 32
GB, is required for effective work, which can pose
challenges for those with limited access to high-
end hardware. Training data may exhibit variations
in query exposure, impacting result relevance, ne-
cessitating strategies for consistency.

Beyond technical concerns, researchers strug-
gle with limitations on data availability im-
posed by patient privacy regulations, such as the
Health Insurance Portability and Accountability
Act (HIPAA) and the General Data Protection Reg-
ulation (GDPR). Additionally, they encounter chal-
lenges in overcoming issues of data scarcity, qual-
ity, and labour-intensive annotation processes. Nav-
igating these complexities, which span technical,
ethical, and data-related dimensions, is essential to
advancing their work in this crucial field.

5 Conclusion

This research introduces a novel approach to en-
hance clinical information retrieval from Electronic
Health Records (EHRs) by employing a context-
enhanced network that leverages deep learning and
concept embeddings. It demonstrates the effective-
ness of various settings and the importance of inte-
grating clinical narratives with concepts. Notably,
the study highlights the model’s practical applica-
tion through a case study of a patient with pneu-
monia infection. The findings reveal that setting
4, incorporating concept embeddings, consistently
outperformed other configurations. Moreover, re-
training the embeddings using ICD significantly
boosted accuracy to 90.5% in the MedNLI dataset.
The ClinicNarrIR model achieved an NDCG@10
score of 0.54, showing some potential in retrieving
clinically relevant information from EHRs, ensur-
ing that the most critical patient data is readily
accessible.

The analysis of Physician and Coder correlation
demonstrated a strong correlation coefficient of
0.72 with coder ratings (p-value = 6.91e-06). Fur-
thermore, the effectiveness of different pre-trained
transformers was investigated, with BlueBERT con-
sistently delivering superior results in all cases.

Leveraging MIMIC-III in this study proves ad-
vantageous to the research community, providing
realistic data, benchmark status, open access, and
ethical de-identification. This contribution estab-
lishes a valuable benchmark for fellow researchers.

However, this research acknowledges several
challenges and limitations in healthcare-based deep
learning and information retrieval, including the
need for substantial GPU memory, data privacy
regulations, and data scarcity. Despite these chal-
lenges, this research paves the way for more accu-
rate and efficient clinical decision-making, benefit-
ing both healthcare practitioners and patients. The
comprehensive assessments and results presented
herein offer valuable insights into the effectiveness
of different settings in real-world clinical applica-
tions, reinforcing the significance of this work.
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A Appendix

In this appendix we are listing popular 30 concept
and popular queries that were used for evaluating
of the model.

A.1 Popular Concepts
In Figure 1 top 30 patients’ presentation (concepts)
are extracted in the clinical narrative in MIMIC-III
EHR. This can give insight about the type of com-
plaints that the patient presented or was diagnosed
with it.

Figure 1: Top 30 patient presentation in EHR

A.2 Most frequent ICD (International
Classification of Diseases) that existed
MIMIC III

The popularity of the ICD codes in the MIMIC III
dataset is determined by the number of notes in
which they appear. We conducted an analysis of
the dataset to study this popularity, and it follows
a ranking from most popular to less popular, as
shown in the list below:

1. Hypertension NOS

2. CHF NOS

3. Atrial fibrillation

4. Crnry athrscl natve vssl

5. Acute kidney failure NOS

6. DMII wo cmp nt st uncntr

7. Hyperlipidemia NEC/NOS

8. Acute respiratory failure

9. Urin tract infection NOS

10. Esophageal reflux

11. Pure hypercholesterolem

12. Pneumonia, organism NOS

13. Anemia NOS

14. Hypothyroidism NOS

15. Hy kid NOS w cr kid I-IV

16. Chr airway obstruct NEC

17. Acidosis

18. Chronic kidney dis NOS

19. Septicemia NOS

20. Severe sepsis

21. Food/vomit pneumonitis

22. Ac posthemorrhag anemia

23. Aortocoronary bypass

24. Hyp kid NOS w cr kid V

25. Long-term use anticoagul

26. Old myocardial infarct

27. Mitral valve disorder

28. Subendo infarct, initial

29. Depressive disorder NEC

30. Thrombocytopenia NOS
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