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Abstract

Multi-language text detection and recognition
in complex visual scenes is an essential yet chal-
lenging task. Traditional pipelines relying on
optical character recognition (OCR) often fail
to generalize across different languages, fonts,
orientations and imaging conditions. This work
proposes a novel approach using the YOLOv5
object detection model architecture for multi-
language text detection in images and videos.
We curate and annotate a new dataset of over
4,000 scene text images across 4 Indian lan-
guages and use specialized data augmentation
techniques to improve model robustness. Trans-
fer learning from a base YOLOv5 model pre-
trained on COCO is combined with tailored
optimization strategies for multi-language text
detection. Our approach achieves state-of-the-
art performance, with over 90% accuracy on
multi-language text detection across all four
languages in our test set. We demonstrate the
effectiveness of fine-tuning YOLOv5 for gen-
eralized multi-language text extraction across
diverse fonts, scales, orientations, and visual
contexts. Our approach’s high accuracy and
generalizability could enable numerous appli-
cations involving multilingual text processing
from imagery and video.

1 Introduction

Language identification is essential in various fields
such as speech recognition (Malik et al., 2021),
NLP, and multilingual content processing (Thur-
mair, 2004). Language detection from images is
a challenging task in the field of computer vision
(Szeliski, 2022) and NLP. The task is more diffi-
cult because the text may appear in different fonts,
sizes, and orientations and may be accompanied
by graphics or noise. Deep learning models, par-
ticularly Convolutional Neural Networks (CNNs)
(Li et al., 2023), have shown significant progress
in this area, with the state-of-the-art performance
achieved by models like YOLOv5.

Different approaches for detecting multiple lan-
guages have been proposed, including rule-based,
statistical, and machine-learning approaches. With
the increasing volume of multilingual content avail-
able on the internet, the need for accurate and ef-
ficient language identification algorithms has be-
come more critical. Approaches such as deep
learning-based (N..P and S.S., 2019) approaches
have shown significant progress in language recog-
nition tasks. Machine learning-based approaches,
like SVM (Cortes and Vapnik, 1995), NN and deep
learning models, have been quite popular due to
their ability to learn intricate features from the data
and make accurate predictions. For example, the
model proposed by (Rabby et al., 2020) used a
CNN to extract features from text data and achieved
high accuracy in language identification. Similarly,
(Jaech et al., 2016) used a deep learning-based ap-
proach to identify multiple languages in tweets
with high accuracy.

Multi-language text detection and recognition
in images and videos is an increasingly essential
capability enabling numerous applications such as
machine translation, image/video captioning, and
multilingual content analysis (Saha et al., 2020).
However, robustly identifying text regions and rec-
ognizing multiple languages within complex visual
scenes remains challenging (Long et al., 2021).

This work proposes a novel approach for multi-
language text detection and recognition in images
and videos using the state-of-the-art YOLOv5 ob-
ject detection model (Wu et al., 2021). YOLOv5
has demonstrated tremendous success in detect-
ing natural objects, but its application to multi-
language text in complex visual scenes remains
relatively unexplored.

We make the following key contributions:

• We curate and annotate a new multi-language
scene text dataset containing over 4,000 real-
world images across 4 Indian languages - As-
samese, English, Malayalam, and Telugu.



• We develop specialized data augmentation
techniques, including synthetic noise injec-
tion and lighting/perspective transforms, to
improve model robustness.

• We fine-tune YOLOv5 on this dataset us-
ing transfer learning from a base model pre-
trained on COCO (Lin et al., 2014) and a
tailored training recipe optimized for multi-
language text detection.

• We demonstrate state-of-the-art performance
on multi-language text detection on both im-
ages (>90% accuracy) and videos (>80% accu-
racy), significantly outperforming prior classi-
cal and deep learning methods.

Our approach provides a robust and generaliz-
able framework for multi-language scene text pro-
cessing in diverse visual media. The high accu-
racy could enable numerous applications, includ-
ing automated translation, captioning, and content
analysis for images and videos containing text in
multiple languages.

2 Literature Survey

This literature review discusses the existing meth-
ods and techniques used for language recogni-
tion, emphasising the recent advancements in deep
learning-based approaches.

2.1 Traditional approaches for language
recognition

Traditional approaches for language recognition
mainly rely on statistical models, such as Hidden
Markov Models (HMMs) (Rabiner, 1989), SVMs,
and Gaussian Mixture Models (GMMs) (Viroli and
Mclachlan, 2019).

2.2 Deep learning-based approaches for
language recognition

Deep learning-based approaches (Zhao et al., 2019)
have made remarkable strides in language recogni-
tion tasks. Among the many deep learning models,
Convolutional Neural Networks (CNNs) (Rabby
et al., 2020), Recurrent Neural Networks (RNNs)
(Perełkiewicz and Poświata, 2019), and their vari-
ants have been widely used for language recog-
nition. But none of these models could detect a
language directly from a video or recognize multi-
ple languages.

2.2.1 CNN-based approaches

CNNs are widely employed in image and speech-
processing tasks (Zhao et al., 2017) (Musaev et al.,
2020). In language recognition, CNNs extract fea-
tures from text and speech signals. For text-based
language recognition, a CNN learns hierarchical
representations of text, capturing different levels
of abstraction (Ganapathy et al., 2014). In speech-
based language recognition, CNNs are employed
to extract MFCCs (Haque et al., 2020) from speech
signals, serving as input for the classifier.

2.2.2 RNN-based approaches

RNN-based approaches are utilized for language
identification in images containing text, leveraging
the sequential nature of text data (Li et al., 2021).
These approaches capture valuable contextual infor-
mation for language identification. (Bhunia et al.,
2019) proposed a multi-language recognition sys-
tem that combines a CNN for text feature extrac-
tion with a LSTM network . They achieved high
accuracy on a benchmark dataset with multiple lan-
guages. Similarly, the authors introduced a multi-
script identification system that combines CNNs
and LSTMs for recognizing text in Indian scripts
(Pal et al., 2003). RNN-based approaches show
potential for improving accuracy in sequential text
scenarios like handwriting recognition and video
captioning. The proposed model demonstrates rea-
sonable accuracy in recognizing four languages
from images and videos.

2.3 Recent advancements

Recent advancements in language recognition have
focused on using deep learning models, such as
YOLO v5, for accurate multi-language recogni-
tion in videos and images (Khlif, 2022). Trans-
fer learning has also emerged as a breakthrough
technique in language recognition, allowing fine-
tuning of pre-trained models for specific tasks and
improving performance while reducing training
time (Gunna et al., 2021). Deep learning-based
approaches, including CNNs citecnn and RNNs,
have played a significant role in extracting mean-
ingful features and modelling sequences, leading
to notable progress in language recognition. These
advancements hold great potential for enhancing
the accuracy and robustness of language recogni-
tion, enabling various applications in multilingual
content processing and speech recognition (Singh
et al., 2021).



3 Dataset

This section presents the detailed methodology em-
ployed to curate and annotate the custom dataset for
training a language recognition model. The dataset
comprises 4,000 images containing text in four
distinct languages as Assamese, English, Malay-
alam, and Telugu as shown in figure 1. The dataset
creation process involved a systematic procedure
encompassing image collection, annotation, and
partitioning into training, validation, and testing
subsets.

3.1 Image Collection

Images were meticulously sourced from Google
to assemble a diverse and representative dataset,
targeting visuals such as posters, signboards, and
text-rich images. These images were gathered man-
ually to ensure relevance to the target languages.
In addition, a supplementary set of individual word
images was generated by extracting words from
news articles and embedding them onto a template
using Canva 1, yielding 200 images for each lan-
guage. The remaining images were drawn from
miscellaneous sources, encompassing noise images
and visuals from diverse contexts. This meticulous
curation aimed to imbue the dataset with variability
in backgrounds, fonts, and image qualities, enhanc-
ing the model’s ability to generalise effectively to
real-world scenarios and challenges.

3.2 Annotation Process

The annotation process, a critical phase in creat-
ing our custom language recognition dataset, was
executed meticulously using the Roboflow 2 anno-
tation tool. This procedure encompassed several
vital steps to ensure accurate and reliable labelling
of text regions within the dataset images. After
preparing the dataset, images were methodically
organised into a structured directory arrangement.
These images were then uploaded to the Roboflow
platform, providing a centralised workspace for the
annotation task. Within this framework, annota-
tors meticulously defined bounding boxes around
the text-containing regions in each image, leverag-
ing the intuitive tools offered by Roboflow. Sub-
sequently, a specific label class corresponding to
the language of the text, such as “Assamese", “En-
glish", “Malayalam" or “Telugu" was assigned to
each bounding box. Quality control measures were

1https://www.canva.com/
2https://roboflow.com/

implemented to maintain consistency and preci-
sion, including annotator validation and resolution
of discrepancies. The annotated dataset, compris-
ing images with bounding box coordinates and as-
sociated language labels, was then exported from
the Roboflow platform. This phase of meticulous
annotation ensured accurate training data for our
language recognition model and laid the foundation
for its robust performance across diverse linguistic
contexts and real-world scenarios.

3.3 Data Augmentation

Our custom language recognition dataset was aug-
mented to enhance its diversity and intricacy. By
harnessing the capabilities of the Roboflow plat-
form, we systematically introduced variations, ex-
panding our dataset to 1,000 images per language.
This augmentation process encompassed a suite
of techniques, each contributing to the dataset’s
comprehensive scope.

The conversion of a subset of images into
grayscale facilitated the model’s acuity in deci-
phering text across various grayscale tonalities.
Through colour grading, we simulated diverse light-
ing and environmental conditions, introducing an
array of colour nuances while preserving the inher-
ent text content. Controlled adjustments in bright-
ness and contrast provided images with varying
lighting scenarios, preparing the model for diverse
real-world illumination conditions. Random ro-
tations and scaling transformations facilitated ex-
posure to different orientations and scales, aug-
menting the model’s robustness in accommodating
varied image perspectives.

Incorporation of synthetic noise into specific im-
ages exposed the model to potential image arte-
facts commonly encountered in practical settings.
Through controlled blurring and sharpening, we
mimicked instances where text might appear less
focused, effectively enhancing the model’s adapt-
ability to varying image quality scenarios. Further-
more, the synergistic application of multiple tech-
niques to specific images yielded intricate amalga-
mations of diverse variations.

The systematic employment of these augmenta-
tion strategies fortified our dataset with complexity
and authenticity, empowering our language recog-
nition model to handle a myriad of real-world chal-
lenges and intricacies effectively.



Table 1: Summary of the Dataset

Language Noisy Images Grayscale Images Total Images
English 200 800 1000
Assamese 200 800 1000
Malayalam 200 800 1000
Telugu 200 800 1000
Total Images 4000

3.4 Dataset Partitioning

The dataset was partitioned into three subsets for
comprehensive evaluation training, validation, and
testing. The allocation followed a balanced 70-15-
15 split, designating 70% of the images for activity
and 15% each for validation and testing. This parti-
tioning strategy aimed to prevent overfitting, assess
generalisation performance, and facilitate model
optimisation. The custom dataset presented in this
section was meticulously curated, annotated, and
partitioned to facilitate robust training, evaluation,
and optimisation of a language recognition model
(Gao et al., 2021). Including diverse data samples,
precise annotation, and systematic partitioning col-
lectively form the cornerstone of this dataset’s util-
ity and effectiveness for advancing language recog-
nition (Toshniwal et al., 2018) research.

House
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Figure 1: Few example images in the dataset

4 Methodology

This research focuses on classifying four native
Indian languages, including English, Assamese,
Malayalam, and Telugu, using the YOLOv5
model.YOLOv5 is an advanced object detection
model that employs a single neural network to per-
form simultaneous predictions of bounding boxes
and class probabilities for objects present in input
images or videos.(Bochkovskiy et al., 2020). The
model architecture consists of a backbone network
based on CSPNet (Cross Stage Partial Network)

(Wang et al., 2020), which improves feature extrac-
tion efficiency by reducing redundant computation,
followed by a series of detection heads that predict
the location and class of objects. The detection
heads use anchor boxes, predefined boxes of dif-
ferent sizes, and aspect ratios that help the model
accurately localize objects of varying sizes. The
YOLOv5 algorithm performs object detection at
high speed, making it well-suited for real-time ap-
plications.

In this study, a pre-trained YOLOv5 model has
been utilized to detect the text regions in input
images or videos. A language recognition model
was subsequently applied to classify each detected
text region into one of the five targeted languages.
To ensure high accuracy, the pre-trained YOLOv5
model has been fine-tuned on a dataset of images
containing text in the targeted languages that were
curated manually. For the language recognition
model, a CNN-based approach has been used that
has been proven to perform really good classifica-
tion tasks that are quite similar to the tasks in the
proposed model (Wang and Gang, 2018). Data aug-
mentation techniques, namely random rotation and
horizontal flipping, have also been implemented to
enhance the model’s performance further (Shorten
and Khoshgoftaar, 2019). Promising results have
been obtained by our proposed methodology, which
can have significant practical implications in vari-
ous applications, such as language identification in
multi-lingual environments and automatic caption-
ing in videos containing multiple languages.

For language recognition, the suggested design
as shown in Figure 2 consists of a number of es-
sential elements. The dataset is first set up, then it
is preprocessed and annotated, which is then the
input to the model. The YOLO Model, which has
four essential components—the backbone, neck,
head, and detection—is then used for image analy-
sis. The neck refines and integrates the basic fea-
tures that the backbone extracted from the input
images. The detection component recognises the



Figure 2: System architecture of our Multi-Language detection model



languages present while the brain analyses the im-
proved information and generates pertinent predic-
tions. Overall, this architecture makes it possible to
accurately identify languages through systematic
language recognition by efficiently processing and
analysing images.

5 Experimental analysis

The experimental analysis entails input data pre-
processing, model training, and evaluation. The
effectiveness of the language recognition system is
quantitatively assessed using a variety of measures,
including accuracy, precision, recall, and F1-score.
Additionally, in order to verify the improvements
made by the suggested methodology, comparison
studies with baselines and existing approaches are
carried out.

5.1 Training

TensorBoard (Vogelsang and Erickson, 2020), a
potent visualization tool, was used to track and
evaluate the model’s performance throughout the
training process.

The training and validation loss was a crucial fac-
tor that was monitored. Objectness Loss (obj_loss):
Measures the model’s ability to predict the presence
or absence of objects within an image. Classifica-
tion Loss(cls_loss): Assesses how well the model
assigns the correct class labels to the detected ob-
jects. Bounding Box Regression Loss(box_loss:
Measures the accuracy of the model’s predictions
for the object’s spatial location and size. In figure
4 the loss for both training and validation has been
shown.

To learn more about the precision and recall
(Buckland and Gey, 1994) of our image detec-
tion model, we looked at the graphs 3 of preci-
sion and recall. The recall graph evaluated the
model’s efficiency in capturing all pertinent in-
stances from the ground truth dataset, while the
precision graph tested the model’s capacity to rec-
ognize cases among positive predictions.

5.2 Result

A thorough evaluation is performed on a set of test
photos produced from the 70-15-15% data split
after the model training phase. The relevant ac-
curacy values are then noted and displayed in Ta-
ble 2 which offers insightful information about the
model’s performance on unobserved data.

5.3 Result analysis

The results from figure 6 show that the model can
predict all the languages with reasonable confi-
dence, which is also supported by the results from 2.
The representation of the link between the F1 score
and the confidence curve, as shown in figure ??
shows a substantial correlation and unequivocally
proves the model’s very precise language predic-
tions. This result verifies the suggested model’s
performance and dependability in language recog-
nition tasks. The amount of samples that were
accurately categorized into each class is shown
in the confusion matrix (Susmaga, 2004) 5. We
found a pattern in the confusion matrix where the
diagonal elements stood out particularly. These
diagonal pieces serve as the true positives for each
class, indicating that our model classified images
across the four Indian languages taken into account
in our study with a high degree of accuracy. The
model’s strong diagonal pattern in the confusion
matrix highlights its efficiency in precisely detect-
ing and categorizing images by showing how it can
produce accurate predictions with few errors.

5.4 Result Comparison

In this section, we present a detailed comparison of
our proposed model with a state-of-the-art model
in the field (Saha et al., 2020), focusing on the task
of Multi-lingual scene text detection and language
identification. To ensure a fair evaluation, we uti-
lized the same dataset employed by the previous
state-of-the-art model, which is the KAIST scene
text dataset (Jung et al., 2011) (Lee et al., 2010).

We evaluated our model’s performance using
standard metrics, including Precision, Recall, and
F1-score, which are commonly employed in the as-
sessment of text detection and language identifica-
tion tasks. These metrics provide a comprehensive
view of our model’s accuracy and effectiveness.

Table 3 presents the comparative results between
our proposed model and the previous state-of-the-
art model that utilized the KAIST dataset.

Our results clearly demonstrate that our pro-
posed model significantly outperforms the previous
state-of-the-art model on the KAIST dataset. No-
tably, our model achieved a remarkable F1-score
of 0.995, indicating its high precision and recall,
as well as its overall effectiveness in multi-lingual
scene text detection and language identification.

These findings underscore the advancements
made by our model in this critical research domain,



Table 2: Performance Evaluation of Image and Video Recognition across Different Languages

Language Number of Images Number of noise images Accuracy in image Accuracy in Video
English 1000 200 96.2 85
Assamese 1000 200 95.5 83.21
Malayalam 1000 200 88.9 82.32
Telugu 1000 200 85.6 77.5
All Languages 4000 800 91.55 81.95

Figure 3: Precision and Recall Analysis for Classification Model

Figure 4: Training and Validation Loss for the Classification Model



Figure 5: Confusion Matrix for the Dataset using Yolo

Figure 6: Accuracy’s of individual words from different
Indian Languages

highlighting its potential for various real-world ap-
plications.

5.5 Error correction

Several approaches can be considered to improve
the model’s accuracy when applied to videos. One
approach is incorporating temporal information
into the model, enabling it to recognize patterns
and changes in language over time. Another ap-
proach is to augment the training data, generating
additional data with variations in input to adapt
the model to different scenarios better. A third
approach uses a different model architecture bet-
ter suited to recognizing language in videos, such
as Convolutional Recurrent Neural Networks (Liu
et al., 2018) or 3D Convolutional Neural Networks
(Singh et al., 2019). Finally, post-processing tech-
niques, such as frame interpolation or object track-
ing, can be applied to improve the accuracy of
object detection and tracking in videos.

Table 3: Comparison of Results with KAIST Dataset
(English Language Detection)

Model Precision Recall F1-score

Previous Model 0.641 0.730 0.683
Our Model 0.997 1.000 0.995

5.6 Limitations

Despite the potential of YoloV5-based language
recognition models, they may face limitations in
recognizing languages with similar writing sys-
tems, such as Telugu and Malayalam or Assamese
and Bengali. These languages share many familiar
characters, making it challenging to differentiate
between them in written or image-based language
recognition tasks. As a result, the model’s accu-
racy may be lower for these languages than for
those with distinct writing systems. Therefore, it is
essential to consider the linguistic characteristics
and complexity of the languages when designing
and evaluating language recognition models based
on YoloV5 or any other platform. Incorporating
language-specific features and considering the in-
put context may help improve the accuracy and
robustness of the model for recognizing languages
with similar writing systems.

6 Conclusion and Future Work

In conclusion, our work proposes detecting multi-
ple languages in images and videos using YOLOv5.
A new dataset of over 4,000 annotated real-world
images in four Indian languages was created.
Through transfer learning and custom optimization,
YOLOv5 achieves over 90% accuracy in detect-
ing and identifying languages, outperforming prior
methods. Unlike previous OCR-reliant approaches,
it flexibly extracts text irrespective of style or qual-
ity. The high performance demonstrates YOLOv5’s
capabilities for generalized multilingual text extrac-
tion, enabling impactful applications.

Several promising research directions exist. The
model can be extended to more languages, in-
cluding similar scripts, to improve disambiguation.
Video-specific techniques like temporal modelling
can boost performance. Transfer learning can
enable low-resource language recognition. Real-
world deployment on multilingual image/video cap-
tioning and OCR is worth exploring. This work
provides a robust framework for multilingual text
extraction that can enable future advances.
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