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Abstract

Back Translation has been an effective strat-
egy to leverage monolingual data both on the
source and target sides. Research have opened
up several ways to improvise the procedure,
one among them is iterative back translation
where the monolingual data is repeatedly trans-
lated and used for re-training for the model
enhancement. Despite its success, iterative
back translation remains relatively unexplored
in low-resource scenarios, particularly for rich
Indic languages. This paper presents a com-
prehensive investigation into the application of
iterative back translation to the low-resource
English-Assamese language pair. A simpli-
fied version of iterative back translation is pre-
sented. This study explores various critical
aspects associated with back translation, in-
cluding the balance between original and syn-
thetic data and the refinement of the target
(backward) model through cleaner data retrain-
ing. The experimental results demonstrate sig-
nificant improvements in translation quality.
Specifically, the simplistic approach to itera-
tive back translation yields a noteworthy +6.38
BLEU score improvement for the English-
Assamese translation direction and a +4.38
BLEU score improvement for the Assamese-
English translation direction. Further enhance-
ments are further noticed when incorporat-
ing higher-quality, cleaner data for model re-
training highlighting the potential of iterative
back translation as a valuable tool for enhanc-
ing low-resource neural machine translation
(NMT).

1 Introduction

LowResource NeuralMachine Translation (NMT)
is an open problem where even the most success-
ful state-of-the-art methods or models have a lim-
ited impact and adaptingNMT systems under these
restrictions is still a challenging task. The basic
requirement for any popular neural model is an
enormous amount of data which becomes an inher-

ent limitation for low-resource languages where
only tens of thousands of parallel data is avail-
able. Although there is a dearth of parallel data,
monolingual data is abundantly available for most
of the cases. A well-known, simple and effec-
tive method is Back-Translation (BT) where a tar-
get to source NMT model is trained on the paral-
lel data and is used to translate the monolingual
target data to generate a relatively large pseudo-
parallel dataset. The pseudo-parallel dataset can
thus be utilised to appease the data hungry NMT
models which appears to be a suitable method for
low resource scenarios. (Sennrich et al., 2015a;
Jain et al., 2021) have demonstrated successful im-
plementation of the BT approach. Simple enough
as it seems to be, several factors such as the data
quality (Hoang et al., 2018), ratio of original to syn-
thetic data size (Poncelas et al., 2018; Hoang et al.,
2018), model tuning on clean data, impact of merg-
ing the original parallel data to the synthetic par-
allel data (Sennrich et al., 2016), noise induction
(Wu et al., 2019) etc influence a BT model. We
investigate back translation for low-resource lan-
guage pair: English-Assamese. As pointed out by
(Poncelas et al., 2018), model performance is nega-
tively affected by the back translated data which is
error-prone in comparison to the ‘perfect’ human
translations. Tomitigate this effect of BT and in or-
der to enhance the translation quality we adopt BT
in an iterative manner, inspired by (Hoang et al.,
2018), hypothyzing to produce better translations
with every iteration.
Contributions of this paper:

1. Experimental analysis on Byte Pair Encoding
(BPE) and SentencePiece (SP) in order to find
the suitable vocabulary size for the data at
hand.

2. Simplified version of the standard Iterative
Back Translation approach to leverage the use
of existing target monolingual data for better



translation quality andmodel performance for
both directions.

3. Experimental analysis on balancing original
and synthetic data as well as model tuning
on semantically cleaner data to enhance back-
ward model.

The rest of the paper is organized as follows:
Section 2 describes some available reported works
on BT, Section 3 presents the methodology fol-
lowed, experiments done and results obtained and
Section 4 concludes the paper.

2 Related Work

The whole idea of back translation in low resource
scenario is to augment the limited data. Therefore,
extensive research has been conducted in this direc-
tion to achieve improved results by investigating
in the directions described in the following subsec-
tion.

2.1 Back Translation
1. Data Augmentation: Apart from using only

target monolingual data, source side data is
also exploited to inflate the data size (Tonja
et al., 2023)(Abdulmumin et al., 2021)(Jain
et al., 2021). In a similar work, (Nguyen et al.,
2020) trained k forward and backwardmodels
in the rth round. The forward models are used
to produce k translation sets of the source side
data while the backward models generates k
translation sets of the target side data. All the
translation thus produced are merged to ob-
tain a much larger sized data. This method
has the advantage to exponentially increase
the data size with no requirement of extra
monolingual data but at the same time, the
augmented data are more or less duplicated
at least at source or target side which might
hinder in attaining a generalised model.

2. Noise induction: (Wu et al., 2019) hits two
targets at the same time namely:

(a) Data size expansion: Exploits both
source and target monolingual data pro-
ducing forward and back translations to
add up in the original parallel bitext.

(b) Model Generalization: Noise is in-
duced in the source sentences by a sys-
tematic analytical approach to produce a
robust translation model.

Also, tuning on clean data is observed to pro-
duce improved results [Low-Resource Neu-
ral Machine Translation Improvement Using
Source-Side Monolingual Data].

3. Data Quality: This aspect has been investi-
gated by multiple researchers such as (Hoang
et al., 2018; Poncelas et al., 2018) where it
has been shown that the quality of transla-
tions does produced influence the learning of
a model as normally the machine generated
data, especially the ones trained with limited
data, have a substantial rate of error. And
hence, enhancing the translation quality def-
initely boosts up the model performance and
vice-versa (Akella et al., 2020).

4. Ratio of Synthetic to original parallel text:
As (Sennrich et al., 2016) had experimen-
tally shown that merging the original parallel
text with the back translations produces better
models, an important aspect in this data fu-
sion is also the proportion of the errorneous
back translations as compared to the clean
parallel text. In this regard, (Poncelas et al.,
2018) has presented a detailed analysis.

The techniques of back translation which holds
good for a particular settingmay not work the same
way for another as a lot of factors come to play
as described above. (Hoang et al., 2018) have re-
ported that dual learning (He et al., 2016) which is
a refined version of BT, effective in many cases,
have failed for them. The language specialties dif-
fer from language to language demanding special
care in each case, not to speak of the morphologi-
cally rich languages especially the Indic ones. On
exploring the available literatures (Laskar et al.,
2021; Kandimalla et al., 2022; Talukdar and Sarma,
2023; Kalita et al., 2023) for the underexplored
North-Eastern Indic languages , we found limited
works on back translation on Assamese, a North-
Eastern Indic language, recognized as a low re-
source language with limited linguistic resource.
BT, therefore, seems to be a suitable data augmen-
tation technique. This paper is therefore, dedicated
towards a systematic analysis of BT on the English-
Assamese pair.

2.2 Iterative Back Translation
The core idea behind is that the insatiable neu-
ral models face a significant challenge in low-
resource settings due to the scarcity of large-scale



data. Consequently, the resulting translations in
such scenarios in either direction often fall short of
expectations. Back translating target monolingual
data to generate a synthetic parallel corpus is ex-
pected to boost up the target→source model which,
in turn, can be used to reproduce better translations
for the same monolingual data. The objective is
to enhance the target→source model anticipating
quality translations. The process can be repeated
until saturation.

3 Methododology, Experiments and
Results

All experiments are carried out using the Py-
torch version of the open-source NMT toolkit
known as OpenNMT-py1 on a system equipped
with a 256GB SSD and an Intel® Xeon(R) Gold
6230R processor, accompanied by an NVIDIA
RTX A6000 with 48 GB of GPU RAM. Due
to the limited availability of a single exten-
sive data source, the genuine parallel training
data comprises a combination of four distinct
datasets: National Platform for Language Technol-
ogy2 (NPLT), Samanantar(Ramesh et al., 2022),
PMIndia (PMI) (Haddow and Kirefu, 2020), and
an in-house parallel data collection known as Ma-
chine Aided Translation (MAT). The individual
contribution of each data source is detailed in ta-
ble 1.

Table 1: Training Set Composition

DataSet Size
NPLT 70,000

Samanantar 1,41,227
PMI 9,780
MAT 15,157
Total 2,36,164

Monolingual Source: We use the IndicCorp
(Kakwani et al., 2020) Assamesemonolingual data.
It has 1.39M sentences sourced mainly from news
articles.
To test the performance of the models devel-

oped, a comprehensive test set is designed to in-
clude complexity in all levels, be it domain-wise
or of various sentence lengths. It is developed by
linguistic experts comprising of seven (7) domains

1https://github.com/OpenNMT/OpenNMT-py
2https://nplt.in/demo/

which includes Administration, Agriculture, Edu-
cation, Judiciary, Health, Tourism and Technology
and Climate (combined). Every domain also holds
sentences with four different sentence length buck-
ets namely, (1-10), (11-20), (21-30) and 30+.

3.1 Data Filtering, Pre-processing and
Vocabulary Size Selection

As the training data is obtained from public
sources, it is observed that it contains erroneous
data which is probably scraped. To obtain a clean
set of parallel training sentences, a basic filtering
routine is applied which comprises of the follow-
ing steps:

1. Removal of blank lines.

2. Removal of duplicate (source, target) pairs.

3. Removal of disproportionate (source, target)
pairs where the source sentence is signifi-
cantly (twice) greater than the target sentence
and vice-versa.

4. Removal of (source, target) pair if either of
them is too long or too short. Typically we
keep sentences with the condition 5 < Sen-
tence Length < 35.

Normalization: The filtered data is then nor-
malized to maintain uniformity in the content. All
English text is lowercased and for Assamese, the
normalization procedure of IndicNLP (Kakwani
et al., 2020) is used which does normalize am-
biguous characters like ‘৷’ (dari, which is similar
to pipe ‘|’), '◌ঃ' (bisarga, having resemblance with
colon ‘:’) but fails to distinguish the oordhocoma
(’) from the punctuation markers (Ahmed et al.,
2023). This character is normalized to punctuation
which is tokenized where the words with oordho-
coma are split during tokenization. Awork-around
as suggested in (Ahmed et al., 2023) is used to han-
dle the fault.
Tokenization: After experimentingwith several

tokenizers like nltk2, Moses (Koehn et al., 2007),
OpenNMT tokenizer and the tokenization module
of IndicNLP, it is found that the best NMT results
are obtained withMoses for English and IndicNLP
for Assamese text.
Selection of appropriate subwording method:

To find the most suitable subwording technique
that fits to the data, two such methods are exper-
imented with namely:



1. Byte Pair Encoding (BPE)(Sennrich et al.,
2015b) : Seperate and independent vocabu-
laries for both source and target are used.

2. SentencePiece (SP) (Kudo and Richardson,
2018): The unigram method is used with a
character coverage of 0.995 on separate and
independent vocabularies for both source and
target without any subword regularization.

Table 2: BLEU scores obtained with variable
Vocabulary sizes.

SP BPE

Vocab
Size

En-As As-En En-As As-En

4K 8.62 14.27 7.00 12.45
8K 8.35 14.75 8.30 13.84
16K 8.38 13.90 7.90 12.94
32K 7.56 12.98 6.74 12.19

From the table 2, it is clearly seen that SP
achieves better scores than BPE in both directions.
Four vocabulary sizes have been tested and as
rightly pointed out in (Gowda and May, 2020),
smaller vocabulary size works for low-resource
languages while the models tend to degrade to-
wards larger vocabulary size. From the experimen-
tal observations, we therefore select the vocabu-
lary size of 8000 for all experiments in this paper.
The model architecture adopted is the Trans-

former model (Vaswani et al., 2017). We exper-
imented with various sets of parameters, includ-
ing encoder and decoder layers, attention heads,
embedding size, and the number of nodes in the
feed-forward layer. Through these experiments,
the optimal configuration is identified which in-
cludes using 3 encoder and 3 decoder layers, a
word vector size of 512, and 2048 nodes in the
feed-forward layer. Model training is executed
with Adam (Kingma and Ba, 2014) optimizer with
an initial learning rate of 2 and Noam decay and
8,000 warm-up steps. The training continued for a
total of 600,000 steps, with validation checks per-
formed every 10,000 steps with early stopping hav-
ing a patience of 4, based on validation perplexity
and accuracy criteria.

3.2 Simplified Iterative Back Translation
This paper, describes extensive experiments per-
formed on the simple and easy-to-implement iter-

ative back translation method to investigate how
it tunes on the low-resource English-Assamese
pair. In the first stage, the standard back trans-
lation is performed. In this procedure, a base
target→source model is developed on the limited
authentic parallel data which is used to translate
the available target monolingual data creating a rel-
atively voluminous synthetic data. Iterative back
translation which was originally coined by (Hoang
et al., 2018), makes use of both source and target
monolingual sources turn by turn, discarding the
translations from the stage 1 (source translations).
We, in our simplified version, make use of only tar-
get monolingual data, re-using the full set in every
iteration. Also, our method is a simple single stage
procedure (see Fig. 1).

Figure 1: Simple Iterative Back-translation approach.
Steps 2, 3,4 can be repeated to the desired times.

In the next iteration of re-training, two options
are available:

1. using only the synthetic data for re-training
and fine-tuning on the original data or

2. merging the original and synthetic parallel
data.

We tested the first method but found that fine-
tuning reduces the score on BLEU. This could be
provoked by the parallel data if it is of pitiable con-
dition. Samanantar, which occupies a major share
of our original parallel data, is seen to lag behind
in quality which we believe could be the cause for
this failure. We, therefore, select the second strat-
egy as suggested by (Sennrich et al., 2016) by re-
training on the combination of 0.2M original and



1M synthetic parallel data. Three rounds of itera-
tions are performed and the results seem promising
with performance enhancing in every iteration (Ta-
ble 3).

Table 3: BLEU sores of the Forward and Backward
Mode with Iterative Back-translation.

Phase En→ As As→ En

Baseline 9.14 14.95
Iteration-1 14.39 17.36
Iteration-2 14.66 19.33
Iteration-3 15.52 18.64

Figure 2: Perplexity of the Validation set during train-
ing.

In Table 3, baseline is the score obtained with
the model trained on the original parallel data. The
backward (As→En) base model is used to trans-
late the Assamese monolingual data to produce the
first set of synthetic parallel data. The synthetic
and original parallel data aremerged and themodel
for Iteration-1 is trained on it. Instead of training
it from scratch, the model is initialised with the
parameter values of the best checkpoint obtained
for the baseline model. On testing, a significant
increase in BLEU score is noticed for Iteration-1
in both directions as the augmented data is able
to satisfy the model to a fair extent. The forward
model score is increased by +5.25 and the back-
ward model by +2.41. The Iteration-1 backward
model is then again used to re-translate the mono-
lingual target data and the same procedure of data
merging and model retraining is followed. The
backward model for Iteration-2 is highly benefit-
ted with an increase by +1.97 BLEU while a slight

Table 4: Domain-wise BLEU scores for En→As.

Domains Base Model Iteration-3
Agriculture 8.67 10.56
Education 9.89 11.78
Law 5.70 8.17
Administration 11.51 14.82
Technology and
Climate

7.96 9.19

Health 10.65 9.55
Tour 9.13 12.50
Overall 9.14 15.52

increase is noticed for the forward model. Same
trend is seen for Iteration-3 in the forward direc-
tion. The domain-wise score break-up is shown in
Table 4. The domains highly benefited are Law,
Administration and Tourism. This trend can be at-
tributed to the fact that the monolingual IndicCorp
data are mined from news articles which are rich in
these domains which might be the probable cause
for the significant improvement in those domains.
Also, Figure 2 shows the perplexity of the valida-
tion set during training in the first and third itera-
tions. The graph shows that, as the iteration pro-
gresses, the model converges faster indicating the
impact of data quality on model training.
Also, shown in Table 5 are some test set sam-

ple translations by the base model(trained with-
out monolingual data), iteration-1(Iter-1) model
and iteration-3 (Iter-3) model (trained with mono-
lingual data). The first set includes translations
for short sentence, the second for mid-length sen-
tence and the third set is for longer sentences with
Named Entities. For a quantitative analysis, we
have included three kinds of quality analysis met-
rics:

1. LaBSE: The LaBSE (Feng et al., 2020) score
indicates the cosine similarity between the
source and target sentence embeddings by the
LaBSE model. Higher the value, closer is the
source embedding to the target embedding.

2. Adequacy: It indicates whether the transla-
tion produced is semantically adequate i.e.,
captures the meaning of the source sentence.

3. Fluency: It shows if the translation is aligned
to the common grammatical usage by a native
speaker of the language.



Table 5: Translation Samples: Base Vs Iteration-1 Vs
Iteration-3 Models.

Model Translation LaBSE

score

Adequacy Fluency

En Our Assam is an agri-
cultural state.

Base আমাৰ অসম কৃিষ ৰাজয্। 0.918 3 4

It-1 আমাৰ অসম এখন কৃিষ ৰা-
জয্।

0.921 4 5

It-3 আমাৰ অসম এখন কৃিষপৰ্-
ধান ৰাজয্।

0.942 5 5

En Rice cultivation was
introduced in Assam
about three thousand
years ago.

Base অসমত পৰ্ায় িতিন হাজাৰ
বছৰ পূেবর্ চাউলৰ েখিত
কৰা ৈহিছল।

0.866 2 5

It-1 অসমত পৰ্ায় িতিন হাজাৰ
বছৰ পূেবর্ চাউলৰ েখিতৰ সূ-
চনা ৈহিছল।

0.895 4 5

It-3 পৰ্ায় িতিন হাজাৰ বছৰ পূেবর্
অসমত ধান েখিতৰ পৰ্চলন
ৈহিছল।

0.904 5 5

En In 1836, American Bap-
tist missionaries led by
Dr. Nathan Brown
and Oliver T. Carter ar-
rived in Assam and es-
tablished their centers
first at Shadia and later
at a place name Jaipur.

Base ১৮৩৬ চনত ডা. নাথন
বাদামী আৰু জলফাইৰ িট
েকটাৰৰ েনতৃতব্ত আেমিৰকা
বািপ্তষ্ট িমছেনৰী ডা. না-
থান বাদামী আৰু অিলভ িট
েকেৰেট অসমৰ পৰ্থম স্থা-
নত িনজৰ েকন্দৰ্ স্থাপন কেৰ
আৰু পাছত জয়পুৰৰ নাম
িদেয়।

0.619 1 3

It-1 ১৮৩৬ চনত ডan নাথান বৰ্া-
উন আৰু অিলভাৰ িট েকৰ
েনতৃতব্ত আেমিৰকান বািপ্ত-
ষ্ট িমছেনৰীসকেল অসমত
উপিস্থত হয় আৰু িপছৈল
জয়পুৰ নামৰ ঠাইত িনজৰ
েকন্দৰ্ স্থাপন কেৰ।

0.715 2 4

It-3 ১৮৩৬ চনত ড০ নাথান বৰ্া-
উন আৰু অিলভৰ িট কা-
টর্াৰৰ েনতৃতব্ত আেমিৰকান-
সকেল অসমত উপিস্থত হয়
আৰু ইয়াৰ েকন্দৰ্ পৰ্থেম ছা-
িদয়াত আৰু পাছত জয়পুৰ
নােমেৰ স্থাপন কেৰ।

0.716 2 4

Both Adequacy and Fluency are ranked in the
scale from 1-5. Higher score indicates better qual-
ity. Deeper explorations are conducted in line
to this experiment to find the effect of original
and synthetic data balancing as well as backward
model enhancement by cleaner data as discussed
in the following experiments.

3.3 Effect of Quantity and Quality of
Synthetic Data

A common apprehension regarding back transla-
tion is that the model might be negatively affected
by an unbalanced proportion of original and syn-
thetic data as the translations are prone to (serious)
errors. To investigate in this direction, the syn-
thetic data is progressively incremented in every it-
eration instead of using the full set at once. Starting
with equal sized original and synthetic data (1:1) in
iteration-1 and doubling the synthetic data in the
second iteration, table 6 describes the results ob-
tained. No clear trend is seen in both directions on
comparing with the scores in Table 3.
Again, (Poncelas et al., 2018) has demonstrated

that the quality of the synthetic data affects the
model training. They have used intermediate trans-
lations generated by partially convergentmodels to
report the results. We use translations produced by
fully converged models which are then filtered and
their quality estimated. For filtration we use the
filtration procedure as described in data process-
ing. For quality estimation of the translations the
LaBSE module is utilized. The translations below
the selected threshold value (here, 0.7) are dropped.
Target→source models are re-trained on these rel-
atively better translations which enhances the tar-
get model which in turn, is expected to reproduce
better translations. Table 6 reports the results ob-
tained in various iterations. A positive trend is seen
from the results indicating the success of our hy-
pothesis.

4 Conclusion

From the experiments conducted we find that It-
erative Back translation stands out as an effective
approach, particularly for low-resource NMT sce-
narios. Secondly, it is evident that the utilization
of higher-quality synthetic data significantly en-
hances model performance in both directions, un-
derscoring the critical importance of data quality
in NMT training. And finally, our analysis re-
veals no distinct, consistent trend on the perfor-



Table 6: BLEU scores for Iterative BT with Origi-
nal:Synthetic data balancing and LaBSE cleaned syn-
thetic data

En→ As As→ En

Phase Orig:Syn LaBSE Orig:Syn LaBSE
It-1 13.91

(1:1)
15.59 19.24

(1:1)
17.94

It-2 14.23
(1:2)

15.61 18.36
(1:2)

20.25

mance of Back translation models concerning the
proportional inclusion of synthetic data alongside
the original parallel dataset. However, it is impor-
tant to acknowledge that these trends cannot be
generalized as every language has their own pecu-
liarities which makes them distinct from one an-
other. We plan to further investigate these direc-
tions in a bunch of low-resource language pairs to
arrive at a general conclusion.
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