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Abstract

This paper represent a work done on Neural
Machine Translation for English and Bodo
language pair. English is a language spoken
around the world whereas, Bodo is a language
mostly spoken in North Eastern area of India.
This work of machine translation is done on a
relatively small size of parallel data as there is
less parallel corpus available for english bodo
pair. Corpus is generally taken from available
source National Platform of Language Tech-
nology(NPLT), Data Management Unit(DMU),
Mission Bhashini, Ministry of Electronics and
Information Technology and also generated in-
ternally in-house. Tokenization of raw text is
done using IndicNLP library and mosesdecoder
for Bodo and English respectively. Subword
tokenization is performed by using BPE(Byte
Pair Encoder) , Sentencepiece and Wordpiece
subword. Experiments have been done on two
different vocab size of 8000 and 16000 on a
total of around 92410 parallel sentences. Two
standard transformer encoder and decoder mod-
els with varying number of layers and hid-
den size are build for training the data using
OpenNMT-py framework. The result are evalu-
ated based on the BLEU score on an additional
testset for evaluating the performance. The
highest BLEU score of 11.01 and 14.62 are
achieved on the testset for English to Bodo and
Bodo to English translation respectively.

1 Introduction

English is a widely spoken language around the
glove and generally forms an official language for
most of the people. Bodo is a local language of
Bodo people spoken in Northeast of India (mostly
in the state of Assam). Bodo language used the
devanagari script for writing. Recently, most of
the work are going on for Bodo language(Brahma
et al., 2012). Since Bodo is a low resource lan-
guage, there are less digital resources for Bodo
language in the form of text corpus. This become
quite challenging for Natural Language Process-

ing(NLP) task for Bodo language like machine
translation. Here, we performed a machine transla-
tion for English to Bodo and vice versa with limited
amount of parallel corpus. This corpus is com-
posed of parallel data from National Platform of
Language Technology(NPLT), Data Management
Unit(DMU), Mission Bhashini, Ministry of Elec-
tronics and Information Technology and our own
in-house created parallel corpus.
Preprocessing work that includes normaliza-
tion,tokenization, subword tokenization are per-
formed sequentially on both the languages and
then trained on two transformer encoder-decoder
models. These two encoder-decoder models varies
among each other basically in terms of number of
layers and hidden size. OpenNMT-py framework(a
framework containing libraries and tool for per-
forming machine translation) is used for build and
training the model(Klein et al., 2017). Normaliza-
tion, i.e, conversion of all upper-case alphabets to
lower-case is done on the English Text.
For tokenization of words in the text corpus of
English and Bodo language mosesdecoder and In-
dicNLP library is been used respectively. Subword
tokenization which is widely used for processing
of the tokenized text into sub-word level is per-
formed. For subword tokenization three techniques
have been used i.e, BPE(Byte Pair Encoder) , Sen-
tencepiece and Wordpiece subword. Two vocabu-
lary size of 8000 and 16000 subwords are created
from the data generated from each of the subword
tokenizations. The two transformer models are
trained individually using data generated by each
of the subword tokenization( BPE, Sentencepiece
and Wordpiece subword) technique. Training is
done on both the directions(i.e, English to Bodo
and Bodo to English) and using both the vocabu-
lary sizes. The result are evaluated based on BLEU
using sacredbleu library.



2 Related Works

Vaswani et al. (2017) have proposed the trans-
former model, an encoder decoder model which
is solely based on attention mechanism. In their
expirement this architecture is found to be efficient
than recurrent model for NLP task. This trans-
former architecture is used by us for our trans-
lation model. Verma and Bhattacharyya (2017)
in their paper have given a detail survey of NMT
and the model and architecture used for NMT like
LSTM, encoder-decoder model, attention mecha-
nism. They have addressed two problems in NMT
task. One is poor performanes for long sentences
which can be solved by attention mechanism and
OOV(out of vocabulary) which can be solved by
Subword BPE tokenization. And (Tan et al., 2020)
have given a detail specification of NMT mod-
els, architecture, tools, frameworks available for
performing NMT tasks and other preprocessing
libraries. Klein et al. (2017) in their paper have de-
scribed an open-source toolkit for neural machine
translation (NMT), OpenNMT. It is a framework
for building Neural Machine Translation model and
it prioritizes efficiency and modularity. In our ex-
periment we have used OpenNMT for building our
NMT model.
Choudhary et al. (2018) have performed an experi-
ment to translate English to Tamil language using
neural machine translation model with word em-
bedding and byte pair encoding tokenization. Their
model had been able to achieve a highest blue score
of 8.33.
Indian Languages like Bodo, Assamese and most
of the Northeastern Indian languages are compara-
tively new to NLP research. In recent years various
works including standardization, developement of
tools and technology, corpus development, word-
nets, annotations etc. have been carried out for
Bodo and Assamese languages(Sarma et al. (2010),
Bhuyan and Sarma (2018), Sarma et al. (2012),
Talukdar and Sarma (2023)). Works related to Ma-
chine Translation and Neural Machine Translation
have also started in Assamese languages(Baruah
et al. (2014), Hannan et al. (2019), Talkukdar et al.
(2023)). Islam and Purkayastha (2018) have build
a machine translation system for Bodo to English
through the process of Bodo to English Machine
Transliteration system. They have used the phase
based statistical machine translation method for
developing their model. Kalita et al. (2023) and
Ahmed et al. (2023a) in their respective papers have

shown some techniques for preprocessing and mod-
eling of resources that are required for performing
a neural machine translation training for English-
Bodo and English-Assamese language pairs respec-
tively.As the above research dicussed briefly about
Preprocessing of the language pairs and later in
Boruah et al. (2023) and Ahmed et al. (2023b) high-
lights multiple NMT models with varing hyperpa-
rameters for English-Bodo and English-Assamese
respectively.

3 Methodology

3.1 Data Required

Data required for machine translation task is par-
allel corpus. Parallel corpus contains a collection
of original texts in language L1 and their trans-
lations into an another languages L2(Stahlberg,
2019). We have performed experiments in both the
direction(i.e, L1 to L2 and vice versa). The dataset
is composed of parallel data of 67999 parallel sen-
tences provided by National Platform for Language
Technology(NPLT), 10000 taken from Data Man-
agement Unit(DMU), Mission Bhashini, Meity and
14411 parallel sentences created in-house so it be-
comes a total of 92410. A total of 600 sentences
are been randomly derived from the dataset as val-
idation set which is been used for validation and
rest 91810 for training.
An additional corpus of 500 parallel English-Bodo
sentences is created in-house for performing an
evaluation of our NMT model. The result are eval-
uated based on BLEU score of this testset. This
testset contents sentences from a diverse domain of
administration, law, agriculture, education, health,
technical and tourism. The results are given in table
3 and 4.

3.2 Preprocessing

Pre-Processing is an important part in most of the
NLP tasks. Preprocessing generally is the arrange-
ment or formatting of the raw text after which the
training model can accept. Here we have performed
normalization in the english text set. These normal-
ization is done to have a uniformity among all the
alphabets by having only lower-case alphabets in
the text corpus. Normalization is not required for
Bodo text as Bodo language used Devanagiri script
for writing text and Devanagiri script do not have
the concept of lower-case/upper-case alphabet.
After normalization, tokenization is required and
is done by using IndicNLP library for Bodo lan-



Table 1: Subword Tokenization examples

Original text wayanad is about 280
kms away from benga-
looru .

Text after BPE
subword tok-
enization

w@@ ay@@ an@@
ad is about 2@@
80 kms away from
beng@@ alo@@
or@@ u .

Text after Senten-
cepiece subword
tokenization

_way ana d _is _about
_2 80 _km s _away
_from _bengal oor u _.

Text after Word-
piece subword to-
kenization

way ##ana ##d is about
28 ##0 kms away from
bengal ##oor ##u .

guage and mosesdecoder library for English lan-
guage. Performing tokenization, each words and
punctuation are split with space.And each words
and punctuations are treated as an individual to-
kens. For eg, the sentence "He is a good, honest
and kind boy." after tokenization becomes "He is a
good , honest and kind boy ." and each word and
punctuation is considered as one token,i.e, [’He’ ;
’is’ ; ’a’ ; ’good’ ; ’,’ ; ’honest’ ; ’and’ ; ’kind’ ;
’boy’ ; ’.’]
After tokenization, subword tokenization is done
on the tokenized text. The main concept of sub-
words is that frequent words are to be included
as a word in the vocabulary, whereas rare words
should be split into frequent sub-words. These
subwords can merged with another subwords to
form new words. Subword tokenization helps in
reducing the vocabulary size and handling of un-
known tokens (out of vocabulary). Three methods
of subword tokenization have been explored.i.e,
BPE(Byte Pair Encoder) , Sentencepiece and Word-
piece subword. The vocabulary of the model is cre-
ated in this phase where each words and subwords
are listed in the vocabulary file. The size of the
vocabulary can be given while performing the sub-
word tokenization.We have considered two vocabu-
lary sizes of 8000 and 16000 on each of the three
subword tokenization process and then training is
performed individually by taking these two differ-
ent vocabulary(Kudo and Richardson, 2018)(Song
et al., 2020). Table 1 shows a raw text in different
subword tokenized format.

3.3 Machine Translation Model

After performing the preprocessing step our data
is ready as an input to the Neural Machine Trans-
lation(NMT) model. We built two NMT model us-
ing OpenNMT framework. OpenNMT is an open
source framework for neural machine translation
and neural sequence learning tasks. It is developed
in two version: one using the tensorflow library
and other using the pytorch library. For our ex-
periments we have taken the pytorch version of
OpenNMT(OpenNMT-py). We built two NMT
model based on transformer encoder-decoder archi-
tecture. In Model 1 the encoder and decoder both
consist of 3 layers each and in Model 2 the encoder
and decoder both consist of 6 layers each(Klein
et al., 2017). The hyperparameters use for our
model are given in Table 2.
Both the models are trained with the subword to-

Table 2: Parameters/hyper-parameters value

Parameters Values
for
Model
1

Values
for
Model
2

Number of Encoder Layers 3 6
Number of Decoder Layers 3 6
No. of attention heads 4 8
Encoder hidden layer size 256 512
Decoder hidden layer size 256 512
Transformer feedforward size 1024 2048
Word Vector size 256 512

kenized text file. Also the validation file is given
to the models to performed a validation after each
10000 steps. Other files that need to be given to
the models are the source and target vocabulary
files i.e, the english and bodo vocabulary files. We
have trained the model for a total of 100000 steps.
Each step consist of a fix batch size of 256 tokens.
The training and validation batch size is taken as
256 and 512 for Model 1 and Model 2 respectively
with a batch type of tokens i.e, each batch consist
of 256/512 subword tokens. A validation is per-
formed with the validation data after an interval
of 10000 training steps. Also at each 10000 steps
interval a checkpoint is saved and the checkpoint
with highest accuracy value is considered for test-
ing the test data. Both Model 1 and Model 2 are
trained individually using data generated by each of
the subword tokenization(i.e, BPE, Sentencepiece



and Wordpiece subword technique) on both the lan-
guage direction. Both vocabulary sizes of 8000 and
16000 are considered and trained individually on
all the models.
After training of the models, the testset is translated
using the checkpoint with highest validation accu-
racy. Before translating the testset, all the prepro-
cessing is required for the testset, ie, normalization,
tokenization, subword tokenization. The subword
tokenized file of the source language is translated
using the train model which gives a machine trans-
lated subword file for the target language. This
machine translated file is converted back to deto-
kenize form and is compared with the target file
to give the BLEU score. The BLEU score is com-
puted using sacrebleu library.

Figure 1: Flow steps of the whole process

4 Result and Discussion

The model is trained with our 92410 training data
with 600 data extracted randomly from the whole
dataset as validation data. The validation accuracy
is monitored in each 10000 steps in all the training
processes. The two models trained with the three
different subword tokenization methods individu-
ally with both 8k vocabulary and 16k vocabulary
sizes in both the directions gives us a total of 24
different BLEU score. The result of the training of
English to Bodo is shown in Table 3 and the results

of the training of Bodo to English is shown in Table
4.

Table 3: English to Bodo Translation

Subword Technique BLUE
of
Model
1

BLUE
of
Model
2

BPE(8k vocab) 10.48 11.01
Wordpiece(8k vocab) 10.23 10.32
Sentencepiece(8k vocab) 10.99 10.70
BPE(16k vocab) 8.67 9.64
Wordpiece(16k vocab) 9.94 10.44
Sentencepiece(16k vocab) 9.39 10.33

Table 4: Bodo to English Translation

Subword Technique BLUE
of
Model
1

BLUE
of
Model
2

BPE(8k vocab) 13.52 13.73
Wordpiece(8k vocab) 14.06 14.62
Sentencepiece(8k vocab) 12.79 13.58
BPE(16k vocab) 11.69 12.86
Wordpiece(16k vocab) 13.59 13.88
Sentencepiece(16k vocab) 13.37 14.01

From table 3 we get to known that the Model 2
trained with BPE subword data with a vocabulary
size of 8000 vocabs has the highest BLEU score of
11.01 for the English to Bodo translation. And from
table 4 we get to known that the Model 2 trained
with Wordpiece subword data with a vocabulary
size of 8000 vocabs has the highest BLEU score
of 14.62 for the Bodo to English translation. From
both table 3 and 4 it is observed that for all 23 cases
Model 2 shows a higher BLEU score than Model
1 except for one. And comparing table 3 and 4
we observed that in each of the trained models the
Bodo to English translation shows a higher BLEU
score than English to Bodo translation.

5 Conclusion

In this paper we have performed experiments on
Neural Machine Translation for English to Bodo
and Bodo to English using transformer encoder de-
coder model. Here we have trained the model using



92410 parallel sentences which we have have col-
lected from National Platform of Language Tech-
nology(NPLT), Data Management Unit(DMU),
Mission Bhashini, Ministry of Electronics and In-
formation Technology and our own in-house cre-
ated parallel corpus We have performed preprocess-
ing such normalization, tokenization and Subword
tokenization. Three methods of subword tokeniza-
tion have been explored(i.e, BPE, Sentencepiece
and Wordpiece subword) trained individually with
two different vocabulary sizes of 8000 and 16000
on both Model 1 and Model 2. For English to
Bodo translation Model 2 trained with a vocabu-
lary size of 8000 from BPE subword tokenized text
data gives the highest Bleu score of 11.01 and for
Bodo to English translation same Model 2 trained
with a vocabulary size of 8000 but from Wordpiece
subword tokenized text data gives the highest Bleu
score of 14.62. Since from our expirements we
have seen that BPE subword tokenization has given
the best result for English-to-Bodo translation and
Wordpiece subword tokenization has given the best
result Bodo-to-English translation, this can be a
potiential objective of further reasearch to identify
the affect of different subword tokenization meth-
ods for different language pairs.We observed that
Model 2 which has more number of layers, hidden
sizes etc. than Model 1 gives a higher result among
both the model. In most of our cases, training the
models with 8000 vocabulary sizes gives higher
BLEU score than training the same model with
16000 vocabulary sizes. Also in all the cases, the
same model trained with same subword data with
same vocabulary sizes in Bodo to English direction
gives a higher BLEU score than English to Bodo
direction.
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