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Abstract

Sentiment analysis, a subfield of natural lan-
guage processing (NLP) has witnessed signif-
icant advancements in the analysis of user-
generated contents across diverse languages.
However, its application to low-resource lan-
guages remains a challenge. This research
addresses this gap by conducting a compre-
hensive sentiment analysis experiment in the
context of the Mizo language, a low-resource
language predominantly spoken in the Indian
state of Mizoram and neighboring regions. Our
study encompasses the evaluation of various
machine learning models including Support
Vector Machine (SVM), Decision Tree, Ran-
dom Forest, K-Nearest Neighbor (K-NN), Lo-
gistic Regression and transfer learning using
XLM-RoBERTa. The findings reveal the suit-
ability of SVM as a robust performer in Mizo
sentiment analysis demonstrating the highest F-
1 Score and Accuracy among the models tested.
XLM-RoBERTa, a transfer learning model ex-
hibits competitive performance highlighting
the potential of leveraging pre-trained multi-
lingual models in low-resource language sen-
timent analysis tasks. This research advances
our understanding of sentiment analysis in low-
resource languages and serves as a stepping
stone for future investigations in this domain.

1 Introduction

The ever-growing digital landscape has given rise
to an abundance of user-generated content across
various online platforms. This proliferation of text
data, often accompanied by valuable insights and
opinions, has sparked significant interest in the
field of sentiment analysis. Sentiment analysis,
a subset of natural language processing (NLP),
seeks to discern the emotional tone and opinions
expressed within textual content (Pang et al., 2002).
Its applications span from understanding customer
sentiment for business intelligence (Liu, 2012) to
monitoring public sentiment in the political sphere
(O’Connor et al., 2010).

While sentiment analysis has seen considerable
progress in many widely spoken languages, it has
encountered substantial challenges when applied
to low-resource languages such as the Mizo lan-
guage. The Mizo language, predominantly spoken
in the Indian state of Mizoram and neighboring
regions belongs to the Kuki-Chin branch of the
Sino-Tibetan language family. It holds cultural and
regional significance yet remains relatively under-
represented in the domain of computational linguis-
tics. The Mizo language serves as the gateway to
understanding the sentiments and opinions of the
Mizo-speaking community in their native tongue
and unlocking this holds immense potential for
diverse applications including social media mon-
itoring, community feedback analysis and local
sentiment-driven decision-making.

In addressing the compelling need to develop
sentiment analysis models tailored to low-resource
languages like Mizo, it is crucial to delve into some
linguistic details. The Mizo language being part
of the Kuki-Chin branch shares linguistic affilia-
tions with languages like Hmar, Lushai (Mizo), and
Paite. The Mizo language also diverges from En-
glish not only in structure and word order but in
its declarative sentence construction which follows
an Object-Subject-Verb (OSV) order. In its basic
or unmarked word order, Mizo tends to build sen-
tences in a way where the main elements such as
the subject or object come first on the left side and
additional information is added to the right. Instead
of using prepositions (like "under" or "over"), Mizo
uses postpositions which are similar but come after
the noun they modify. For example, instead of say-
ing "on the table", in Mizo, we say "table chungah"
which literally translates to "the table on". The
positioning of auxiliary verbs after the main verb is
a distinctive feature as it contrasts with the typical
positioning found in many other languages; con-
sider the English sentence "She has completed the
homework" which translates to "Homework a zo



tawh". Here, "tawh" is an auxiliary verb indicating
completion or emphasis. Adverbs are also mainly
placed at the end of the sentence after the verb,
eg : "I am not going" will be "Ka kal dawn lo"
where "lo" signifies the negation. Mizo has a so-
phisticated system of agreement in which various
parts of a sentence (like subjects and objects) can
have matching features. This complexity allows
for the omission or dropping of pronouns in certain
cases, known as ’heavy pro drop.’ For eg: "He
sings a song and everyone loves him" can be writ-
ten as "Hla a sa a, an duh hle"; here the pronoun
for him is not included in the Mizo version due to
Mizo’s rich agreement patterns and the ability to
mark features on verbs that align with subjects and
objects.

2 Literature Survey

Sentiment analysis in natural language processing
(NLP) has emerged as a dynamic field, driven by
the need to comprehend the emotional tone and
attitudes expressed in the ever-expanding realm
of user-generated content across diverse platforms
(Nguyen et al., 2021). The applications of sen-
timent analysis span various domains including
business brand surveys, social media studies, and
movie analyses (Pérez et al., 2021). This process in-
volves categorizing opinions into positive, negative,
or unbiased classes offering valuable insights into
product popularity and market dynamics (Parikh
and Shah, 2021).

In response to the growing demand for senti-
ment analysis tools, researchers have developed
resources like pysentimiento, a library facilitat-
ing sentiment analysis in multiple languages, such
as Spanish and English (Yue et al., 2019). The
advancement of deep learning models including
long-short term memory and attention models has
significantly improved the accuracy of sentiment
analysis tasks (Devika et al., 2016; Panthati et al.,
2018; Shilpa et al., 2021). Additionally, lexicon-
based approaches and traditional machine learning
techniques like Naive Bayes and Support Vector
Machines (SVM) continue to be widely employed
in sentiment analysis (Umarani et al., 2021; Ah-
mad Hapez et al., 2021; Khamphakdee et al., 2021;
Tammina, 2020).

While sentiment analysis has made substan-
tial progress in well-represented languages, re-
search in low-resource languages has been com-
paratively limited due to language complexity and

resource constraints. However, recent studies
have addressed this gap, contributing to the ex-
ploration of sentiment analysis in linguistically
diverse and underrepresented languages. For in-
stance, in the case of Manipuri language, the
authors (Meetei et al., 2021) perform language-
specific pre-processing tasks such as transliteration
building negative morpheme-based lexicon and fil-
tering noisy words which improve classification
results. Some of the other low resource language
works on sentiment classification of the social me-
dia contents are also found in (Das and Singh, 2021,
2023; Singh et al., 2021). In the context of code-
mixed languages, (Roy, 2023) proposed an ensem-
ble model for predicting sentiment in code-mixed
Kannada and Malayalam achieving promising re-
sults. In the realm of low-resource African lan-
guages, (Wang et al., 2023a) highlighted the sig-
nificance of adapting pretrained models to target
languages and tasks demonstrating significant per-
formance improvements. (Hameed et al., 2023a)
explored classical machine learning and neural
network-based techniques for sentiment analysis
of Central Kurdish emphasizing the effectiveness
of data augmentation.

Moreover, research on sentiment analysis in Ro-
man Urdu by (Ullah et al., 2022) involved the cre-
ation of a dedicated corpus and the application
of various models with the CNN-LSTM method
yielding the most favorable results. The study by
(Wang et al., 2022) proposed DLAN, an end-to-end
sentiment analysis architecture utilizing adversar-
ial learning and knowledge distillation for cross-
lingual sentiment analysis showcasing improved
performance compared to baseline methods. (Das
and Singh, 2021) proposed a model that uses lexi-
cal features like adjectives, adverbs, and verbs to
classify the sentiment polarity of Assamese news
article and their model showed improvement over
the baseline model in terms of F1-score on a stan-
dard dataset.

While acknowledging these contributions, this
paper aims to extend the discourse by addressing
sentiment analysis in the Mizo language.

3 Methodology

In this section, we outline the methodology em-
ployed for collecting, preprocessing, and annotat-
ing the datasets used in our sentiment analysis re-
search with a focus on data collection, compilation,
and the labeling process.



Figure 1: Workflow for Mizo Sentiment Analysis

3.1 Data collection

Our dataset was sourced from social media plat-
forms primarily YouTube and Facebook where user-
generated comments provides a rich source of tex-
tual data for sentiment analysis. Given the low-
resource nature of the Mizo language, gathering
data directly from native speakers was crucial to
ensure the authenticity and relevance of the dataset.
Native speakers were encouraged to contribute their
comments and opinions fostering a dataset that is
representative of authentic sentiments expressed in
the Mizo language. These contributions primarily
consist of textual data from short day-to-day con-
versations reflecting the informal and colloquial
expressions commonly used in text communica-
tion. The dataset primarily comprises of tweet-
level granularity with an average character count
falling within the range of 35 to 100 characters.

The number of dataset along with their overall
word count for each of the sentiments are given in
table 1.

Table 1: Number of dataset with word count for each
sentiment

S.No Categories Dataset
Count

Word
Count

1. Positive 2768 16714
2. Negative 2042 22519
3. Neutral 1400 10661

3.2 Data Labeling

The core of our dataset preparation involved label-
ing each comment with its corresponding sentiment
category: positive, negative or neutral. Each com-
ment in the dataset was manually examined by
annotators who possessed a strong understanding
of the Mizo language and cultural context. An-
notators assigned sentiment labels based on the
overall emotional tone and attitude expressed in
the comments according to their opinions. A ’neu-
tral’ category was included to capture comments
that did not exhibit a discernible positive or neg-
ative sentiment. These comments were carefully
categorized to account for a wide range of expres-
sions. To enhance the robustness and reliability of
the labeling process, comments were reviewed and
labeled by three separate annotators independently.
In cases where discrepancies arose, the sentiment
label assigned to each comment was determined
by majority consensus. To assess the agreement
among annotators we employed Fleiss’s Kappa as
a metric to quantify the level of agreement among
our three annotators from table 2. Fleiss’s Kappa
was chosen as the agreement metric due to its ap-
plicability to situations with more than two raters.
The formula for Fleiss’s Kappa is as follows:

κ =
Po − Pe

1− Pe
(1)

Where: κ is Fleiss’s Kappa, Po is observed
agreement, and Pe is expected agreement.

The calculated Fleiss’s Kappa for our dataset
yielded a value of approximately 0.88. This sub-
stantial agreement value indicates a high level of
concordance among annotators, suggesting a con-
sistent understanding and application of annotation
criteria across the three raters.

Table 2: Annotation Agreement

Annotator
A

Annotator
B

Annotator
C

Negative 2015 2020 2035
Positive 2775 2765 2770
Neutral 1420 1415 1400

3.3 Preprocessing

In this section, we detail the preprocessing steps
undertaken to cleanse and optimize the raw tex-
tual data extracted from the social media platforms
and native speaker contributions. Preprocessing is



a critical phase in data preparation for sentiment
analysis as it ensures that the text data is in a suit-
able format for subsequent analysis and modeling.

To standardize and clean the text data, we imple-
mented a series of steps:

• Lowercasing : All text was converted to low-
ercase to ensure uniformity in text representa-
tion.

• Whitespace Removal: Extraneous whites-
paces, newline characters and carriage returns
were removed to enhance data consistency.

• Special Character Removal: We employed
regular expressions to eliminate special char-
acters and symbols from the text retaining
only alphanumeric characters and spaces.

Data integrity is of paramount importance. To en-
sure the highest quality dataset, any instances with
missing or null values were removed from consider-
ation. This step further enhanced the reliability and
consistency of the dataset. Samples of the dataset
are shown in Fig 2.

3.3.1 Label Encoding

In order to facilitate sentiment analysis, it was nec-
essary to encode the sentiment labels into numer-
ical values. We employed label encoding tech-
niques to map sentiment categories, such as ’nega-
tive’,’positive,’ ’neutral’ to corresponding numeric
labels. Table 3 shows the label encoding for the
sentiments. This encoding process enabled us to
feed the labeled data into machine learning models
for sentiment classification.

Table 3: Label encoding for the sentiments

S.No Categories Label Encoding
1. Negative 0
2. Neutral 1
3. Positive 2

3.4 Classification Algorithms

We experiment with a total of five machine learning
models which are commonly used for sentiment
analysis. In this work, the logistic regression, sup-
port vector machine, decision tree, random forest
and K-nearest neighbour algorithms are considered
for the experiments.

Figure 2: Samples from the collected data

Algorithm 1 Sentiment Analysis using Classifica-
tion Algorithms
Input: Raw textual data (T)
Output: Positive/Negative/Neutral

1: procedure DATA PREPROCESSING

2: Tokeni ← clean_text(T )
3: Ic ← Preprocess_text(Tokeni) ▷

Token-level text preprocessing
4: Lc ← Label_encoding(Tokeni) ▷

Encoding labels for sentiments
5: Fvi ← Feature_Engineering(Fvi) ▷ Using

TF-IDF for feature extraction
6: procedure MODEL TRAINING

7: X_train,X_test← train_test_split(Ic) ▷
80/20 split

8: Model_Train(input = Fvi,Polarity) ▷
Training the sentiment analysis model

9: Trained_Model
10: procedure MODEL PREDICTION

11: Polarity← Positive/Negative/Neutral
12: X_test← preprocessed_text(Tc)
13: Pp← Trained_Model.predict(X_Test) ▷

Using the trained model for prediction
14: Return Pp

3.5 Transfer Learning

Transfer learning has emerged as a transformative
technique in the field of sentiment analysis par-
ticularly in the context of low-resource languages.
This approach leverages pre-existing knowledge
gained from high-resource languages and datasets
to enhance sentiment analysis performance in lan-
guages with limited linguistic resources. By trans-
ferring the knowledge encoded in pretrained lan-
guage models, transfer learning offers a valuable
shortcut to adapt sentiment analysis models for new
linguistic environments.

Transfer learning encompasses various strategies



including fine-tuning and feature extraction, to re-
purpose pretrained models for sentiment analysis
tasks. Researchers have explored the adaptabil-
ity of these strategies in cross-lingual and cross-
domain sentiment analysis scenarios achieving
promising results.(Hameed et al., 2023b) describe
the collection and annotation of a dataset for sen-
timent analysis of Central Kurdish and demon-
strate the effectiveness of data augmentation us-
ing pretrained models.(Wang et al., 2023b) pro-
pose language-adaptive and task-adaptive pretrain-
ing on African texts for sentiment analysis in low-
resource African languages achieving remarkable
performance improvements.(Mamta et al., 2022)
propose a deep multi-task multi-lingual adversarial
framework that leverages knowledge from a high-
resource language to solve the resource-scarcity
problem in sentiment analysis achieving signifi-
cant performance gains.(de Toledo and Marcacini,
2022) introduce a transfer learning approach us-
ing joint fine-tuning for sentiment analysis in mul-
timodal data, providing competitive results with
efficient computation.(Nugumanova et al., 2022)
demonstrate the effectiveness of transfer learning
using pretrained multilingual models for sentiment
analysis in low-resource languages with improved
performance after fine-tuning .

Algorithm 2 Sentiment Analysis using XLM-
RoBERTa
Input: Raw textual data (T)
Output: Positive/Negative/Neutral

1: procedure DATA PREPROCESSING

2: Tokeni ← clean_text(T )
3: Ic ← Preprocess_text(Tokeni)
4: procedure MODEL TRAINING

5: X_tr,X_te← train_test_split(Ic) ▷ 80/20
split

6: Tk ← XLMRobertaTokenizer(X_tr,X_te)
7: model← xlm-roberta-base
8: num_epochs← 50
9: Model_Train(Tk)

10: Trained_Model
11: procedure MODEL PREDICTION

12: Polarity← Positive/Negative/Neutral
13: X_test← preprocessed_text(Tk)
14: Pp← Trained_Model.predict(X_test) ▷

Using the trained model for prediction
15: Return Pp

In our proposed model, we explore transfer learn-

ing using XLM-RoBERTa, a state-of-the-art pre-
trained model without fine-tuning. This approach
allows us to capitalize on the general language un-
derstanding encoded in the model while tailoring
it specifically to the Mizo language. By incorpo-
rating transfer learning into our sentiment analysis
framework, we aim to shed light on its applicabil-
ity and effectiveness in addressing the challenges
posed by low-resource languages contributing to
the growing body of knowledge in this domain.

Algorithm 3 Sentiment Analysis using BERT
Input: Raw textual data (T)
Output: Positive/Negative/Neutral

1: procedure DATA PREPROCESSING

2: Tokeni ← clean_text(T )
3: Ic ← Preprocess_text(Tokeni)
4: procedure MODEL TRAINING

5: Classifier← BERT
6: Cl ← Candidate_labels ▷

Postive/Negative/Neutral
7: Classification← Classifier(Ic,Cl)

8: procedure MODEL PREDICTION

9: Input: Preprocessed data and candidate
labels

10: Output: Predicted sentiment label
11: Pp← Predicted_labels(Classification)
12: Return Pp

3.6 Zero Shot Learning

Zero-shot classification is a paradigm in machine
learning and natural language processing that en-
ables the classification of data points into cate-
gories that the model has never seen during train-
ing. By utilizing zero-shot techniques, a pre-trained
multilingual model can categorize text in the low-
resource language into their corresponding sen-
timents based on its understanding of sentiment
patterns and language semantics gleaned from its
exposure to other languages during pre-training.
Several notable studies have delved into the ef-
fectiveness of leveraging pre-trained multilingual
models such as mBERT and XLM-R, for senti-
ment analysis in low-resource languages (Van Thin
et al., 2023; Yang et al., 2022). These investigations
have yielded promising outcomes, highlighting that
fine-tuning multilingual models can achieve com-
mendable performance in zero-shot cross-lingual
scenarios (Phan et al., 2021). Moreover, research
indicates that selecting source languages other than



English can be particularly advantageous when
conducting sentiment analysis in low-resource lan-
guage contexts (Kumar and Albuquerque, 2021).
In this context, we explore zero-shot cross-lingual
transfer learning with the BERT model and aim to
demonstrate the applicability of this approach in
the context of sentiment analysis for the Mizo lan-
guage emphasizing its potential as a viable solution
for low-resource languages.

4 Results and Discussions

Table 4: Performance of different models tested

Model Categories Precision Recall
F-1
Score

Accuracy

Random
Forest

Positive
Negative
Neutral

0.73
0.73
0.62

0.66
0.81
0.55

0.69
0.74
0.58

0.70

Support
Vector
Machine

Positive
Negative
Neutral

0.80
0.77
0.65

0.75
0.85
0.56

0.77
0.80
0.60

0.75

Decision
Tree

Positive
Negative
Neutral

0.64
0.67
0.48

0.62
0.69
0.47

0.63
0.68
0.47

0.61

K-
Nearest
Neighbour

Positive
Negative
Neutral

0.75
0.73
0.55

0.67
0.82
0.50

0.71
0.77
0.53

0.69

Logistic
Regression

Positive
Negative
Neutral

0.77
0.78
0.61

0.76
0.83
0.54

0.76
0.81
0.57

0.74

XLMR-
Roberta

Positive
Negative
Neutral

0.76
0.78
0.68

0.80
0.84
0.54

0.78
0.81
0.60

0.75

BERT
Positive
Negative
Neutral

0.38
0.46
0.25

0.13
0.89
0.03

0.19
0.61
0.05

0.45

As per the findings of our experiment from Table
4, several key insights can be observed. One of the
standout findings of our experiment is the high per-
formance of the Support Vector Machine (SVM)
model across all sentiment categories. It achieved
the highest F-1 Score and Accuracy among all mod-
els tested. XLMR-Roberta demonstrated competi-
tive performance particularly in terms of Precision
and Recall maintaining high Precision values while
achieving a respectable Recall rate. This indicates
that transfer learning using pre-trained multilingual
models can be a viable approach for low-resource
language sentiment analysis.The other classic ma-

Table 5: Error Rates of each Model

S.No Model Name Sentiments Error Rate

1.
Support Vector
Machine

Neutral
Positive
Negative

0.439
0.247
0.152

2. Random Forest
Neutral
Positive
Negative

0.494
0.318
0.177

3. Decision Tree
Neutral
Positive
Negative

0.527
0.362
0.314

4. K-Nearest Neighbour
Neutral
Positive
Negative

0.498
0.333
0.182

5. Logistic Regression
Neutral
Positive
Negative

0.442
0.254
0.172

6. XLM-RoBERTa
Neutral
Positive
Negative

0.525
0.186
0.134

7. BERT
Neutral
Positive
Negative

0.972
0.878
0.105

chine learning models delivered moderate perfor-
mances with reasonable metrics. In our experi-
mentation, the BERT model demonstrated subopti-
mal performance; it exhibited diminished Precision
and Recall metrics particularly concerning Positive
and Neutral sentiment categories culminating in a
reduced F-1 Score and Accuracy. This observed
performance inadequacy can be attributed to the
unique evaluation setting wherein the model un-
derwent assessment in a zero-shot classification
paradigm. This signifies that the model was not
provided with dedicated training and testing sets
tailored to the nuances of sentiment analysis in the
Mizo language.

The disparities evident in the model predictions
can be ascribed to several pivotal factors, primarily
rooted in the constraints of the training dataset. No-
tably, the significant misclassification rates within
the ’neutral’ sentiment category as delineated in
Table 5 underscore its inadequate representation
within the dataset. This imbalance poses a substan-
tial challenge to the model impeding its capacity
to discern and classify instances accurately within
the ’neutral’ sentiment category. An intriguing av-
enue for further exploration lies in augmenting the
sentiments in each category potentially alleviating
the impact of dataset imbalances on model perfor-
mance. A prospective analysis of how these metrics
evolve with an increased representation of senti-



Figure 3: Mizo - English Translation of the Text Inputs for Machine Learning Models

Figure 4: Text Inputs and Predictions for Machine Learning Models



Figure 5: Text Inputs and Predictions for BERT

Figure 6: Text Inputs and Predictions for XLM-RoBERTa

Figure 7: Confusion matrices of classical Machine Learning models

ments within each category holds the promise of
providing valuable insights into model behavior.To
visually capture the outcomes of the experiments,
the resulting text inputs and model predictions are
depicted from Figures 4 - 6, complemented by their
respective confusion matrices from Figure 7-9.



Figure 8: Confusion Matrix for XLM-RoBERTa

Figure 9: Confusion Matrix for BERT

5 Conclusion and Future Directions

This study contributes to the understanding of sen-
timent analysis in a low-resource language called
"Mizo" and sheds light on the suitability of various
machine learning models and approaches. SVM
emerges as a strong performer, while transfer learn-
ing with XLMR-Roberta offers a promising avenue
for enhancing sentiment analysis capabilities in
resource-scarce language contexts.

Future studies should prioritize the development
of more comprehensive and balanced datasets em-
ploying effective data augmentation and sampling
techniques to rectify imbalances and improve the
models’ ability to generalize across various senti-
ment categories. Implementing advanced model
training techniques including hyperparameter tun-
ing and regularization strategies will be also pivotal
in optimizing the models’ learning processes and
improving their predictive accuracy across a di-
verse range of sentiment inputs. By heeding these
recommendations, future research endeavors can
build upon the insights gained from this study and
contribute to the development of more effective and
reliable sentiment analysis methodologies for the
Mizo language.
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