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Abstract

We test the robustness of state-of-the-art Un-
supervised NMT (UNMT) approaches (i.e.,
MASS-based UNMT and DAE-based UNMT)
to word-order divergence between source and
target languages. We investigate this by com-
paring two models for each of the two ap-
proaches, i.e., (i) model trained on language
pairs with different word-orders, and (ii) model
trained on the same language pairs with source
language re-ordered to match the word-order
of the target language. Ideally, UNMT ap-
proaches that are robust to word-order diver-
gence should exhibit no visible performance
difference between the two configurations. Our
study focuses on five English→Indic language
pairs (i.e., en-hi, en-bn, en-gu, en-kn, and en-
ta) with SVO source word-order and SOV tar-
get word-order. Our findings show that DAE-
based UNMT consistently outperforms MASS-
based UNMT in translation accuracy for these
language pairs. Bridging the word-order gap
through reordering improves the accuracy of
MASS-based UNMT models but does not im-
prove DAE-based UNMT models. This sug-
gests that DAE-based UNMT is more robust to
word-order divergence.

1 Introduction

Unsupervised Neural Machine Translation
(UNMT) shows promising results for closely
related language-pairs (Conneau and Lample,
2019; Song et al., 2019; Liu et al., 2020), but it
faces significant challenges when dealing with
language-pairs that have distinct word orders. In
this paper, we test the robustness of word-order
divergence in state-of-the-art UNMT systems.
Specifically, we test MASS-based UNMT (Song
et al., 2019; Banerjee et al., 2021) (which does
not have shuffling noise) and DAE-based UNMT
systems (Liu et al., 2020; Banerjee et al., 2021)
(which has shuffling noise) on language pairs with
different word-orders, i.e., English (SVO) → Indic

(SOV) language pairs.

To test the robustness, we compare these UNMT
models trained on (i) original data and (ii) re-
ordered data (where the source sentences are re-
ordered to match the target language word-order).
Word-order divergence is present in the former case,
while word-order divergence is bridged in the latter
case. A UNMT system that is robust to word-order
divergence should not exhibit significant perfor-
mance differences between these two cases.

Our contributions encompass two key findings:
(i) DAE-based UNMT demonstrates greater robust-
ness in managing word-order differences between
languages compared to MASS-based UNMT, and
(ii) in the majority of language pairs, the UNMT
model trained with the DAE approach using orig-
inal data produces translations of higher quality
than other models.

2 Related work

Previous research has addressed lexical diver-
gence between languages in NLP (Bhattacharyya,
2012) through various techniques (Chronopoulou
et al., 2021; Banerjee et al., 2021; Khatri et al.,
2021). However, the impact of word-order diver-
gence on Unsupervised Neural Machine Transla-
tion (UNMT) remains unexplored. The study by
Sun et al. (2021) examined the iterative UNMT ap-
proach proposed by Lample et al. (2018) and was
found to be sensitive to word-order divergence.

Re-ordering addresses word-order differences
in Machine Translation. While Du and Way
(2017) found it unnecessary for NMT, Zhao et al.
(2018) improved translation. In transfer learning,
Murthy V et al. (2019) enhanced results by re-
ordering source language sentences before train-
ing.



3 Approaches used

We use MASS-static and DAE-static methods
(Banerjee et al., 2021) to address lexical divergence.
These approaches initialize the models’ embedding
layers with unsupervised cross-lingual embeddings
and keep the embedding layers static throughout
UNMT training.

3.1 Language-model objectives

In the MASS (MAsked Sequence to Sequence) ob-
jective (Song et al., 2019), a random n-gram token
of size k (where k is half of the sentence length)
is selected in the input sentence. Within that frag-
ment, 80% of the tokens are masked, 10% are re-
placed by random tokens, and the remaining 10%
are left unchanged. The model is then trained to
generate the missing n-grams. In the DAE (Denois-
ing Auto-Encoder) objective, we introduce random
noise to the input sentence, and the model is trained
to reconstruct the original sentence. We employ
word shuffle, word mask, and word deletion noise
following the approach by Artetxe et al. (2018).

3.2 UNMT with re-ordering

For training a UNMT model with re-ordered data,
we align the source sentence word-order with the
target language. The model is trained using the re-
ordered source and target monolingual data. Dur-
ing testing, source test sentences are also re-ordered
before being inputted into the model. However,
these models are not suitable for target→source
translation, as they generate source sentences in
the re-ordered form.

4 Experimental setup

Our experiment comprises four sets of UNMT mod-
els: two trained using MASS-static, and the other
two trained using DAE-static. For each UNMT
approach, we train one model on original data and
another model on re-ordered data.

4.1 Language and datasets

We use six languages: English (en), Hindi (hi), Ben-
gali (bn), Gujarati (gu), Kannada (kn), and Tamil
(ta). Among these languages, English follows
the Subject-Verb-Object (SVO) word-order, while
the other five Indian languages have the Subject-
Object-Verb (SOV) word-order. In our experiment,
we focus on five language pairs: en→hi, en→bn,
en→gu, en→kn, and en→ta. We use monolingual
data provided by IndicCorp dataset (Kakwani et al.,

2020) as training data. We use English-Indic vali-
dation and test data provided in WAT 2021 Shared
task (Nakazawa et al., 2021).

4.2 Preprocessing tools

We have tokenised the English corpus using Moses
(Koehn et al., 2007) and the Indic corpora using
Indic NLP Library (Kunchukuttan, 2020). We use
Generic rules of CFILT-pre-order (Chatterjee et al.,
2014) for re-ordering English sentences to match
word-order of Indic languages. We use FastBPE1

jointly on the source and target data with the num-
ber of merge operations set to 100k. We follow the
crosslingual embedding setup given by Banerjee
et al. (2021).

4.3 Reordering noise removal

To ensure a fair comparison, we excluded sentences
from both the original and re-ordered data that re-
sulted in parse errors during the reordering process.
We applied the same exclusion criteria to the valid
and tested parallel data, removing their translations
as well. As a result, the data size slightly decreased.
The specifics of the remaining data are in Table 1.

4.4 Network and evaluation

We use MASS code-base (Song et al., 2019) and
their default settings. The model is trained using an
epoch size of 0.2M steps and a batch size of 64 sen-
tences (token per batch 3K)). For each of pretrain-
ing and finetuning steps, we train the models for 50
epochs maximum. However, we stop the training
if the model converges before the max-epoch is
reached based on validation split loss. For MASS
pretraining, we use word-mass of 0.5. For DAE pre-
training, we use word-shuffle 3, word-dropout 0.1,
and word-blank 0.1. We report BLEU (Papineni
et al., 2002) and CHRF (Popović, 2016) (beneficial
for morphologically rich languages) scores of the
systems using SacreBLEU (Post, 2018).

5 Result and analysis

Table 2 presents the BLEU and CHRF scores of
our UNMT models with and without re-ordering
(R). Additionally, we indicate the impact of in-
corporating re-ordering on the translation quality,
whether it led to improvement or degradation in
terms of BLEU and CHRF scores. We exclude
the results in the target→source direction for re-
ordered UNMT models, as they generate trans-

1https://github.com/glample/fastBPE

https://github.com/glample/fastBPE


Language # train sentences

English (en) 52.2 M

Hindi (hi) 63.1 M
Bengali (bn) 39.9 M
Gujarati (gu) 41.1 M
Kannada (kn) 53.3 M
Tamil (ta) 31.5 M

Language-pair # valid # test
sentences sentences

en - hi 711 1781
en - bn 711 1781
en - gu 711 1781
en - kn 711 1781
en - ta 711 1781

Table 1: Dataset statistics after noise removal

Evaluation metrics UNMT approaches Translation accuracies on different language-pairs

en - hi en - bn en - gu

S → T T → S S → T T → S S → T T → S

BLEU

MASS-static 14.16 14.03 1.51 2.77 5.31 6.25
MASS-static + R 14.63 (↑ 0.47) - 3.04 (↑ 1.53) - 8.62 (↑ 3.31) -

DAE-static 21.03 21.89 2.88 4.39 10.60 14.78
DAE-static + R 15.22 (↓5.81) - 3.27 (↑ 0.39) - 8.72 (↓ 1.88) -

CHRF

MASS-static 39.45 46.07 25.39 29.56 31.08 36.87
MASS-static + R 41.77 (↑ 2.32) - 28.85 (↑ 3.46) - 37.45 (↑ 6.37) -

DAE-static 45.63 52.21 28.36 34.61 38.55 45.74
DAE-static + R 42.18 (↓ 3.45) - 29.65 (↑ 1.29) - 37.58 (↓ 0.97) -

en - kn en - ta

S → T T → S S → T T → S

BLEU

MASS-static 3.08 5.11 1.81 2.70
MASS-static + R 4.48 (↑ 1.4) - 2.57 (↑ 0.76) -

DAE-static 4.42 9.40 2.52 4.77
DAE-static + R 4.18 (↓ 0.24) - 2.65 (↑ 0.13) -

CHRF

MASS-static 30.73 33.83 31.40 28.73
MASS-static + R 36.47 (↑ 5.74) - 34.34 (↑ 2.94) -

DAE-static 35.89 40.33 33.00 34.48
DAE-static + R 36.46 (↑ 0.57) - 35.52 (↑ 2.52) -

Table 2: Translation accuracies of UNMT models with/without re-ordering (R) in both directions (S→T and T→S).
Bold values indicate the best scores, values in parenthesis denote the improvement/degradation in BLEU/CHRF
compared to the model above them.

English source sentence We need to change this mindset .
Reordered English source sentence We this mindset change to need .
Hindi reference हमें इस सोच को बदलने क ज़ रत है ।

hameM isa socha ko badalane kI jarUrata hai |

Translation using DAE-static हमें इस मान सकता को बदलना होगा ।
hameM isa mAnasikatA ko badalanA hogA |
We need to change this mindset .

Translation using reordered-DAE-static हम मान सकता में बदलाव क ज रत नहीं है ।
hama isa mAnasikatA meM badalAva kI jarUrata nahIM hai |
We don’t need a change in mindset [case-marker is missing in output]

Figure 1: Translation example where re-ordering creates ambiguity



Figure 2: Comparison among the position embeddings of four UNMT models (i.e. MASS-original, DAE-original,
MASS-reordered and DAE-reordered). Language pair: en→hi.

lations in the source language but in re-ordered
form. The UNMT model trained on the DAE-static
approach with original data achieved the highest
performance for most language pairs.

Re-ordering effectively addresses word-order di-
vergence in MASS-static models, revealing their
sensitivity to this issue. The absence of shuffling
in the pretraining objective limits the model’s abil-
ity to retain position information, resulting in re-
duced performance. Unlike MASS-static models,
DAE-static models perform well even without re-
ordering, indicating their robustness to word-order
divergence. Including shuffling in the DAE objec-
tive function allows the model to be more flexible
in retaining or disregarding position information.

Re-ordering DAE-static models with re-ordered
data surprisingly leads to a degradation in BLEU
and CHRF scores. This is due to the ambiguity
arising from re-ordering without case markers. An
example illustrating this issue is presented in Figure
1, where the reference translation of the subject ‘we’
is ‘hameM’, which is in the dative case. However,
when we re-order the English sentence, the subject
remains ‘we’, which is in the subjective case and

is frequently translated to ‘hama’ in Hindi. As a
result, the re-ordered model incorrectly translates
‘we’ as ‘hama’ instead of the desired ‘hameM’.

Figure 2 visualizes the position-wise cosine sim-
ilarity of each position embedding. In MASS, po-
sition embeddings are similar to nearby positions
within a local neighborhood of 2 or 3 positions.
In DAE, position embeddings exhibit similarity to
a larger local neighborhood, likely due to local
shuffling noise. DAE models show more similarity
to neighboring positions in the presence of word-
order divergence (without re-ordering) compared
to word-order similarity (with re-ordering).

6 Conclusion

Our findings show that DAE-based UNMT per-
forms better than MASS-based UNMT in address-
ing word-order divergence. Furthermore, the DAE-
based model is bidirectional, unlike the unidirec-
tional re-ordered model. In future work, we aim
to investigate additional word orders and language
model objectives to gain deeper insights into the
impact of word-order divergence in UNMT.
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