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Abstract

In this work we investigate the capability of
Graph Attention Network for extracting aspect
and opinion terms. Aspect and opinion term
extraction is posed as a token-level classifica-
tion task akin to named entity recognition. We
use the dependency tree of the input query as
additional feature in a Graph Attention Net-
work along with the token and part-of-speech
features. We show that the dependency struc-
ture is a powerful feature that in the presence
of a CRF layer substantially improves the per-
formance and generates the best result on the
commonly used datasets from SemEval 2014,
2015 and 2016. We experiment with additional
layers like BiLSTM and Transformer in addi-
tion to the CRF layer. We also show that our
approach works well in the presence of multi-
ple aspects or sentiments in the same query and
it is not necessary to modify the dependency
tree based on a single aspect as was the original
application for sentiment classification.

1 Introduction

Extracting information from customer feedback is
a key capability required for identifying current
drawbacks and scope for further improvement. On-
line shoppers routinely provide feedback on their
experience with the purchased product that are not
just important for the other potential customers
but also a critical feedback to the product manu-
facturers for the next cycle of iteration. Similar
feedbacks are available in various other domains
ranging from Manufacturing to Healthcare where
granular opinions (sentiments) about various di-
mensions (aspects) of the used product (or service)
are available in textual form but need to be under-
stood. Due to the presence of multiple aspects (and
the corresponding sentiments) extraction of these
aspect-sentiment pairs is a challenging task and
since its introduction in 2014 (SemEval-2014 Task-
4, Pontiki et al.) Aspect Based Sentiment Analysis

(ABSA) attracted various different approaches and
is still under active consideration.

ABSA demands semantic understanding of the
sentence where it is necessary to identify the as-
pect terms (defining "what") and the opinion terms
(defining "why") and the connection between each
related pairs (resulting in a positive, neutral or neg-
ative sentiment, i.e., "how"). A relatively simple ex-
ample would be “The price is reasonable although
the service is poor” where "price" and "service" are
the aspects with the corresponding opinion terms
"reasonable" and "poor", respectively. Here, the rel-
ative locations of the aspect and opinion word can
help each other to identify these terms. However,
other examples like “prices are in line” (neutral
sentiment) and “For the price, you can not eat this
well in Manhattan” (positive sentiment) it is not
obvious which opinion terms are driving the senti-
ments and their linkage with the aspect terms. As a
result, while it is possible to capture the syntactical
structure and dependency between words it is nec-
essary to capture a deeper meaning of each token
(word) that should not be relied upon the limited
number of examples (that are hallmark of all ABSA
datasets) but rich representations provided by large
language models like BERT and RoBERTA.

In addition to large model based initial repre-
sentations, additional information from parts-of-
speech and dependency structure play a critical
role as can be seen in some of the previous ABSA
work where the objective is to predict only the sen-
timent associated with a particular aspect. While it
is generally understood that a confluence of deep
encoders and graph-based representation of the in-
put sentence will drive better performance it is not
clear what is the optimal graph representation of
a sentence, especially for ABSA kind of task. In
case of polarity detection, it can be argued that only
the part of the dependency tree associated with a
particular aspect is significant and the rest of the
tree can be ignored. However, when we convert



Dataset Train Dev Test Total
LAPTOP #sent 2741 304 800 4245

#aspect 2041 256 634 2931
REST #sent 3490 387 2158 6035

#aspect 3893 413 2287 6593

Table 1: Statistics of the dataset in (Li et al., 2019c)

the task into aspect and opinion term extraction it
is not clear whether any part of the sentence has
higher significance compared to the rest.

In this work we address the problem of aspect
and opinion term extraction from input sentences.
As an example, "the weather was gloomy, but the
food was tasty" has two sets of aspect-opinion-
sentiment tuples, i.e., (weather, gloomy, negative)
and (food, tasty, positive). We use ABSA datasets
with token level labels - one set for the aspects
and one set for the opinions. Thus, the aspect and
opinion term extraction becomes a NER task with
different types of entity classes. The tags for the
aspects include the sentiment, (for opinion it is only
the BIEOS tag), however, what is missing is the
connection between the aspects and opinion terms.
Thus, our aspect models predict (weather, nega-
tive) and (food, positive), opinion models predict
(gloomy) and (tasty), without making the subse-
quent contractions. We encode the graph associ-
ated with the dependency parsing of the input sen-
tence and create token (node) level representations
that take care of both the neighborhood (connected
edges) and dependency type (edge type) of each
token.

The organization of the paper is as follows. In
the next section we provide a detailed literature
survey on the techniques employed for aspect and
opinion extraction task of ABSA. Next, we present
the details of the proposed model. Subsequently,
the model predictions and comparisons with other
baseline methods are discussed. Finally, conclu-
sions are drawn and scope for future works is out-
lined.

2 Related Work

Most of the ABSA work concern with the senti-
ment polarity detection associated with a particular
aspect and the approaches varied from initial SVM
classifier with handcrafted features to deep learn-
ing classifiers based on RNN (Wang et al., 2016,
2018; He et al., 2018; Ma et al., 2017), Transformer
(Hoang et al., 2019; Zeng et al., 2019; Xu et al.,

2019) and memory network (Tang et al., 2016;
Chen et al., 2017; Tay et al., 2017; Lin et al., 2019).
There are few graph based approaches as well, e.g.,
graph convolution network (GCN) based model of
Zhang et al. (2019) and Sun et al. (2019), graph
attention network (GAT) based model of Huang
and Carley (2019) and Wang et al. (2020) where
the latter modified the original dependency tree to
create an aspect-oriented dependency tree that was
used further in a relational GAT (R-GAT) where dif-
ferent relations contributed differently in the com-
putation of nodal representations. However, the
approach assumes the presence of only one aspect
at a time in the given input.

On the other hand, an end-to-end ABSA tries
to extract all the aspect terms in a given query si-
multaneously along with the corresponding sen-
timents. The first approach towards E2E-ABSA
was provided by Li et al. (2019c) where a uni-
fied tagging scheme (combining the position and
sentiment) was used, i.e., the token labels were
one of B-{POS,NEG,NEU}, I-{POS,NEG,NEU},
E-{POS,NEG,NEU}, S-{POS,NEG,NEU} or O, denot-
ing the beginning, inside or end of an aspect, single-
word aspect, with positive, negative or neutral sen-
timent respectively, and finally the outside of that
aspect. In this work, BERT (Devlin et al., 2019)
was used to embed the tokens and other layers like,
GRU, Transformer (Vaswani et al., 2017) or CRF
was used on the BERT output.

Li et al. (2019c) ignored the opinion term ex-
traction and that was addressed by Peng et al.
(2020a) who proposed a two-stage pipeline frame-
work. In the first stage, aspect-sentiment pairs were
extracted using the above mentioned unified tag-
ging scheme. In addition, opinion spans were ex-
tracted using BIEOS tagging scheme. The aspect-
sentiment and opinion pairs thus extracted were
matched against each other in the second stage
where an MLP-based classifier was used to find the
compatibility of these pairs. Zhang et al. (2020)
proposed a multi-task framework to jointly de-
tect aspects, opinions, and sentiment dependen-



cies. However, instead of using the unified tagging
scheme they used two sets of BIOS tags to identify
the aspects and sentiments before connecting them
with the corresponding sentiment. While all these
approaches extract aspects and opinion pairs in iso-
lation a recent approach based on pointer network
is proposed by Mukherjee et al. (2021) where an
encoder-decoder architecture is used to generate all
the aspect-opinion-sentiment tuples.

3 Methodology

We have modified the R-GAT approach (Wang
et al., 2020) which was originally targeted for po-
larity prediction. The approach utilizes the depen-
dency structure of the input sentence which cap-
tures the grammatical structure by connecting the
words with the corresponding dependency type.
The limitations of common approaches that do not
pay attention to the parts-of-speech and the de-
pendency structure are discussed by Wang et al.
(2020) and the importance of the syntactic rela-
tions are emphasized, especially in the context of
the aspect word. To bring out the relations of dif-
ferent words with the aspect word(s) an Aspect
Oriented Dependency Tree (AODT) was proposed
by Wang et al. (2020) where the root of the original
dependency tree was shifted to the target aspect
word followed by pruning some of the unnecessary
relations. However, this approach is not exactly
applicable for the current study since we do not
know the aspect words (or the opinion words for
that matter), a priori. However, knowing that aspect
words are nouns and opinion words are generally
adjectives, we have randomly chosen one of the
nouns present in the sentence as a surrogate aspect
word (or adjectives for opinions) and modified the
dependency tree based on this word.

3.1 Relational Graph Attention Network

AODT can be represented by a graph structure
where each node is a word and the edges be-
tween them are represented by the dependency re-
lation, e.g., nominal subject, adverbial modifier,
etc. Given a neighborhood of a node Ni, the node
embeddings can be iteratively updated using multi-
head attention (with K attentional heads) as

hl+1
atti = concatKk=1

∑
j∈Ni

αlk
ijW

l
kh

l
j , (1)

αlk
ij = attention(i, j), (2)

where hl+1
atti is the attention head of node-i at layer

l+1 and αlk
ij is the normalized attention coefficient

computed by the k-th attention at layer l and W l
k is

an input transformation matrix.
In addition to the attention head of word-i a rela-

tional head is also computed for this node as

hl+1
reli

= concatMm=1

∑
j∈Ni

βlm
ij W l

mhlj , (3)

glmij = σ(relu (rijWm1 + bm1)Wm2 + bm2) (4)

βlm
ij = exp(glmij )/

∑
j∈Ni

exp(glmij ) (5)

where rij denotes the relation embedding between
node-i and j and M is the number of relational
heads. The final representation of each word (node)
is a concatenation of the attention and relational
embeddings:

xl+1
i = concat(hl+1

atti , h
l+1
reli

) (6)

hl+1
i = relu

(
Wl+1x

l+1
i + bl+1

)
(7)

3.2 Named Entity Recognition

While the R-GAT model utilizes only the root rep-
resentation to predict the sentiment polarity, here,
we use the node representation hl+1

i for node-i to
predict the corresponding NER tag. To further
improve the model capability, We explore four
different layers where hl+1

i is provided as input,
namely, (1) Linear layer, (2) RNN layer (we used
Bi-LSTM), (3) Transformer layer and (4) CRF
layer.

4 Experiments

4.1 Datasets

We used two datasets in our experiments. The first
one is created by Li et al. (2019c), which is origi-
nating from SemEval’14 (Pontiki et al., 2014) but
modified by Li et al. (2019b). The statistics of the
dataset are summarized in Table 1 where the num-
ber of sentences (queries) and aspects are shown
in two domains, namely, Laptop and Restaurant,
across train, validation and test set. The second
dataset is called Aspect Sentiment Triplet Extrac-
tion (ASTE) dataset (version-1) as created by Peng
et al. (2020a) where each sentence has a unified
aspect/target tags and opinion tags. The details of
the dataset are shown in Table 2.



Dataset Train Dev Test Total
#s #p #s #p #s #p #s

LAPTOP’14 920 1265 228 337 339 490 1487
REST’14 1300 2145 323 524 496 862 2119
REST’15 593 923 148 238 318 455 1059
REST’16 842 1289 210 316 320 465 1372

Table 2: Statistics of the dataset ASTE-V1 as given in (Peng et al., 2020b) (#s and #p denote the number of sentences
and aspect-opinion pairs, respectively.

Model Laptop Restaurant
P R F1 P R F1

(Li et al., 2019a) 61.27 54.89 57.90 68.64 71.01 69.80
Existing Models (Luo et al., 2019) - - 60.35 - - 72.78

(He et al., 2019) - - 58.37 - - -
(Lample et al., 2016) 58.61 50.47 54.24 66.10 66.30 66.20

LSTM-CRF (Ma and Hovy, 2016) 58.66 51.26 54.71 61.56 67.26 64.29
(Liu et al., 2018) 53.31 59.40 56.19 68.46 64.43 66.38

BERT+Linear 62.16 58.90 60.43 71.42 75.25 73.22
BERT+GRU 61.88 60.47 61.12 70.61 76.20 73.24

BERT Models BERT+SAN 62.42 58.71 60.49 72.92 76.72 74.72
(Li et al., 2019c) BERT+TFM 63.23 58.64 60.80 72.39 76.64 74.41

BERT+CRF 62.22 59.49 60.78 71.88 76.48 74.06
Our Model RGAT-BERT 62.17 60.08 61.11 69.70 73.29 71.45

RGAT-BERT-CRF 64.72 59.09 61.78 73.15 69.82 71.45
RGAT-BERT-BiLSTM-CRF 65.34 61.46 63.34 75.19 71.89 73.48
RGAT-BERT-TRFMR-CRF 65.03 60.28 62.56 80.16 74.01 76.96

Table 3: Comparison of predictions on the aspect extraction dataset of (Li et al., 2019c). The best F1-scores are
shown in bold and the second best ones are underlined.

Model Restaurant’14 Laptop’14
P R F1 P R F1

RINANTE 48.97 47.36 48.15 41.20 33.20 36.70
CMLA 67.80 73.69 70.62 54.70 59.20 56.90

Li-unified 74.43 69.26 71.75 68.01 56.72 61.86
Li-unified-R 73.15 74.44 73.79 66.28 60.71 63.38

(Li et al., 2019c)–BLSTM 70.00 74.20 72.04 65.99 54.62 59.77
(Li et al., 2019c)–TG 74.41 73.97 74.19 64.35 60.29 62.26

(Li et al., 2019c)–T 69.42 72.2 70.79 64.14 60.63 62.34
(Li et al., 2019c) 76.60 67.84 71.95 63.15 61.55 62.34

RGAT-BERT 71.70 78.80 75.08 60.69 62.74 61.69
RGAT-BERT-CRF 82.69 78.21 80.39 70.38 62.53 66.22

RGAT-BERT-BiLSTM-CRF 81.20 79.39 80.28 70.43 68.21 69.30
RGAT-BERT-TRFMR-CRF 86.04 78.44 82.07 68.94 68.21 68.57

Table 4: Comparison of predictions on the aspect extraction dataset of (Peng et al., 2020b). The best F1-scores are
shown in bold and the second best ones are underlined.



Model Restaurant’15 Restaurant’16
P R F1 P R F1

RINANTE 46.20 37.40 41.30 49.40 36.70 42.10
CMLA 49.90 58.00 53.60 58.90 63.60 61.20

Li-unified 61.39 67.99 64.52 66.88 71.40 69.06
Li-unified-R 64.95 64.95 64.95 66.33 74.55 70.20

(Li et al., 2019c)–BLSTM 63.41 65.19 64.29 69.74 71.62 70.67
(Li et al., 2019c)–TG 59.28 61.92 60.57 64.57 66.89 65.71

(Li et al., 2019c)–T 62.28 66.35 64.25 62.65 71.4 66.74
(Li et al., 2019c) 67.65 64.02 65.79 71.18 72.30 71.73

RGAT-BERT 62.37 71.59 66.67 66.35 78.15 71.77
RGAT-BERT-CRF 73.10 70.19 71.62 84.63 80.63 82.58

RGAT-BERT-BiLSTM-CRF 76.03 73.71 74.85 84.61 81.76 83.16
RGAT-BERT-TRFMR-CRF 75.13 68.78 71.81 84.36 80.18 82.22

Table 5: Comparison of predictions on the aspect extraction dataset of (Peng et al., 2020b). The best F1-scores are
shown in bold and the second best ones are underlined.

Model Restaurant’14 Laptop’14
P R F1 P R F1

Distance rule 58.39 43.59 49.92 50.13 33.86 40.42
Dependency rule 64.57 52.72 58.04 45.09 31.57 37.14

RINANTE 81.06 72.05 76.29 78.20 62.70 69.60
CMLA 69.47 74.53 71.91 51.80 65.30 57.70

IOG 82.85 77.38 80.02 73.24 69.63 71.35
Li-unified-R 81.20 83.18 82.13 76.62 74.90 75.70

(Li et al., 2019c)–BLSTM 80.41 86.19 83.15 78.06 68.98 73.19
(Li et al., 2019c)–TG 81.77 84.80 83.21 76.87 75.31 76.03

(Li et al., 2019c)–T 80.61 85.38 82.88 76.69 73.88 75.21
(Li et al., 2019c) 84.72 80.39 82.45 78.22 71.84 74.84

RGAT-BERT 82.05 86.43 84.18 74.71 80.20 77.36
RGAT-BERT-CRF 95.43 89.56 92.40 93.97 79.59 86.19

RGAT-BERT-BiLSTM-CRF 95.64 91.53 93.54 93.42 84.08 88.51
RGAT-BERT-TRFMR-CRF 94.58 89.09 91.76 93.55 82.86 87.88

Table 6: Comparison of predictions on the opinion extraction dataset of (Peng et al., 2020b) based on the SemEval’14
(Pontiki et al., 2014) task.



4.2 Implementation Details

We use the bi-affine parser (Dozat and Manning,
2016) from AllenNLP for dependency parsing.
While Wang et al. (2020) used the aspect words
to orient the dependency tree, in our case, we can-
not use that information. Instead, we randomly
choose a noun word (adjective for opinion tagging)
from the input sentence, if available, otherwise,
we select the middle token about which the depen-
dency tree is re-oriented. For all experiments, the
embedding dimension for the dependency relation
is set to 200 and the dropout is fixed at 0.3. The
last hidden state of the pre-trained BERT1 is used
for the initial token representations which is sub-
sequently fine-tuned. All models are trained using
Adam optimizer (Kingma and Ba, 2014) with the
default parameters. For all experiments we have
used RGAT based feature extraction and BERT
based token encoding. There are four variants of
our model, namely, (1) RGAT-BERT, that does not
use any other layer, (2) RGAT-BERT-CRF, that ad-
ditionally uses a CRF final layer, (3) RGAT-BERT-
BiLSTM-CRF, that uses a Bi-LSTM layer on the
output of BERT before passing the output to a CRF
layer and (4) RGAT-BERT-TRFMR-CRF that uses
a Transformer layer instead of a Bi-LSTM.

4.3 Results and Discussions

For all experiments we report only the F1-score
(and omit precison and recall due to space limita-
tion) across all the tags. Table 3 shows the perfor-
mance of different RGAT models on the dataset of
Li et al. (2019c). As can be seen, RGAT models
provide the best F1 score for the Laptop (BiLSTM)
and Restaurant (Transformer) domain surpassing
the previous best F1 scores by more than 3% point.
For the laptop domain, the second best result is
also given by another RGAT model (Transformer
based), whereas, for the Restaurant domain one of
the prior models stand out (BERT+self-attention
network from Li et al. (2019c)).

For the second dataset, we extract aspects and
opinions from four domains, Laptop, Restaurant-
2014, Restaurant-2015 and Restaurant-2016. Ta-
ble 4 and 5 together show the results of aspect
extraction for all the four domains. For aspect ex-
traction, it can be seen that the best F1-score is
obtained by the Transformer and BiLSTM mod-
els for the Restaurant-2014 and Laptop domain,
respectively. The second best results are also ob-

1https://github.com/huggingface/transformers

tained by our models, by CRF and Transformer
based models. We can see substantial improvement
(6-8% point) over the previously reported F1 scores
for both the cases. Even larger improvement can
be seen for the other two Restaurant domain data
(2015 and 2016) where the BiLSTM-CRF model
generates the best F1 score.

Table 6 shows the performance on the opinion
extraction task where the best F1 scores are pro-
vided by the BiLSTM-CRF model for both the
Restaurant-2014 and Laptop domain. Here we see
10-12 % point improvement over the best previous
F1 score. Following the same trend of aspect ex-
traction, for Restaurant-2015 and 2016 data (shown
in Table 7), we see the best performance coming
from the BiLSTM-CRF model exceeding the pre-
vious best scores by more than 10% point. Overall,
we can see that all the RGAT-BERT based mod-
els perform much better than all the other baseline
models on all the tasks.

5 Conclusion

In this work we have applied Relational Graph
Attention network which was previously used for
classifying sentiment polarity associated with a spe-
cific aspect. However, here we show that the depen-
dency structure of the input query when encoded
by a Graph attention network is powerful enough to
improve the performance and it is not necessary to
tie to a particular aspect. We have used a surrogate
aspect/opinion term by selecting a noun/adjective
token if available. The strength of the approach
is evident in the superior results that we have ob-
tained for both aspect and opinion term extraction
on four commonly used datasets. In addition, we
have compared BiLSTM and Transformer as addi-
tional layers along with a CRF layer and found that
BiLSTM layer consistently performs better than a
Transformer layer.

Limitations

There are several limitations of the present method-
ology as shown below:

1. The success of the current approach heavily
hinges on knowing the dependency structure
of the queries. Thus, we cannot extend this
approach easily to other languages other than
English.

2. While we have extracted all the aspects and
opinions from a given query we have not



Model Restaurant’15 Restaurant’16
P R F1 P R F1

Distance rule 54.12 39.96 45.97 61.90 44.57 51.83
Dependency rule 65.49 48.88 55.98 76.03 56.19 64.62

RINANTE 77.40 57.00 65.70 75.00 42.40 54.10
CMLA 60.80 65.30 62.90 74.50 69.00 71.70

IOG 76.06 70.71 73.25 85.25 78.51 81.69
Li-unified-R 79.18 75.88 77.44 79.84 86.88 83.16

(Li et al., 2019c)–BLSTM 74.29 80.48 77.21 82.12 84.95 83.46
(Li et al., 2019c)–TG 75.98 76.32 76.10 82.33 85.16 83.67

(Li et al., 2019c)–T 78.13 75.22 76.60 77.14 87.10 81.77
(Li et al., 2019c) 78.07 78.07 78.02 81.09 86.67 83.73

RGAT-BERT 75.20 81.98 78.44 77.98 89.89 83.52
RGAT-BERT-CRF 92.27 83.96 87.92 96.07 84.09 89.68

RGAT-BERT-BiLSTM-CRF 94.52 90.99 92.72 95.82 93.76 94.78
RGAT-BERT-TRFMR-CRF 93.62 80.66 86.66 94.37 83.01 88.33

Table 7: Comparison of predictions on the opinion extraction dataset of (Peng et al., 2020b) for the Restaurant
domain based on Pontiki et al., 2015 and Pontiki et al., 2016.

matched them in this work. A more com-
plete solution is proposed by Mukherjee et al.
(2021) using pointer network based decoder,
which can be the next step of this work.
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