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Abstract

Machine translation of Indian languages is
challenging due to several factors, including
linguistic diversity, limited parallel data, lan-
guage divergence, and complex morphology.
Recently, large pre-trained multilingual mod-
els have shown promise in improving trans-
lation quality. In this paper, we conduct a
large-scale study on applying large pre-trained
models for English-Indic machine translation
through transfer learning across languages and
domains. This study systematically evaluates
the practical gains these models can provide
and analyzes their capabilities for the transla-
tion of the Indian language by transfer learning.
Specifically, we experiment with several mod-
els, including Meta’s mBART, mBART-many-
to-many, NLLB-200, M2M-100, and Google’s
MT5. These models are fine-tuned on small,
high-quality English-Indic parallel data across
languages and domains. Our findings show
that adapting large pre-trained models to partic-
ular languages by fine-tuning improves trans-
lation quality across the Indic languages, even
for languages unseen during pretraining. Do-
main adaptation through continued fine-tuning
improves results. Our study provides insights
into utilizing large pretrained models to address
the distinct challenges of MT of Indian lan-
guages. 1

1 Introduction

India is a linguistically diverse nation with 22 of-
ficial scheduled languages and numerous dialects
representing various language families like Indo-
Aryan, Dravidian, and Tibeto-Burman. This lin-
guistic diversity presents unique challenges for de-
veloping machine translation systems between In-
dian languages. Complex morphology, linguistic
diversity, language divergence, and limited paral-
lel data make translation of Indian languages dif-
ficult. Recent advances in neural machine trans-

1Code is available at https://github.com/
joysontelem/lpmm-indicmt

lation (NMT) have improved translation quality
for many language pairs. However, performance
for low-resource Indian languages still lags be-
hind European and East Asian languages. Re-
cently, pretrained multilingual language models
like mBART (Liu et al., 2020) and translation
models like M2M-100 (Fan et al., 2021) have
shown promising results by leveraging knowledge
transferred from high-resource languages through
large-scale pretraining. These models can trans-
late between multiple languages with higher qual-
ity than previous approaches by leveraging their
broad linguistic knowledge gained through pretrain-
ing. However, their capabilities have not been thor-
oughly explored for Indian languages on a large
scale specifically.

This paper conducts a large-scale study on ap-
plying pretrained models to English-Indic ma-
chine translation across diverse languages and do-
mains. Specifically, we investigate several mod-
els, including Meta’s mBART (Liu et al., 2020),
mBART50-many-to-many (Tang et al., 2020),
NLLB-200 (team et al., 2022), M2M-100 (Fan
et al., 2021), and Google’s mT5 (Xue et al., 2021)
for translation of Indian languages. The models are
fine-tuned on high-quality human-translated paral-
lel data between English and 16 Indic languages.
The languages encompass those included during
model pretraining along with unseen languages to
cover high to low-resource scenarios. Through ex-
tensive experiments, we evaluate the improvements
enabled by transfer learning and examine model
capabilities for handling Indian language diversity.
Our analysis provides practical insights into utiliz-
ing pretrained models for English-Indic translation.

Our contributions are as follows:

• We conduct a large-scale study on apply-
ing pretrained models like mBART, mBART-
many-to-many, NLLB-200, M2M-100, and
MT5 to English-Indic machine translation
across 16 diverse Indic languages.

https://github.com/joysontelem/lpmm-indicmt
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• Through extensive experiments fine-tuning
models on small parallel data, we evaluate the
improvements enabled by adapting pretrained
models to a particular language or domain,
and analyze model capabilities for handling
Indian language diversity.

2 Related Work

Multilingual Neural Machine Translation (MNMT)
traces its roots back to the early days of Neu-
ral Machine Translation (NMT), as evidenced
by the works of Dong et al. (2015); Firat et al.
(2016). The introduction of Google’s end-to-end
MNMT by Johnson et al. (2017) marked a sig-
nificant milestone in the field, as it allowed for
multilingual NMT within a single encoder-decoder
model. Google’s MNMT also demonstrated "zero-
shot" translation, allowing for the translation of
languages not explicitly provided during training.
However, it had limitations, supporting only trans-
lation between languages seen during training.

Facebook AI expanded the scope of multilingual
translation with Transformer-based NMT struc-
tures, such as mBART-m2m (Tang et al., 2020),
M2M-100 (Fan et al., 2021), and NLLB (team et al.,
2022). These models offered translation capabili-
ties for 50, 100, and 200+ languages. Although
they faced the challenge of translating entirely
new languages not present in their pre-training
data, they represented a significant development
in the field of multilingual NMT. Additionally,
transfer learning from pre-trained multilingual lan-
guage models, such as BART (Liu et al., 2020) and
MT5 (Xue et al., 2021), often outperforms tradi-
tional bilingual approaches.

Research on multilingual NMT for Indian lan-
guages has gained traction in recent years, driven
by the linguistic diversity of the Indian subconti-
nent. Notable work includes that of Ramesh et al.
(2022), who developed a multilingual NMT model
for 11 Indian languages. AI4Bharat et al. (2023)
further expanded to more Indian languages with
their MultiMT model covering English and 22 In-
dian languages. Recent work by Dabre et al. (2022)
investigates multilingual NMT for 11 Indian lan-
guages with a BART based pretrained model. An-
other works by Singh et al. (2021a) and Lee et al.
(2022) also investigates MT5 and mBART pre-
trained language models for MT of three/four In-
dian languages. Unlike the previous works, which
only use large pretrained denoising pretrained mod-

els like mBART and MT5, our work focuses on
large pretrained translation models like mBART-
m2m, M2M100, and NLLB on a diverse set of 16
Indian languages.

3 Focus Languages

We focus on 16 official languages of India with
varying quantities of available data, including high-
resource languages such as Hindi and Bengali and
very low-resource languages such as Sanskrit, with
ancient texts being its available corpus. Table 1
provides an overview of the focus languages, in-
cluding the language families, location and number
of speakers, and the source and original language
for our corpus. The languages are from three lan-
guage families: Indo-Aryan (e.g. Hindi), Dravidian
(e.g. Tamil), and Tibeto-Burman (e.g. Manipuri).
Most of the languages are from the Indo-Aryan
family, India’s largest language family. All lan-
guages, except for Sanskrit, are spoken by at least
one million people.

Code Language Family Script #Speakers

asm Assamese Indo-Aryan Bengali 15 million
ben Bengali Indo-Aryan Bengali 205 million
brx Bodo Tibeto-

Burman
Devanagari 1.5 million

doi Dogri Indo-Aryan Devanagari 2.6 million
gom Konkani Indo-Aryan Devanagari 2.2 million
hin Hindi Indo-Aryan Devanagari 322 million
kan Kannada Dravidian Kannada 40 million
kas Kashmiri Indo-Aryan Arabic 5.5 million
mai Maithili Indo-Aryan Devanagari 33 million
mal Malayalam Dravidian Malayalam 38 million
mar Marathi Indo-Aryan Devanagari 71 million
mni Manipuri Tibeto-

Burman
Bengali 1.8 million

npi Nepali Indo-Aryan Devanagari 16 million
san Sanskrit Indo-Aryan Devanagari 24,821
tam Tamil Dravidian Tamil 69 million
tel Telugu Dravidian Telugu 74 million
urd Urdu Indo-Aryan Arabic 60 million

Table 1: Overview of Focus Languages

4 Models and Methodology

4.1 Pretrained Multilingual Models
We conducted experiments using pre-trained multi-
lingual models. Our selection of pre-trained mod-
els was based on their size, covering approximately
400 to 600 million parameters, as well as their abil-
ity to provide comparability across various models.
Table 2 provides information on the size of the pre-
trained models, the number of Indian languages
they support, and the focus languages they cover.



Pretrained
model

#parameters #Focus Languages Cov-
ered

mT5 580M ben, hin, kan, mal, mar, npi,
tam, tel

mBART50 610M ben, hin, mal, mar, npi, tam,
tel

mBart50-m2m 610M ben, hin, mal, mar, npi, tam,
tel

M2M-100 418M ben, hin, kan, mal, mar, npi,
tam

NLLB-200 600M asm, ben, hin, kan, kas, mai,
mal, mar, mni, npi, san, tam,
tel

Table 2: Overview of Pretrained Multilingual Models

mBART mBART is a multilingual Sequence-to-
Sequence model that can be used for various natu-
ral language processing tasks, including translation.
The model can be fine-tuned for specific applica-
tions, including translation and other NLP tasks,
which provides flexibility for researchers and de-
velopers.

mT5 mT5 is a multilingual variant of the T5
model. It has been pre-trained on a large dataset
that covers 101 different languages. Like T5, mT5-
Base follows the text-to-text transformer architec-
ture. This means it can handle various natural lan-
guage processing tasks by framing them as text-to-
text problems.

mBART50-many-to-many This model is a fine-
tuned checkpoint of mBART (Liu et al., 2020).
MBART50-many-to-many is fine-tuned for mul-
tilingual machine translation. It was introduced in
Tang et al. (2020). The model can translate directly
between any pair of 50 languages.

M2M-100 M2M-100 is a multilingual encoder-
decoder model designed for Many-to-Many mul-
tilingual translation tasks. This model has been
trained on an impressive 2,200 language directions.
This extensive training data allows it to perform
exceptionally well in diverse language pairs.

NLLB-200 NLLB-200 is a machine translation
model, especially for low-resource languages. It’s
a powerful tool for multilingual translation tasks,
supporting up to 200 different languages.

4.2 Fine-Tuning Strategies for Multilingual
Models

Adaptation to a Particular Language We apply
the transfer learning technique to adapt pretrained
models to particular Indian languages. To achieve

this, we fine-tune each of the pretrained models
listed above on a small general domain human-
translated English-Indic dataset. In cases where a
language was not included in the pretrained mod-
els, we assigned it the language code of a related
language that was included in the pretrained model.
After considering the language family, syntactic
and morphological similarities between languages,
we have chosen the following pairs: ben for asm
and mni, hin for brx, doi, gom, mai, and san, tam
for kan, mal, and tel, and urd for kas.

Adaptation to a Particular Domain The MT
model can be fine-tuned to fit a specific domain or
style. A set of bilingual sentences representing the
domain or style that the MT model should adapt
to may be needed for fine-tuning. For a fixed do-
main MT problem, fine-tuning pre-trained models
on a specific domain has grown to be a preferred
strategy. We employ pretrained multilingual model
for fine-tuning in both directions. We use the PMI
dataset, an MT Indic dataset composed of politi-
cal data sources, such as news commentary and
speeches from the Indian Prime Minister.

5 Experimental Setup

In this section, we discuss the data and settings
used in our experiments.

Language Size Language Size

Assamese 44k Maithili 24k
Bengali 48k Malayalam 41k
Bodo 21k Marathi 50k
Dogri 17k Manipuri 20k
Konkani 17k Nepali 45k
Hindi 40k Sanskrit 27k
Kannada 32k Tamil 21k
Kashmiri 21k Telugu 29k

Table 3: Parallel Corpora used in Language Adaptation

Language Size Language Size

Bengali 23k Manipuri 5k
Hindi 50k Tamil 32k
Marathi 25k

Table 4: Parallel Corpora used in Domain Adaptation

We conducted experiments to fine-tune pre-
trained models for 16 different languages. For
14 of these languages, we used the BPCC-wiki
dataset (AI4Bharat et al., 2023) to focus on
language-specific features. For the remaining two
languages (Manipuri and Kashmiri), we used the



En 7→ X asm ben brx doi gom hin kan kas mai mal mar mni npi san tam tel

0-SHOT
mBART50-m2m 0.23 1.12 0.37 1.83 0.80 21.14 0.76 0.94 4.60 3.12 1.15 0.14 10.83 0.68 8.97 4.77
M2M-100 0.78 8.00 0.32 2.08 0.57 26.27 0.12 1.34 5.18 2.16 4.92 0.53 0.36 0.81 2.27 -
NLLB 8.39 17.05 0.40 2.47 0.74 31.36 17.68 5.18 13.13 12.87 14.49 5.32 16.61 1.07 16.18 20.27

FINETUNED
mBART50-m2m 10.28 15.85 7.97 21.66 9.82 29.53 14.58 5.23 11.13 14.02 13.78 6.55 18.26 2.08 14.75 17.36
M2M-100 10.93 14.81 8.18 15.62 9.51 28.24 10.74 5.58 10.92 10.79 11.51 6.88 16.35 1.87 11.55 -
NLLB 11.02 19.47 8.62 24.69 10.52 32.86 18.72 5.03 13.81 16.90 16.37 6.49 20.48 2.12 18.50 23.84
mBART 8.71 15.03 7.07 19.19 7.80 27.12 12.64 4.05 9.51 12.10 13.06 5.58 16.81 1.89 11.37 16.35
mT5 6.29 10.63 1.52 9.24 7.84 14.41 8.66 1.4 6.20 7.74 8.20 0.45 11.89 1.04 7.78 10.89

X 7→ En asm ben brx doi gom hin kan kas mai mal mar mni npi san tam tel

0-SHOT
mBART50-m2m 1.18 9.30 1.24 3.63 2.59 32.45 0.71 3.71 8.88 23.77 14.98 0.55 29.64 3.86 23.54 15.49
M2M-100 1.65 24.26 1.00 1.47 2.12 29.60 0.38 1.52 4.76 15.53 19.52 0.79 8.09 1.57 8.02 -
NLLB 28.27 33.98 1.54 11.20 7.15 38.96 32.15 28.55 39.30 34.39 33.97 23.23 38.25 18.82 31.19 37.96

FINETUNED
mBART50-m2m 20.13 24.58 18.40 26.38 18.86 33.42 21.63 21.28 28.84 27.36 27.83 16.76 32.97 14.71 24.55 27.97
M2M-100 20.90 24.76 19.36 26.30 18.46 30.47 19.68 21.25 29.04 22.77 25.16 18.41 28.15 14.80 17.48 -
NLLB 28.67 33.93 24.31 35.26 25.11 39.97 32.26 30.88 41.71 35.33 35.28 25.02 39.62 22.45 31.83 38.26
mBART 17.77 20.44 14.06 20.07 13.84 26.93 10.86 17.59 23.96 21.76 21.66 8.64 26.54 11.99 16.81 22.42
mT5 15.59 19.70 7.72 14.91 14.62 19.65 17.18 12.37 18.80 18.54 19.25 4.84 22.82 9.49 15.13 19.28

Table 5: Adaptation to Particular language. Translation performance (BLEU) of English-Indic languages in
0-shot and finetuned settings. Adaptation to particular languages by finetuning on small parallel data significantly
improves over 0-shot transfer.

NLLB-seed (team et al., 2022) and ILCI (Choud-
hary and Jha, 2014) corpus. We used the FLO-
RES (Goyal et al., 2022; team et al., 2022) dev
set and devtest set for 13 out of 16 languages for
development and testing. For the remaining three
languages (Bodo, Konkani, and Dogri), we used a
randomly selected 1k sentences as the dev set and
the FLORES dev set translated by BPCC corpus as
the test set.

To adapt the pretrained models to a specific
domain, we used the PMI dataset (Haddow and
Kirefu, 2020). It contains speeches and news from
the Indian Prime Minister. For development and
testing, we used the WAT 2021 development and
test sets (Nakazawa et al., 2021). For languages not
included in the WAT 2021 set, we randomly sam-
pled sentences from the corpus. It is worth noting
that the fine-tuning parallel data for all languages
were less than 50k sentences, as shown in the Table
3 and 4.

We utilized the HuggingFace Transformers li-
brary (Wolf et al., 2020) for implementation and
trained on NVIDIA Tesla V100 GPUs to take ad-
vantage of hardware-level parallelism. Our trans-
lations were evaluated using SacreBLEU (Post,
2018).

6 Result and Discussion

We discuss the results of transfer across languages
and domain in this section.

6.1 Adaptation to Particular Language

Our experiments show that adapting pretrained
models to a particular language improves trans-
lation performance across the Indic languages as
shown in Table 5. The pretrained models are able to
leverage knowledge transferred from high-resource
languages during pretraining to boost translation
quality for low-resource Indian languages. For ex-
ample, mBART-m2m achieves an average improve-
ment of over 7 BLEU points on the En 7→ X trans-
lation task. Similarly, for the X 7→ En translation
direction, mBART-m2m outperforms baselines by
over 10 BLEU points on average, with additional
gains. The improvements are pronounced even for
low-resource languages unseen during pretraining
like Bodo, Dogri, and Manipuri. This shows the
capability of models to generalize and adapt to new
languages. For instance, NLLB boosts Bodo trans-
lations by over 8 BLEU points despite no Bodo
data during pretraining. We also observe that trans-
lating into English outperforms translating from
English in morphologically rich Indian languages



like Manipuri, Tamil, and Marathi (Singh et al.,
2023). This can be attributed to BLEU’s ignorance
of subwords.

6.2 Adaptation to Particular Domain

Table 6 shows the results of evaluating the M2M-
100 model on the PMIndia dataset, both with and
without domain-specific fine-tuning.

En 7→ X ben hin mar mni tam

M2M-100 0-shot 3.39 21.22 3.95 0.28 1.43
M2M-100 finetune 9.85 28.80 13.62 15.83 10.23

X 7→ En ben hin mar mni tam

M2M-100 0-shot 13.78 26.05 13.40 1.89 3.43
M2M-100 finetune 22.38 36.78 25.39 29.65 24.00

Table 6: Adaptation to Particular Domain. Perfor-
mance of M2M-100 on PMIndia before and after fine-
tuning on in-domain data.

The results show that fine-tuning M2M-100 on
in-domain pairs from PMIndia boosts performance
by over 6 BLEU points in English-to-Indic trans-
lations and by over 9 BLEU points in Indic-to-
English translations. Interestingly, translation to
and from Manipuri scores higher than in other lan-
guages, except Hindi, despite having a smaller
dataset. Translation data for this language may be
more domain-specific than those for others (Singh
et al., 2021b). The fine-tuned model demon-
strates improved fluency and terminology usage
for politically-related sentences. This indicates that
adapting pretrained models to a particular domain
is an effective technique to further specialize the
models and achieve gains in domain-specific con-
texts beyond generic translation.

7 Conclusion and Future work

In conclusion, this paper shows that large pre-
trained models, such as mBART50-m2m, NLLB-
200, and M2M-100, can significantly improve
the quality of English-Indic translations through
transfer learning, across diverse Indian languages.
Our analysis shows adapting these models by fine-
tuning on small amounts of high-quality parallel
data for a particular language or domain substan-
tially boosts translation quality. Improvements are
seen even for low-resource languages unseen dur-
ing model pretraining. This indicates pretrained
models acquire linguistic knowledge that transfers

across languages to handle complex morphology
and diversity.

Future work includes expanding language cov-
erage and exploring semi-supervised methods for
continued improvements. As pretrained models
grow in scale and linguistic breadth, their capabili-
ties for Indic language translation will also improve.
We hope our study provides insights to leverage
these large pretrained models to address the unique
challenges of Indian language diversity.
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