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Abstract
Automated personality subtyping is a crucial
area of research with diverse applications in
psychology, healthcare, and marketing. How-
ever, current studies face challenges such as
insufficient data, noisy text data, and difficulty
in capturing complex personality traits. To ad-
dress these issues, including empathy, distress,
and emotion as auxiliary tasks in automated per-
sonality subtyping may enhance accuracy and
robustness. This study introduces a Multi-input
Multi-task Framework for Personality, Empa-
thy, Distress, and Emotion Detection (Multi-
PEDE). This framework harnesses the comple-
mentary information from empathy, distress,
and emotion tasks (auxiliary tasks) to enhance
the accuracy and generalizability of automated
personality subtyping (the primary task). The
model uses a novel deep-learning architecture
that captures the interdependencies between
these constructs, is end-to-end trainable, and
does not rely on ensemble strategies, making
it practical for real-world applications. Perfor-
mance evaluation involves labeled examples of
five personality traits, two classes each for per-
sonality, empathy, and distress detection, and
seven classes for emotion detection. This ap-
proach has diverse applications, including men-
tal health diagnosis, improving online services,
and aiding job candidate selection.

1 Introduction

Language development is integral to personality, al-
lowing individuals to communicate and understand
one another. Personality is a multifaceted concept,
encompassing behaviors, cognition, emotions, and
thinking styles. Personality subtyping classifies in-
dividuals by their traits. The internet’s rise yields
vast textual data, making computer-driven person-
ality inference a pivotal research domain. Person-
ality subtyping finds applications in psychology,
healthcare, and marketing, aiding mental health
diagnosis, enhancing online user experiences, and
aiding candidate selection.

Automated personality subtyping, a critical re-
search domain, employs machine learning to clas-
sify individuals into subtypes. Textual data, rich
and accessible, fuels this research, with natural lan-
guage processing (NLP) pivotal in analysis. Chal-
lenges such as data scarcity and noisy text have
spurred researchers to develop efficient methods
for accurate personality subtyping.

Empathy, distress, and emotion are crucial psy-
chological aspects intricately tied to personality
traits. Empathy, associated with agreeableness, in-
volves understanding and sharing others’ feelings.
Distress, linked to neuroticism, encompasses neg-
ative emotions like anxiety. Emotion, spanning
experiences from happiness to sadness, correlates
with traits like extraversion and openness. Integrat-
ing these facets as auxiliary tasks in automated per-
sonality analysis enhances accuracy and provides
valuable insights.

Correlation coefficients were computed among
personality traits (conscientiousness, openness, ex-
traversion, agreeableness, and stability) using the
WASSA 2022 shared task dataset (Tafreshi et al.,
2021). The results, presented in Table 1, range from
0 to 1, where a value approaching 1 signifies a ro-
bust correlation, a value approaching 0 indicates a
weak correlation, and a value of zero denotes no
correlation between the variables in question.

The observed correlations corroborate estab-
lished research on personality traits. For instance,
studies consistently demonstrate that conscientious-
ness positively correlates with stability, agreeable-
ness, and openness to experience, aligning with
the dataset’s correlation coefficients. Similarly, ex-
traversion is known to be positively associated with
agreeableness (Tov et al., 2016), reflecting the ob-
served correlation coefficients. Moreover, prior
research (Burke and Witt, 2002) has identified pos-
itive relationships between openness to experience
and other traits, including conscientiousness, agree-
ableness, and stability, which are consistent with



Table 1: Pearson correlation among various personality traits from the WASSA 2022 shared task dataset.

TASK Consciousness Openness Extraversion Agreeableness Stability
Consciousness 1 .282 .208 .441 .487

Openness .282 1 .317 .337 .320
Extra-version .208 .317 1 .251 .403
Agreeableness .441 .337 .251 1 .450

Stability .487 .320 .403 .450 1

the observed correlation coefficients. Neverthe-
less, it’s crucial to emphasize that correlation coef-
ficients signify the strength of associations between
variables and do not establish causality. Further re-
search is needed to ascertain causality. These find-
ings suggest that comprehending one personality
trait can yield valuable insights into others, under-
scoring the potential of jointly learning personality
traits to gain a more holistic understanding of an
individual’s personality.

Learning personality traits jointly can be advan-
tageous, offering a comprehensive perspective on
an individual’s personality. This approach has prac-
tical implications in psychology, human resources,
and marketing, aiding mental health understanding,
employee-job fit, and predicting consumer behav-
ior. Motivated by these insights, we propose a
multitasking framework for personality subtyping,
incorporating empathy, distress, and emotion as
auxiliary tasks. This framework leverages comple-
mentary information to enhance automated person-
ality subtyping accuracy and generalizability. It
aims to address limitations in data, noisy text, and
feature selection. Its applications span improved
mental health treatment, enhanced online user expe-
riences, and more effective job candidate selection.

The primary contributions are as follows:

• Formulation of the personality traits detection
task as a multi-input, multitask learning prob-
lem, where empathy, distress, and emotion
classification serve as auxiliary tasks.

• Introduction of a novel deep-learning archi-
tecture that captures the interdependencies
between personality traits, empathy, distress,
and emotions in a multitask learning setting.

• Incorporation of demographic features, includ-
ing age, education, gender, and race, as addi-
tional inputs allowing the model to consider
the influence of demographic factors on per-
sonality subtyping.

• Evaluation of the proposed framework on a

comprehensive dataset allowing a thorough
assessment of the framework’s effectiveness
in accurately subtyping personality based on
textual inputs.

2 Related Work

Recent research has explored the detection of per-
sonality traits, emotions, empathy, and distress
from textual inputs. However, challenges persist in
advancing this field. This section discusses perti-
nent studies in this domain.

2.1 Personality Detection

Early models, such as in Argamon et al. (2005),
employed SVMs to identify personality traits by
using statistical features from functional lexicons.
Farnadi et al. (2013) used SVMs to predict per-
sonality traits based on features like network size,
density, and status update frequency. Moham-
mad and Turney (2013) introduced a lexicon-based
method that gauged word-personality trait associ-
ations. Mairesse et al. (2007) employed lexical
features, including LIWC (Pennebaker and Booth,
2007) and NRC Emotion Lexicon (Mohammad
et al., 2018), to forecast personality traits. How-
ever, LIWC-based models face limitations related
to linguistic categories and contextual nuances.

Kalghatgi et al. (2015) used neural networks
with hand-crafted features for personality trait de-
tection. Gürpınar et al. (2016) utilized a pre-trained
CNN to extract facial expressions and ambient data
for apparent personality analysis, albeit with non-
end-to-end training. Güçlütürk et al. (2016) in-
troduced a deep audio-visual residual network for
multimodal apparent personality trait recognition.

Recent developments in NLP, such as deep learn-
ing methods (e.g., LSTM+CNN) by Tandera et al.
(2017), and hierarchical structures based on Bi-
RNN, as proposed by Liu et al. (2017), have im-
proved personality trait detection. Other studies,
like Van de Ven et al. (2017) and Mehta et al.
(2020), explored personality inference from var-
ious sources and effective multimodal prediction.



2.2 Emotion Detection

In the domain of text-based emotion detection,
a spectrum of methodologies encompasses rule-
based, machine learning, and deep learning tech-
niques. Pioneered by Russell (1980), the contin-
uous arousal-valence model has influenced sev-
eral approaches. Challenges arising from data
imbalance have led to specialized sampling tech-
niques, with crowdsourced annotations and Se-
mEval tasks gaining prominence in affect comput-
ing and emotion classification (Mohammad and
Bravo-Marquez, 2017; Mohammad et al., 2018;
Chatterjee et al., 2019; Sharma et al., 2020).

Text-based emotion recognition strategies vary
widely, from SVM-based methods applied to news
headlines (Kirange and Deshmukh, 2012) to the uti-
lization of advanced transformer encoders (Adoma
et al., 2020; Kant et al., 2018). Significant ad-
vancements emerged with the introduction of the
AffectNet dataset (Mollahosseini et al., 2017), high-
lighting the superiority of deep neural networks
over traditional methods and off-the-shelf facial ex-
pression recognition systems. Mitigating data im-
balance often requires specific sampling strategies,
leading researchers to explore complexities such
as ensemble methods, multi-dataset cascade learn-
ing, and architectures involving multiple LSTM
layers (Li et al., 2017; Chang et al., 2017; Hasani
and Mahoor, 2017). While real-time systems like
EmotioNet offer automatic facial expression anno-
tation, understanding the performance disparities
compared to human-annotated datasets remains a
pertinent question. Notably, most studies have con-
centrated on discrete emotions like anger and joy,
leaving the realm of complex emotions such as
empathy and distress largely unexplored.

2.3 Empathy and Distress Detection

Empathy and distress are vital emotional states
for comprehending mental health. Computational
methods have increasingly targeted these emotions.
Earlier research concentrated on empathy, notably
empathic concern during conversations, explored
by Litvak et al. (Litvak et al., 2016) and Fung et
al. (Fung et al., 2018), using text-based modeling.
Other approaches, as seen in the work by Xiao et al.
(Xiao et al., 2015, 2016) and Gibson et al. (Gibson
et al., 2016), revolved around a therapist’s ability
to adapt to their client’s emotions, while Zhou et
al. (Zhou and Jurgens, 2020) quantified empathy in
social media condolences through appraisal theory.

Recent research acknowledges the influence of
demographics, like age, education, and income, on
empathy and distress. Lin et al. (2018) and Loveys
et al. (2018) have highlighted language variations
across regions, suggesting demographic nuances
in empathy and distress. Responding to this, Guda
et al. (2021) proposed a demographic-aware em-
pathy modeling framework, incorporating BERT
(Bidirectional Encoder Representations from Trans-
formers) (Devlin et al., 2019a) and demographic
features. Understanding empathy and distress is
crucial for mental health analysis and support. In
this context, Sharma et al. (2020) explored lan-
guage models to identify empathetic conversations
in mental health support systems. These studies
marks a substantial stride in understanding empa-
thy and distress in text data, a vital step toward
more effective mental health support systems.

Our approach stands out in multiple ways. We
utilize multitask learning to predict personality
traits, empathy, distress, and emotions jointly, cap-
turing their interdependencies in an end-to-end
trainable model without relying on ensemble strate-
gies. Unlike previous studies concentrating on sin-
gular tasks, we prioritize personality as the primary
task, incorporating empathy, distress, and emotion
detection as auxiliary tasks. This approach en-
sures a more comprehensive prediction of these
constructs from text inputs.

3 Methodology

In this section, we define our task objective and
introduce our proposed approach called Multi-input
Multi-task Framework for Personality, Empathy,
Distress, and Emotion Detection (MultiPEDE). A
visual representation of the general architecture of
our approach is provided in Figure 1.

3.1 Problem Formulation

Given a dataset with labeled examples, the goal is
to build a multitasking system for personality trait
detection across five categories (Conscientiousness,
Openness, Extraversion, Agreeableness, and Stabil-
ity) as the primary tasks, and empathy, distress, and
emotion detection as the auxiliary tasks. Each task
of personality trait detection, empathy, and distress
detection has 2 classes, while the emotion detec-
tion task involves categorization among 7 classes
(anger, disgust, fear, joy, sadness, surprise, neutral).
The aim is to learn a shared representation that can
enhance the performance of each task.



Let X be the input dataset, ypi be the ground truth
labels for the i-th instance for the primary task p
(p ∈ C,O,E,A, S), yei be the ground truth labels
for the i-th instance for the empathy detection task,
ydi be the ground truth labels for the i-th instance
for the distress detection task, ymi be the ground
truth labels for the i-th instance for the emotion
detection task, fp

θ be the output of the model for
the primary task p, fe

θ be the output of the model
for the empathy detection task, fd

θ be the output of
the model for the distress detection task, and fm

θ be
the output of the model for the emotion detection
task.

The objective function for the multitask system
can be defined as follows:

min
θ
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}
where LCE is the binary cross-entropy loss func-

tion, and N is the total number of instances.
The primary task and the auxiliary tasks are

jointly learned through the optimization of the
above objective function, where the model learns
to detect personality traits as the primary task and
empathy, distress, and emotion detection as auxil-
iary tasks. The binary cross-entropy loss function
is used for all tasks, and the sum of losses in overall
tasks is minimized.

3.2 Model Description: MultiPEDE
The task of detecting personality traits is ap-
proached as a multi-input, multitask learning prob-
lem in our research. Our proposed framework in-
corporates empathy, distress, and the text’s emotion
as additional information to enhance the detection
of various personality traits. Personality trait detec-
tion is considered the primary task, while empathy,
distress, and emotion classification are treated as
secondary auxiliary tasks. By combining multiple
inputs and tasks, our framework effectively inte-
grates the diverse information present in the dataset,
including textual, categorical, and numeric data, to
generate robust representations for personality trait
detection.

3.2.1 Input Text Encoder
To extract contextualized information and capture
the nuances of the text, we utilize the pre-trained

BERT base model (Devlin et al., 2019a). BERT’s
contextualized representations are beneficial in un-
derstanding the context and underlying meaning of
the text compared to traditional deep learning mod-
els. For each word in the essay, we extract the de-
fault pre-trained embeddings from BERT’s last hid-
den layer. These embeddings are 768-dimensional,
and we average them to generate essay-level repre-
sentations.

3.2.2 Representation of Demographic Inputs
To incorporate additional demographic features, we
begin by embedding all demographic features in
a particular manner. Since the values in the Age
attribute range from 10 to 98, we divide them into
four age groups: A) Group 1: 10-25, B) Group
2: 26-40, C) Group 3: 41-60, D) Group 4: 61
and above. We treat these groups as classes and
represent the Age attribute using 4 classes.

We observe that the Education attribute com-
prises 6 distinct values, which we represent as 6
classes. Similarly, the Gender attribute has 3 dis-
tinct values, and the Race attribute has 4 distinct
values. We represent them using 3 and 4 classes,
respectively. We represent these categorical values
in a one-hot encoded form for each demographic
input. Henceforth, for any given textual input, Edu-
cation is represented in a 1x6 dimensional vector,
Race and Age are represented as a 1x4 dimensional
vector, and Gender as a 1x3 dimensional vector.
We concatenate all these vectors to obtain a vector
of 1x17. We can represent this mathematically as
follows:

Let a be the age attribute of an individual, e
be their education level, g be their gender, and
r be their race. We divide the age attribute into
four groups: a ∈ a1, a2, a3, a4, where a1 denotes
the age group of 10-25, a2 denotes 26-40, a3 de-
notes 41-60, and a4 denotes 61 and above. We
represent the education attribute using 6 classes:
e ∈ e1, e2, e3, e4, e5, e6, where ei denotes the i-th
class. Similarly, we represent the gender attribute
using 3 classes: g ∈ g1, g2, g3, where gi denotes
the i-th class. We represent the race attribute using
4 classes: r ∈ r1, r2, r3, r4, where ri denotes the
i-th class.

To enable the updating of these vectors during
training, we pass them through independent dense
layers of the same dimension as their vector lengths.
Directly concatenating the demographic vectors
with the BERT representation may lead to text
bias, so we concatenate the outputs and pass them



Figure 1: Architectural diagram of our proposed Multi-input Multi-task Framework for Personality, Empathy,
Distress, and Emotion Detection (MultiPEDE). Abbreviations: OHE - One Hot Encoding, C: conscientiousness, O:
openness, E: extraversion, A: agreeableness, S: stability, Emp: empathy, Dis: distress, Emo: emotion.

through a dense layer to obtain a vector of 1x17, de-
noted by vdemo. We finally concatenate vdemo with
vtext to obtain the vector of size 1x785, denoted by
vfinal.

3.2.3 Shared and Task-specific Pipeline
The concatenated output vfinal is passed through
two shared dense layers (500 and 256 units) for di-
mensionality reduction. This further branches into
eight parallel stacks of three fully-connected layers,
which form the task-specific layers (1 stack each
for the 5 personality trait detection tasks and 1 each
for empathy, distress, and emotion classification).
The last dense layer in each stacked task-specific
layer serves as the classification layer (binary clas-
sification for all the tasks except emotion, which
employs multi-class classification).

3.2.4 Transfer Learning via Pre-training on
Multimodal Dataset

Transfer learning in this study involves pre-training
on a multimodal dataset, enhancing the model’s
performance on the shared task dataset. First,
the model is trained on the First Impressions V2
dataset, and its weights are saved. The weights of
the first two shared layers are then transferred to the
equivalent layers of the model built for the shared
task dataset. This weight transfer is illustrated in
Figure 1 (blue dotted line), distinguishing it from

the main model components.
The BERT encoder is utilized to create a fea-

ture vector from the textual captions, providing
vital contextual information for accurate personal-
ity trait identification. In contrast, the 3D-ResNeXt
model is employed to extract rich emotional in-
dicators from facial expressions and visual con-
text in the utterance video. The features generated
by the ResNeXt (1000-dimensional) are combined
with BERT-extracted features and pass through
a series of dense layers, progressively reducing
the feature vector’s dimension before reaching the
task-specific layers for the personality tasks. The
number of shared dense layers and their units are
determined empirically. The task-specific layers
follow a similar structure to the main model, and
the model is trained on the personality tasks using
the multimodal input features.

Motivation behind leveraging the transfer learn-
ing approach. Utilizing transfer learning from
a large multimodal dataset and fine-tuning on a
smaller textual dataset offers several advantages.
Firstly, the large multimodal dataset provides a rich
source of information, enhancing the model’s per-
formance on the smaller textual dataset by cap-
turing a broader range of features and patterns.
Secondly, transfer learning reduces the need for



extensive data when training a model from scratch
on a limited textual dataset, preventing overfitting.
Sharing weights from the large dataset allows the
model to leverage knowledge acquired from the
large dataset, improving its generalization on the
smaller dataset. Lastly, transfer learning acceler-
ates the training process, as weights from the large
dataset serve as a beneficial initialization for the
model, expediting convergence during fine-tuning.
Overall, leveraging transfer learning from a large
multimodal dataset is a potent strategy to enhance
a model’s performance on a smaller textual dataset
with limited data.

3.3 Calculation of Loss
The overall loss function for the multitask system
can be formulated as:

Ltotal = λ1Lper + λ2Lemp + λ3Ldis + λ4Lemo

(1)
where Lper is the loss for personality traits detec-
tion, Lemp is the loss for empathy detection, Ldis

is the loss for distress detection, and Lemo is the
loss for emotion detection. λ1−4 are weighting
hyperparameters.

The loss function for personality traits detection,
Lper, is the sum of the binary cross-entropy losses
for each of the five personality traits:

Lper =

5∑
i=1

[− 1

N

N∑
j=1

2∑
k=1

yij,k log(ŷij,k)

+(1− yij,k) log(1− ŷij,k)],

(2)

where yij, k is the ground truth label (0 or 1) for
the j-th example in the i-th personality trait, ŷij,k
is the predicted probability for the j-th example in
the i-th personality trait, and N is the total number
of examples in the dataset.

The loss function for empathy and distress detec-
tion, Lemp and Ldis are also binary cross-entropy
losses:

Lemp = − 1

N

N∑
i=1

2∑
j=1

ye,i,j log(ŷe,i,j)

+(1− ye,i,j) log(1− ŷe,i,j),

(3)

Ldis = − 1

N

N∑
i=1

2∑
j=1

yd,i,j log(ŷd,i,j)

+(1− yd,i,j) log(1− ŷd,i,j),

(4)

where ye/d,i,j and ŷe/d,i,j are the ground truth and
predicted probabilities for the i-th example in the
empathy and distress detection tasks, respectively.

Finally, the loss function for emotion detection,
Lemo, is a categorical cross-entropy loss:

Lemo = − 1

N

N∑
i=1

8∑
j=1

yem,i,j log(ŷem,i,j), (5)

where yem,i,j and ŷem,i,j are the ground truth and
predicted probabilities for the i-th example in the
emotion detection task, respectively.

4 Experimental Setup

We employ two datasets: the WASSA Shared
Task 2022 Dataset (Tafreshi et al., 2021), encom-
passing tracks like Empathy Prediction and Emo-
tion Classification, and the First Impressions V2
Dataset (Ponce-López et al., 2016). Several base-
line methods are compared to our proposed ap-
proach, including Convolutional Neural Network
(CNN) (Kim, 2014), Hierarchical Attention Net-
work (HAN) (Yang et al., 2016), CNN+cLSTM
(Poria et al., 2017a), BERT (Devlin et al., 2019b),
MT-BERT (Peng et al., 2020), and Cascaded Mul-
titask System with External Knowledge Infusion
(CMSEKI) (Ghosh et al., 2022). In interest of
space, we cover the specifics of the datasets, hyper-
parameters and evaluation metrics in section A.1
and the above baselines in section A.2 of the ap-
pendix.

5 Results and Analysis

Our experimental results are thoroughly analyzed
in comparison to the baseline models. Additionally,
we conduct ablation studies and extensive quali-
tative analysis to provide further insight into its
performance and strengthen our claims.

The results presented in Table 2 represent the
performance of various models on the primary task
of personality trait detection and the auxiliary tasks
of empathy, distress, and emotion detection. The
primary task consists of 5 sub-tasks: Conscien-
tiousness, Openness, Extraversion, Agreeableness,
and Stability. The single-task baseline models are
trained independently on each of the 8 tasks. The
proposed multitask model is trained on all 8 tasks
simultaneously, treating the primary and auxiliary
tasks as multitasks. The two other multitask base-
line systems, MT-BERT and CMSEKI, are also
trained on all 8 tasks simultaneously.

5.1 Comparison with State-of-the-Art
Our multitask model excels over single-task and
multitask baseline models in most primary person-



Table 2: Results from our proposed model and the various baselines. Values in bold are the maximum scores
attained. C: conscientiousness, O: openness, E: extraversion, A: agreeableness, S: stability, Emp: empathy, Dis:
distress, Emo: emotion

Models C O E A S Emp Dis Emo

Single-task baselines

CNN (Kim, 2014) 74.09 66.04 52.91 68.92 66.43 49.98 52.15 31.73
HAN (Yang et al., 2016) 72.40 65.61 50 69.70 62.86 59.26 58.85 30.01

CNN+cLSTM (Poria et al., 2017a) 65.69 71.63 54.69 70.60 63.04 48.33 44.23 33.11
BERT (Devlin et al., 2019b) 69.75 72.86 53.18 70.99 62.47 57.86 56.96 53.80

Multi-task baselines

MT-BERT (Peng et al., 2020) 75.15 76.68 52.88 71.62 63.78 55.80 62.22 52.94
CMSEKI (Ghosh et al., 2022) 70.53 74.57 50.87 61.77 54.31 57.26 56.65 46.76

MultiPEDE (Ours) 76.63 77.51 60.89 70.10 71.40 60.27 58.89 46.94

ality trait detection tasks, achieving superior perfor-
mance in Conscientiousness, Openness, Extraver-
sion, and Stability. Although it slightly lags behind
the leading MT-BERT in Agreeableness detection,
it maintains competitive scores. Notably, our model
attains the highest score in empathy detection, an
auxiliary task, illustrating its aptitude for simultane-
ous multitasking. Furthermore, it performs on par
with the best model in distress detection, another
auxiliary task. Our model underscores the advan-
tages of multitasking by enhancing primary person-
ality detection tasks while remaining competitive in
auxiliary tasks compared to single-task baselines. It
outperforms multitask baseline models, underscor-
ing its ability to leverage shared knowledge across
tasks without interference. While the single-task
BERT model excels in emotion detection, this is
expected, given its task-specific training compared
to our multitasking approach.

5.2 Ablation Study

The ablation study investigated the impact of in-
cluding empathy, distress, emotion, and demo-
graphic features as inputs on improving the scores
of the five primary personality tasks. The comple-
mentary nature of the text and video inputs was
also investigated, and the results showed that mul-
timodal information improves performance on all
tasks compared to unimodal information.

5.2.1 Investigating the Impact of Auxiliary
Tasks on Personality Trait Detection

Ablation experiments detailed in Table 3 scru-
tinized the influence of auxiliary tasks, includ-
ing empathy, distress, emotion, and demographic
features, on the detection of personality traits

such as Conscientiousness, Openness, Extraver-
sion, Agreeableness, and Stability. The compre-
hensive model, which includes all eight tasks, out-
performs ablation models where specific input
features are removed. Notably, models exclud-
ing empathy (Proposed[−Emp]) achieved lower
scores across all personality traits, emphasizing
the positive contribution of empathy. Distress
as an auxiliary task (Proposed[−Dis]) excelled in
agreeableness but underperformed in other traits,
signifying its dual role—enhancing certain traits
while impeding agreeableness. The removal of
emotion input (Proposed[−Emo]) significantly di-
minished scores for conscientiousness, extraver-
sion, and stability, underscoring its importance
for these traits. Likewise, eliminating demo-
graphic features (Proposed[−Demo]) notably re-
duced scores for conscientiousness, openness, ex-
traversion, and stability, indicating a positive cor-
relation between demographic features and these
traits. The ablation model that omitted all auxiliary
tasks (Proposed[onlypers.]) yielded lower scores
for all personality traits, underscoring the signif-
icance of empathy, distress, emotion, and demo-
graphic features in comprehensively detecting per-
sonality traits.

5.2.2 Complementary Nature of Text and
Video Inputs

In Table 4, we present F1 scores for our model’s
performance across various personality traits and
emotional states, considering different input modal-
ities from the First Impressions v2 dataset: text-
only, video-only, and combined text and video.
Notably, multimodal data enhances performance
across all tasks compared to unimodal input. When



Table 3: Results of the ablation experiments on our proposed method. The maximum scores are displayed in bold.

Models C O E A S Emp Dis Emo
MultiPEDE 76.63 77.51 60.89 70.10 71.40 60.27 58.89 46.94

MultiPEDE[-Emp] 73.85 74.77 57.81 65.61 69.78 - 57.04 44.71
MultiPEDE[-Dis] 74.07 74.64 58.37 71.26 67.29 56.43 - 44.41
MultiPEDE[-Emo] 72.36 77.13 58.51 69.89 68.72 60.85 56.64 -
MultiPEDE[-Demo] 71.68 73.27 57.45 69.13 66.73 50.40 55.36 44.00

MultiPEDE[only pers.] 72.30 77.28 58.65 66.75 67.99 - - -

Table 4: Results (F1 scores) of the proposed method on various input modalities (T: textual; V: Video). Values in
bold are the maximum scores attained.

Modality C O E A S Emp Dis Emo
T 72.67 76.78 57.77 68.28 67.88 59.67 58.08 41.00
V 73.81 73.38 61.86 67.21 67.02 58.93 53.50 40.46

T+V [ours] 76.63 77.51 60.89 70.10 71.40 60.27 58.89 46.94

utilizing text-only input, F1 scores span from
57.77% to 76.78%, with the highest for openness
and the lowest for empathy. Video-only input
yields F1 scores ranging from 61.86% to 73.81%,
with extraversion achieving the highest and the
emotion task the lowest score. Unimodal inputs
exhibit moderate performance with limited task-
specific improvement. However, combining both
text and video input substantially enhances F1
scores for all tasks (60.89% to 77.51%). This com-
prehensive approach significantly improves traits
such as conscientiousness and stability, showing
over 3% increases compared to unimodal input.
Emotion recognition experiences a notable uplift,
with a 5.94% and 6.48% F1 score improvement
compared to text-only and video-only inputs, re-
spectively. This enhancement underscores the com-
plementary nature of textual and visual cues, of-
fering richer personality trait and emotional state
representations that bolster overall performance.

5.3 Qualitative Analysis

In our comprehensive analysis, we assessed the
performance of our multitask framework, amal-
gamating personality detection with empathy, dis-
tress, and emotion tasks. Utilizing examples from
the WASSA 2022 shared task dataset, we com-
pared various model configurations. Notably, our
multimodal approach, incorporating both text and
video inputs, outperformed unimodal counterparts
in traits like Agreeableness and Stability, emphasiz-
ing the benefits of leveraging diverse data sources.
For detailed sample predictions, including those
from the best-performing baselines and our pro-

posed framework, kindly refer to Table 7 in the
appendix. Further insights on model improvements
are discussed comprehensively in the supplemen-
tary discussion (section A.3).

6 Conclusion

In conclusion, the correlation analysis revealed sig-
nificant relationships among different personality
traits, highlighting the benefits of jointly under-
standing these traits for a comprehensive view of
an individual’s personality. Our proposed multi-
tasking framework for personality subtyping aims
to leverage the complementary information pro-
vided by empathy, distress, and emotion as aux-
iliary tasks to improve the accuracy and general-
izability of automated personality subtyping. It
differs from existing studies by predicting these
constructs from textual inputs using an end-to-end
trainable deep-learning architecture, making it prac-
tical for real-world applications. This research con-
tribution advances the field by providing a more
comprehensive and accurate prediction of these
constructs from textual inputs.

Future research directions include extending the
framework to predict mood and sentiment, devel-
oping more comprehensive datasets, exploring cul-
tural influences on personality traits, implementing
explainable AI techniques, and integrating mul-
timodal data like audio and video for improved
accuracy and robustness in personality subtyping
models. Overall, this study provides a foundation
for multitasking personality subtyping and opens
avenues for future research.
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A Appendix

A.1 Dataset and Experimental Setting
We discuss the details of the dataset used in our
experiments and other implementation details in
this section.

A.1.1 Dataset Details
We use the following two datasets for our experi-
ments in this study.

• WASSA Shared Task 2022 Dataset
(Tafreshi et al., 2021): The WASSA 2022
Shared Task dataset includes essays written
in response to news articles where there
is harm to a person, group, or other. The
dataset includes essays, news articles,
person-level demographic information,
personality information, and emotion labels

at the sentence level. The dataset is an
extension of the empathic reactions to news
stories dataset, which also includes Batson’s
empathic concern and personal distress scores.
This shared task has four tracks: Empathy
Prediction (EMP), Emotion Classification
(EMO), Personality Prediction (PER), and
Interpersonal Reactivity Index Prediction
(IRI). The EMP track requires predicting both
empathy concern and personal distress at the
essay level, while the EMO track requires
predicting the emotion at the essay level. The
PER track requires predicting each Big Five
personality trait at the essay level, while the
IRI track requires predicting each dimension
of the assessment of empathy. In our study,
we focus on predicting the personality traits
by leveraging the user responses as inputs
alongside their demographic information. We
solve the task in a multitask setting, exploiting
the correlations among the personality task
(primary task) with empathy, distress, and
emotion detection (secondary auxiliary tasks).
The dataset can be accessed through the
CodaLab1 website, where the shared task will
be hosted.

1. The process of predicting personality
traits involves working with personality
trait attributes that have regression val-
ues in various ranges. However, previous
works have shown that predicting regres-
sion values for personality tasks using
almost all systems is not very effective.
To simplify the problem and improve the
comprehension of personality prediction
tasks, we pose each regression task of a
particular personality trait detection as
an equivalent classification task. This is
achieved by normalizing the values of
each personality attribute between 0 and
1 using Min-Max normalization.
Min-Max normalization is a linear
transformation that maps a value v
of a personality attribute A from
range [minA,maxA] to a new range
[newminA, newmaxA]. The computa-
tion for mapping the value is given by
Equation 6:

1https://competitions.codalab.org/
competitions/28713
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v′ =
v −minA

maxA −minA
× (newmaxA

−newminA) + newminA

(6)

Here, v′ is the new value in the required
range. One advantage of Min-Max nor-
malization is that it preserves the rela-
tionships among the original data val-
ues (Han and Kamber, 2006). Once the
normalization is done, we split the en-
tire dataset for a particular attribute into
two classes: low and high, based on a
specific threshold value. The threshold
is variable, and we have experimented
with multiple values such as 0.4, 0.5, and
0.6, but we found that 0.5 is the optimal
choice that produces the best results.

2. Table 5 shows the data distribution of the
personality classes for the low and high
categories in the train and test2 sets. The
personality traits included are conscien-
tiousness, openness, extraversion, agree-
ableness, and stability. The table shows
that the high category has a significantly
larger number of samples than the low
category for all personality traits.

3. Table 6 presents the data distribution for
the empathy, distress, and emotion detec-
tion tasks in the train and test sets. For
the empathy and distress tasks, the binary
scores available in the WASSA dataset
are considered. In the emotion task, Ek-
man’s basic emotions and an additional
neutral class are used for labeling. The
empathy task has two categories: 0 and
1, where 0 represents the absence of em-
pathy and 1 represents the presence of
empathy. Similarly, the distress task has
two categories: 0 and 1, where 0 repre-
sents the absence of distress, and 1 repre-
sents the presence of distress. In the emo-
tion task, there are seven classes: anger
(Ang), disgust (Dis), fear, joy, sadness
(Sad), surprise (Sur), and neutral (Neu).

• First Impressions V2 Dataset (Ponce-López
et al., 2016): The First Impressions V2

2We consider the development set of the original dataset
as the test set in our experiments as the actual test set is not
publicly available.

dataset is a collection of 10,000 video clips,
each having an average duration of 15 seconds.
These clips have been extracted from more
than 3,000 high-definition YouTube videos
where people were speaking in English in
front of a camera. The dataset has been split
into three different sets - training, validation,
and test - comprising 6,000, 2,000, and 2,000
videos, respectively. The split has been done
in a 3:1:1 ratio and the dataset includes people
of different genders, ages, ethnicities, and na-
tionalities. The videos have been labeled with
personality traits variables from the Five Fac-
tor Model, including Extraversion, Agreeable-
ness, Conscientiousness, Neuroticism, and
Openness. These labels were generated using
Amazon Mechanical Turk (AMT), and a reli-
able labeling procedure was adopted to ensure
the accuracy of the labels. The dataset also
features transcriptions of all words present in
the video clips, which were obtained through
a professional transcription service. Addition-
ally, the dataset has a new “job-interview"
variable, represented with a value within the
range of 0 to 1. The dataset is available in
pickled dictionaries, with one file for annota-
tions and one file for transcriptions per phase.
Each video has one transcription and six an-
notations (five personality traits and one inter-
view variable). This dataset has been utilized
to pre-train the model, as it is significantly
larger than the experimental WASSA shared
task dataset, which leads to better generaliza-
tion capabilities.

A.1.2 Experiment Settings
Our proposed Keras3 model is fine-tuned using
the Adam optimizer (Kingma and Ba, 2015) with
a learning rate of 2x10-4, batch size of 8 and 20
epochs. The model is trained on a GTX1080TI with
CUDA version 10.1. To ensure the consistency of
our results, we report the averaged scores after
5 runs of the experiments with distinct random
seeds. The transfer learning setup includes five
consecutive shared dense layers with 700, 600, 500,
256, and 128 units in them, respectively. In the
main model, there are two shared dense layers with
700 and 600 units. The output-dense layers, which
are the last layers that produce the model’s output,
employ softmax activation. For the personality,
empathy, and distress tasks, the output-dense layers

3https://pytorch.org/
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Table 5: Data distribution of the personality classes for the low (L) and high (H) categories in the train and test sets

Dataset C O E A S
L H L H L H L H L H

Train 360 1500 490 1370 1090 770 450 1410 655 1205
Test 40 230 40 230 170 100 55 215 70 200
Total 400 1730 530 1600 1260 870 505 1625 725 1405

Table 6: Data distribution of the secondary tasks of empathy, distress, and emotion in the train and test sets. Ang:
anger, Dis: disgust, Sad: sadness, Sur: surprise, Neu: neutral

Dataset Empathy Distress Emotion
0 1 0 1 Ang Dis Fear Joy Sad Sur Neu

Train 944 916 955 905 349 149 194 82 647 164 275
Test 150 120 139 131 76 12 31 14 98 14 25
Total 1094 1036 1094 1036 425 161 225 96 745 178 300

have 2 neurons each, while for the emotion task,
there are 7 neurons.

A.1.3 Evaluation Metrics
The macro-averaged F1 score (F1) metric is used
to evaluate the performance of the model, as it is
a common choice for unbalanced datasets. This
metric takes into account the support for each class,
which represents the proportion of samples in that
class, and calculates the weighted average of the
metric.

A.2 Baselines
The following baseline methods are compared to
our proposed approach.

• Convolutional Neural Network (CNN) (Kim,
2014): This CNN consists of 100 feature maps
with filter sizes of 3, 4, and 5. The output
predictions are obtained through max-pooling
over the feature maps, followed by a softmax
classifier. The model does not consider con-
textual utterances and is trained at the utter-
ance level.

• Hierarchical Attention Network (HAN) (Yang
et al., 2016): HAN incorporates an atten-
tion mechanism that considers the hierarchical
structure of texts. It identifies the most rele-
vant words in a sentence and the most relevant
sentences in a document while considering
contextual information.

• CNN+cLSTM (Poria et al., 2017b): In this
approach, a CNN is used for feature extraction
at the utterance level, followed by a context-
aware Long Short-Term Memory (cLSTM)
to learn utterance representations that capture
context.

• BERT (Devlin et al., 2019a): BERT is a state-
of-the-art model for document classification
tasks. In this research, the concatenated se-
quence of contextual utterances and response
utterances is considered an input document.
The document length is limited to 128 tokens
for better GPU utilization and larger batch
sizes.

• MT-BERT (Peng et al., 2020): This is a multi-
task variant of BERT based on the architecture
proposed by Peng et al. (Peng et al., 2020). It
is implemented for the detection of emotion
and Emotional Reasoning tasks.

• Cascaded Multitask System with External
Knowledge Infusion (CMSEKI) (Ghosh et al.,
2022): CMSEKI is a system introduced in
the work presenting the CEASE-v2.0 dataset.
It addresses the detection of depression, sen-
timent, and emotion using commonsense
knowledge. The CMSEKI system is adapted
for the Emotion and ER detection tasks in this
research.

A.3 Analysis
In this section, we will conduct a qualitative anal-
ysis of our proposed multitask framework, which
considers the interdependence of various personal-
ity detection tasks, empathy, distress, and emotion.
To demonstrate how these tasks affect each other,
we have chosen multiple examples from the test
set of the WASSA 2022 shared task dataset that
has been used in this study and presented them in
Table 7. The table shows the results of two setups
that we conducted to evaluate the performance of
our proposed model:



Table 7: Sample predictions from our proposed model under various setups. Abbreviations: Vid-Video, Txt-
Text, Pers.-Only personality tasks, Prop.-Proposed model, C-Conscientiousness, O-Openness, E-Extraversion,
A-Agreeableness, S-Stability, Emp-Empathy, Dis-Distress, Emo-Emotion, Sur-Surprise, Ang-Anger, Sad-Sadness

Sentence Tasks True Vid Txt Pers. Prop.
this to me is just the way life is now animals C 1 1 1 1 1
constantly going extinct or pushed to the brink O 1 1 1 1 1
of extinction for human gain whether it is poach- E 0 0 0 0 0
ing land destroying or accidents humans find a A 0 1 1 1 0
way to make many animals lives harder with out S 1 0 0 0 1
existence i do not like it at all but we have been Emp 0 0 0 - 0
doing it for a long time and efforts to reduce these Dis 1 0 0 - 0
kind of problems are usually too little too late Emo Sur Ang Ang - Ang
To me this sounds like excessive force on the C 1 1 0 1 1
cops part it sounds like the woman was resist- O 1 1 1 0 1
ing arrest but punching her in the face does E 0 0 1 0 0
not sound like the right decision surely there A 0 1 1 1 0
must have been other less aggressive means of S 1 1 1 1 1
subduing the woman besides punching her in Emp 0 0 0 - 0
the face perhaps they could have told her they Dis 0 0 0 - 0
were going to taze her if she kept resisting Emo Sad Sad Sad - Sad
Dear friend i have just read a shocking and C 1 0 0 0 1
depressing news article about a muslim O 1 0 1 1 1
woman who had her clothing set on fire in the E 1 0 0 0 0
middle of the street in new york city she was A 1 1 1 0 1
wearing a hijab when she was approached S 1 0 1 1 1
and set on fire the police have not caught Emp 1 1 0 - 1
the man who set the woman on fire though Dis 1 0 0 - 1
they are looking for him Emo Ang Ang Sad - Ang
It seems like lost of police officers are dying C 1 0 0 1 1
i just read an article in which one died in a O 1 1 1 1 1
shootout and the swat team had to come in to E 0 0 0 0 0
help it sucks for the families and whatnot but i A 0 1 0 0 0
have to say it comes with the job police know S 1 0 0 0 1
these risk when they sign up so it is a little Emp 0 1 0 - 0
tough to feel bad Dis 0 0 1 - 0

Emo Ang Ang Ang - Ang
Could you imagine that is one of the most horrific C 1 0 0 0 1
things i have heard my heart hurts for his family O 1 0 0 0 1
it would be hard enough to lose someone close to E 0 1 0 0 0
you but in such a way i wouldn’t be able to stop A 1 0 1 0 1
thinking about it the poor man must have been S 1 0 1 0 1
terrified i hope it was so quick that he do not Emp 0 1 1 - 1
know what was happening i hope his family and Dis 1 1 1 - 1
coworkers find peace Emo Ang Ang Ang - Ang



1. Setup 1: We compared the performance of our
multimodal model, which takes both text and
videos as inputs during transfer learning, with
that of the unimodal models, which consider
either text or videos as inputs.

2. Setup 2: We compared the output of our multi-
task model, which considers personality detec-
tion as the primary task and emotion, empathy,
and distress detection as auxiliary tasks, with
the model that considers only the personality
detection task and no auxiliary tasks.

• Observation 1:

1. In Setup 1, we observe that the unimodal
models, both text and videos, wrongly
predicted Agreeableness and Stability.
However, the multimodal variant of the
proposed model, which considers both
text and videos as inputs in the transfer
learning step, correctly predicted Agree-
ableness and Stability. This can be at-
tributed to the model’s ability, gained
during the transfer learning step, to ex-
tract features from both text and videos
and use this knowledge to improve the
performance of our model on the small
dataset with only textual inputs.

2. For the Extraversion trait, all the models
correctly predicted it as 0, which might
be due to the absence of any explicit in-
dications of extraverted behavior in the
given sentence. However, for Consci-
entiousness and Openness traits, all the
models predicted them as 1, which might
be because the given sentence contains
words that indicate a conscientious and
open-minded attitude toward the topic of
discussion.

3. In terms of emotion prediction, all the
models predicted Anger as the dominant
emotion, which might be because of the
negative tone of the sentence and the use
of words like “destroying," “poaching,"
and “harder," which indicate a feeling of
frustration and anger towards the situa-
tion described in the sentence.

4. In Setup 2, we observe that the model
that considers only the personality detec-
tion tasks predicted Agreeableness as 1
instead of 0, similar to the unimodal mod-
els in Setup 1. However, the model that

considers auxiliary tasks alongside the
primary personality detection task cor-
rectly predicted Agreeableness as 0. This
improvement might be because the aux-
iliary tasks can provide additional cues
and context that can help the model bet-
ter understand the input and make more
accurate predictions. The model that con-
siders auxiliary tasks predicted Stability
as 1 and predicted Anger as the domi-
nant emotion, which is consistent with
the results from Setup 1.

• Observation 2:

1. The results suggest that the unimodal
video-only setup predicted a wrong value
for Agreeableness, while the unimodal
text-only setup predicted wrong values
for Conscientiousness, Extraversion, and
Agreeableness. This might indicate that
the text features used to train the model
did not capture the nuances of these traits.
The multimodal model improved the pre-
dictions for all these incorrect predic-
tions. The transfer learning step likely
helped the model learn more representa-
tive features by leveraging the strengths
of both text and videos.

2. The model that considered only personal-
ity detection as the primary task wrongly
predicted Openness and Agreeableness,
which suggests that the model may not
have fully captured the nuances of these
traits without considering the auxiliary
tasks. On the other hand, the model that
considered the auxiliary tasks alongside
the primary task of personality detection
correctly predicted all traits, including
Openness and Agreeableness.

• Observation 3:

1. The unimodal video-only model per-
forms poorly on most of the personality
traits, except agreeableness and stability,
whereas, the unimodal text-only model
performs poorly on most of the person-
ality traits, except openness, agreeable-
ness, and stability. On the other hand,
the model leveraging multimodal inputs
in the transfer learning step performs
better than both the unimodal variants



and correctly predicts conscientiousness,
openness, agreeableness, stability, empa-
thy, distress, and emotion. This suggests
that pre-training on the large multimodal
dataset can capture a wider range of fea-
tures and patterns that can be useful in
understanding the semantics of the text
in our experimental small dataset, which,
in turn, helps the model make more ac-
curate predictions.

2. The model that considers only person-
ality detection as the primary task per-
formed poorly in predicting most of the
personality traits except openness and
stability. However, when the auxiliary
tasks were included alongside the pri-
mary task, the model’s performance sig-
nificantly improved in predicting most
of the personality traits. This suggests
that the auxiliary tasks can provide ad-
ditional information and context to the
model, which can help improve the pre-
diction accuracy.

• Observation 4:

1. We observe that the unimodal video-only
model has poor performance on most of
the personality detection tasks except for
openness, agreeableness, distress, and
emotion. Similarly, the unimodal text-
only model has poor performance on
conscientiousness, stability, and distress,
which could be due to the limited infor-
mation provided by the text input. The
multimodal variant has improved the pre-
dictions for all tasks, which could be be-
cause the knowledge learned from the
large dataset improves its generalization
ability on the small experimental dataset
and generates better feature representa-
tions on the inputs.

2. The model that considered only the per-
sonality detection task had wrongly pre-
dicted the stability task, which was cor-
rectly predicted by the multitask model
that included the auxiliary tasks. This
could be because stability is related to
emotional regulation, and considering
the auxiliary tasks such as emotion, em-
pathy, and distress may provide more
contextual information for the stability

task.

• Observation 5:

1. The multimodal variant has improved
the predictions for all the incorrect pre-
dictions made by the unimodal variants,
except for Empathy. This is likely be-
cause the multimodal variant is able to
capture more information about the in-
put sentence; however, the model still
struggles with detecting Empathy, possi-
bly because it is a subtle emotion that is
difficult to detect even for humans.

2. The model that considers the auxiliary
tasks alongside the main task of person-
ality detection was able to predict all the
personality traits accurately, except for
Empathy. This suggests that considering
the auxiliary tasks can improve the accu-
racy of personality detection. However,
the model still struggles with detecting
Empathy, which is likely due to the sub-
tle nature of this emotion.

Based on the above observations, there are sev-
eral ways to improve the model’s predictions:

• More diverse and high-quality training data:
One of the main reasons for the model’s poor
performance in certain tasks could be the
lack of diverse and high-quality training data.
Adding more data that covers different styles
of writing and different types of videos could
help the model learn more robust representa-
tions.

• Fine-tuning the model: The proposed model
could be further fine-tuned on the specific
tasks that it is supposed to perform. This
would involve training the model on a smaller
dataset that is specific to the tasks of interest.
Fine-tuning would enable the model to learn
task-specific features that are not present in
the larger dataset.

• Incorporating more auxiliary tasks: The re-
sults from the second setup show that incor-
porating auxiliary tasks alongside the primary
task of personality detection can improve the
model’s performance. Including more auxil-
iary tasks that are related to the primary task
could lead to better predictions.



• Regularization techniques: Regularization
techniques such as dropout, weight decay,
and early stopping can be used to prevent the
model from overfitting to the training data.
These techniques can help the model general-
ize better to unseen data.

• Model architecture: The proposed model’s
architecture could be improved to better han-
dle the multimodal inputs. Different types of
architectures such as attention-based models
or transformers could be used to improve the
model’s ability to capture the relationships
between the text and video inputs.

• Post-processing techniques: Post-processing
techniques such as ensembling, thresholding,
or other statistical methods could be used to
improve the model’s predictions. Ensembling
multiple models or combining the predictions
from different modalities could lead to better
results.


	Introduction
	Related Work
	Personality Detection
	Emotion Detection
	Empathy and Distress Detection

	Methodology
	Problem Formulation
	Model Description: MultiPEDE
	Input Text Encoder
	Representation of Demographic Inputs
	Shared and Task-specific Pipeline
	Transfer Learning via Pre-training on Multimodal Dataset

	Calculation of Loss

	Experimental Setup
	Results and Analysis
	Comparison with State-of-the-Art
	Ablation Study
	Investigating the Impact of Auxiliary Tasks on Personality Trait Detection
	Complementary Nature of Text and Video Inputs

	Qualitative Analysis

	Conclusion
	Appendix
	Dataset and Experimental Setting
	Dataset Details
	Experiment Settings
	Evaluation Metrics

	Baselines
	Analysis


