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Abstract

This research investigates the correlation be-
tween Sentiment and SEPSIS(SpEculation,
oPinion, biaS, and twISt) characteristics in
news sentences through an ablation study. Var-
ious Sentiment analysis models, including
TextBlob, Vader, and RoBERTa, are exam-
ined to discern their impact on news sentences.
Additionally, we explore the Logistic Regres-
sion(LR), Decision Trees(DT), Support Vec-
tor Machines(SVM) and Convolutional Neural
Network (CNN) models for Septic sentence
classification.

Keywords: Septic Sentence, Sentiment Analy-
sis, Textblob, RoBERTa

1 Introduction

In an era dominated by information and rapid com-
munication, news serves as an invaluable source of
knowledge, shaping public opinion and influenc-
ing decision-making. The term ‘Septic’ encapsu-
lates four distinctive linguistic characteristics i.e.,
‘SEPSIS’: SpEculation, oPinion, biaS, and twISt
(Das and Chatterji, 2023). When sentences exhibit
one or more of these SEPSIS properties, they are
labelled as Septic sentences. We can interpret a
sentence as Pure if it is not having any of these
properties. Purity is irrelevant to legal and correct-
ness qualities, in contrast to dictionary meaning.
Purity, therefore, denotes goodness in general.

We believe that the news articles in the e-papers
we have chosen accurately present a certain truth.
However, a newspaper article may contain one or
more Septic sentences. Although the context is inti-
mately connected to Purity, each sentence’s authen-
ticity will be determined separately in this work.
We regard a sentence as Pure if it cannot be re-
solved without context.

This research explores the fusion of machine
learning methods namely Logistic Regression(LR),

Decision Trees(DT), and Support Vector Ma-
chines(SVM) and deep learning techniques, specif-
ically Convolutional Neural Networks (CNN), with
advanced Sentiment analysis pretrained models to
improve Septic-Pure sentence classification. We
present a dataset of 6000 news sentences annotated
with Septic and Pure labels, derived from reputable
e-newspapers, such as The Hindu and The Tele-
graph. Three annotators evaluated the dataset, indi-
cating substantial inter-annotator agreement.

Our study focuses on how Sentiment analysis
tools, including TextBlob, the VADER Sentiment
analyzer, and the RoBERTa model, can be used to
enhance Septic-Pure sentence classification. We
demonstrate that RoBERTa, a state-of-the-art trans-
former model, surpasses other Sentiment analysis
methods and is particularly well-suited to this task.
Our analysis also examines the impact of opinion-
ated and non-opinionated sentences on Septic and
Pure classification. We transform Sentiment labels
into two categories: ‘Opinionated(negative and
positive Sentiment)’ and ‘Non-Opinionated(neutral
Sentiment),’. It analyses the relationship between
the Sentiment expressed in sentences and their clas-
sification.

2 Related Work

Numerous forms of misinformation and deceptive
content are prevalent on the internet. These en-
compass fabricated news and deduced informa-
tion that contributes to the identification of false
reports (Rampersad and Althiyabi, 2020; Pulido
et al., 2020; Naeem et al., 2021; Zhang et al.,
2020), as well as the recognition of rumors (Di-
Fonzo and Bordia, 2007; Zubiaga et al., 2015), and
the propagation of false information (Torabi Asr
and Taboada, 2019).

In their study, Das and Chatterji (2019) con-
ducted research into automatically recognizing and
labeling phrases within distorted news articles.
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They utilized Machine Learning techniques and
rule-based post-processing to establish the concept
of legitimacy in news sentences. These sentences
were categorized into two groups: Pure and Septic.
Additionally, Das et al. (2022) introduced guide-
lines for annotating non-legitimacy in Bengali, ad-
dressing both Shallow and deep levels, while con-
sidering the semantic attributes of Bengali words.

According to Rhanoui et al. (2019), Opinion
refers to an assessment, an evaluation, or an indi-
vidual perspective. Dave et al. (2003) describe an
opinion mining system as one capable of analyzing
search results for an item. Kim and Hovy (2004) de-
fine opinion as a quadruple (Topic, Holder, Claim,
Sentiment).

3 Our Task

In the landscape of natural language processing
and text analysis, the task at hand is an intersection
of Sentiment analysis and Septic sentence classi-
fication within news text data. We examine how
the Sentiment of a sentence influences its classifi-
cation as Septic or Pure, and conversely, how the
presence of Septic properties might affect Senti-
ment labelling. To analysis this we have done the
experiments with and without adding these extra
feature for each cases. This ablation study proves
that there is an influence of sentiment in the Septic
sentence, however the opposite is not correct. The
importance of the Septic sentence in the analysis
of Sentiment is not important.

3.1 Data Collection and Annotation

Our analysis focuses on an English language
dataset, which consists of 6000 news sentences
sourced from a diverse range of genres and pub-
lications namely The Hindu 1 and The Telegraph
2. The dataset encompasses various domains, in-
cluding politics, sports, crime, business, education,
celebrity news, and weather reports from English
newspapers namely The Hindu and The Telegraph.
It’s important to note that the initial dataset exhib-
ited an imbalance between Pure and Septic sen-
tences. To address this, we augmented the dataset
by incorporating additional Septic sentences, en-
suring a more equitable representation of both cat-
egories.

The annotation task involved the collaboration of
three annotators, each responsible for labelling sen-

1https://www.thehindu.com/
2https://www.telegraphindia.com/

tences as either Septic or Pure. To assess the agree-
ment level among annotators, we calculated inter-
annotator agreement on 100 randomly selected sen-
tences using the kappa score, resulting in a sub-
stantial agreement score of 0.75. This score un-
derscores the strong consensus among annotators
(McHugh, 2012).

3.2 Sentiment Analysis

In this experiment, we have used Twitter-roBERTa-
base for the Sentiment Analysis model from hug-
gingface3. This model is based on RoBERTa and
was trained on approximately 124 million tweets.
It was subsequently fine-tuned for Sentiment anal-
ysis using the TweetEval benchmark(Camacho-
Collados et al., 2022) and (Loureiro et al., 2022).

The experimental results are presented in Table
3, highlighting the performance of various Senti-
ment analysis models on our dataset. RoBERTa
achieved the highest accuracy, outperforming other
models. Specifically, TextBlob yielded an accuracy
of 70%, Vader Sentiment achieved an accuracy of
75%, while RoBERTa demonstrated superior per-
formance with an accuracy of 89%. These results
emphasize RoBERTa as the top-performing model
for Sentiment analysis on our dataset.

3.3 Septic Pure Classification

Now, we apply Machine Learning and Deep
Learning techniques, specifically Logistic Regres-
sion(LR), Decision Trees(DT), and Support Vector
Machines(SVM) and Convolutional Neural Net-
works (CNN), for the classification of text data into
‘Septic’ and ‘Pure’ categories. We delve into the ar-
chitecture and training process of the CNN model.
The architecture of our model is shown in fig 1.

The training process involves iterating over the
training data in batches of size 128 for a total of
10 epochs. 10% of the training data is set aside for
validation.

The experimental results revealed that the CNN
model achieved an accuracy of 85.6%. Further
detailed analyses, including precision, recall, and
F1-score, were conducted to comprehensively eval-
uate the model’s performance. The results of the
conducted experiments are presented in Table 1.

3https://huggingface.co/cardiffnlp/twitter-roberta-base-
Sentiment-latest



Input Embedding Dropout Convolutional Maxpooling Dense Activation Output

Figure 1: CNN Model Architecture

Model Accuracy Precision Recall
LR 80.2 82.5 81.3
DT 78.6 79.8 78.1
SVM 82.6 83.8 82.8
CNN 85.6 86.2 84.7

Table 1: Experimental Results of Septic Sentence Clas-
sifications (Percentage)

4 Correlation between Septic Sentence
and Sentiment Analysis

Understanding the correlation between Septic sen-
tences and Sentiment analysis is crucial. We ex-
amine how the Sentiment of a sentence (positive,
negative and neutral) influences its classification as
Septic or Pure, and conversely, how the presence of
Septic properties might affect Sentiment labelling.
This section describes the relationships and inter-
actions between Sentiment analysis and the iden-
tification of Septic and pure sentences. To sim-
plify the results and make them more interpretable,
we categorized negative and positive Sentiments
as “Opinionated" and neutral Sentiments as “Non-
Opinionated."

The distribution of Opinionated (both
positive and negative Sentiment) and Non-
Opinionated(neutral Sentiment) sentences is
visualized in Figure 2. This figure illustrates
the significant impact of Opinionated sentences
on Septic sentences and the prevalence of
Non-Opinionated sentences in Pure sentences.
Opinionated sentences tend to exhibit a higher
likelihood of being associated with Septic content,
while non-opinionated sentences are more likely to
be indicative of Pure content. This alignment is
considered favourable.

The correlation analysis reveals a notable in-
fluence of ‘Septic-Pure’ on Sentiment classifica-
tion. Sentences containing SEPSIS characteristics
exhibit distinct Sentiment patterns, emphasizing
the significance of integrating SEPSIS-aware Sen-
timent analysis for more precise classification and
information retrieval in news articles.

We extended our analysis by incorporating the
Sentiment information as an additional feature in a
Convolutional Neural Network (CNN) model. We

Figure 2: Distribution of Opinionated and Non-
Opinionated Sentences on our Dataset

conducted experiments both with and without the
Sentiment feature to evaluate its impact on classifi-
cation performance.

The results, presented in Table 2, highlight the
effectiveness of utilizing Sentiment information as
an additional feature in the CNN model.

These results underscore the valuable role of Sen-
timent analysis as an additional feature for improv-
ing the accuracy of the CNN model in Septic-Pure
sentence classification.

Now, we describe the impact of incorporating
the ‘Septic-Pure’ feature into the Sentiment analy-
sis task. we utilize the RoBERTa pretrained Senti-
ment analysis model’s output on our dataset as the
Sentiment labels, followed by a manual correction
process. We evaluate two different configurations
for Sentiment labels, one using opinionated and
non-opinionated sentences and the other using neu-
tral, positive, and negative labels. We examine
the impact of incorporating Septic-Pure classifica-
tion as an additional feature for both cases in CNN
model.

We observe a 2% increase in accuracy when in-
corporating ‘Septic-Pure’ as a feature. The results
are summarized in the table 3. We further con-
ducted experiments where we incorporated Sen-
timent labels as negative(0), neutral(1) and posi-
tive(2). The results are summarized in the table
4.

The reason behind this adverse effect of the
Septic-Pure feature in the ternary sentiment clas-



Model Configuration Accuracy Precision Recall F1 Score
CNN without Sentiment Feature 0.85 0.84 0.86 0.86

CNN with Sentiment Feature 0.92 0.90 0.92 0.91

Table 2: CNN Model Performance of Septic Sentence Classification task with and without Sentiment Feature

Model Configuration Accuracy Precision Recall F1 Score
CNN without Septic-Pure Feature 0.76 0.75 0.76 0.75

CNN with Septic-Pure Feature 0.78 0.77 0.78 0.78

Table 3: Accuracy of the CNN model of Sentiment Analysis with and without the ‘Septic-Pure’ feature with
Opinionated and Non-opinionated Sentiment Labels

Model Configuration Accuracy Precision Recall F1 Score
CNN without Septic-Pure Feature 0.74 0.74 0.74 0.75

CNN with Septic-Pure Feature 0.70 0.70 0.71 0.70

Table 4: Accuracy of the CNN model of Sentiment Analysis with and without the ‘Septic-Pure’ feature with Neutral,
Positive, and Negative Sentiment Labels

sification task is understandable. Septic sentences
encompass four distinctive characteristics: Spec-
ulation, Opinion, Bias, and Twist. Thus, ‘Septic’
represents opinionated sentences and ‘Pure’ rep-
resents non-opinionated sentences. Thus, Septic
feature proves to be one of the contributing fac-
tors to identifying Opinionated Sentences, leading
to an increase in accuracy in binary classification
(Opinionated vs. Non-opinionated). However, as
Opinionated sentences encompassing both positive
and negative Sentiments are likely to possess SEP-
SIS properties, the Septic feature is unable to dis-
tinguish between positive and negative sentiment.
This feature creates confusion in the ternary classi-
fication (Negative, Neutral, Positive) task leading
to a decrease in accuracy.

5 Limitations of the work

While our research contributes to improving the
classification of Septic and Pure sentences, there
are certain constraints and challenges that warrant
consideration. Our experiments shed light on in-
triguing aspects of the relationship between Septic-
Pure features and Sentiment analysis. However,
these findings come with uncertainties that impact
the overall scope of our work.

In the opinionated and non-opinionated Senti-
ment classification task, the inclusion of the Septic-
Pure feature leads to a increase(7%) in accuracy.
Conversely, applying the Septic-Pure feature re-
sults on opinionated and non-opinionated Senti-
ment classification task leads to a decrease(4%)

in accuracy. Unfortunately, the specific reasons
behind these variations remain unclear.

The complexity arises from the intricate nature
of news sentences, where Sentiment and Septic
properties may interact in unpredictable ways. The
observed increase and decrease in accuracy high-
light the need for a more comprehensive under-
standing of the relationship between Sentiment and
Septic-Pure features. Further investigation into the
subtleties of these interactions is necessary to un-
ravel the underlying factors contributing to the ob-
served performance variations.

6 Conclusion and Future Scope

In this paper, we conducted an extensive analysis of
Septic-Pure sentence classification within the con-
text of news articles, employing a diverse set of Sen-
timent analysis models and a Convolutional Neu-
ral Network (CNN) architecture. We introduced
Sentiment information as an additional feature in
the CNN model and observed a marked improve-
ment in its classification performance, highlighting
the value of Sentiment analysis in this task. In
the future, we plan to further refine our approach
by fine-tuning the model with our news sentence
Sentiment-annotated dataset, aiming to enhance its
performance on Septic-Pure sentence classification.
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