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Abstract

This paper presents an annotated corpora
of Assamese and English short stories for
event trigger detection. This marks a pi-
oneering endeavor in short stories, con-
tributing to developing resources for this
genre, especially in the low-resource As-
samese language. In the process, 200 short
stories were manually annotated in both
Assamese and English. The dataset was
evaluated and several models were com-
pared for predicting events that are actu-
ally happening, i.e., realis events. How-
ever, it is expensive to develop manually
annotated language resources, especially
when the text requires specialist knowl-
edge to interpret. In this regard, TagIT,
an automated event annotation tool, is
introduced. TagIT is designed to facili-
tate our objective of expanding the dataset
from 200 to 1,000. The best-performing
model was employed in TagIT to auto-
mate the event annotation process. Exten-
sive experiments were conducted to eval-
uate the quality of the expanded dataset.
This study further illustrates how the com-
bination of an automatic annotation tool
and human-in-the-loop participation sig-
nificantly reduces the time needed to gen-
erate a high-quality dataset.

1 Introduction

Event detection aims to find event instances,
commonly called event triggers. An event is a
particular instance of the occurrence of some-
thing at a specific time and place, thus in-
dicating state change (Peinelt et al., 2020).
Event detection helps extract relevant infor-
mation from vast amounts of text. It is consid-
ered a crucial part of Information Extraction
due to its importance in several downstream
tasks like Question-Answering (Li et al.,
2020), Knowledge-base construction and com-

1. Assamese:
�তওঁ গা ধুইিছল আ� ৰািতপুৱাৰ আহাৰ খাইিছল। 
Gloss : "teo gaa dhuichil aaru ratipuwar ahar khaisil"
2. English:
Rancho walked up to him and said, "You are indeed stronger
than all of us."

Figure 1: Examples illustrating the events present
in Assamese and English short story dataset. Bold
words are event triggers.

pletion (Hürriyetoğlu et al., 2021), etc. Signifi-
cant efforts have been put into event detection
in texts from domains like newswire (Dasigi
and Hovy, 2014) and biomedical (Wang et al.,
2016). However, event detection from short
stories remains under-studied, specifically in
low-resource languages (Sims et al., 2019).
The overarching aim of this work is to ex-
plore event detection in Assamese and En-
glish short stories written in the Indian con-
text. Recognizing events within literary texts,
such as short stories, poses substantial chal-
lenges. Challenges arise due to several factors.
Literary narratives tend to feature more com-
plex and intricate storytelling structures (Sims
et al., 2019). Additionally, the language
used in news articles or biomedical texts of-
ten describes real-life occurrences and estab-
lishes clear cause-and-effect connections be-
tween events (Sprugnoli and Tonelli, 2017).
In contrast, literature is fundamentally a cre-
ative pursuit, and within most literary narra-
tives, events are not necessarily grounded in
factual reality. The coexistence of both ac-
tual or realistic events and non-realistic events
within these texts further complicates the task
of event detection. Exploring events in short
stories would involve examining how events
are conceptualized, encoded, and expressed.

Towards the primary objective, this work



presents an annotated corpus for Assamese
and English short stories. Two hundred short
stories in both Assamese and English lan-
guages are manually annotated. Only ac-
tually happening events or realis events are
considered for annotation. Examples of sen-
tences with events in Assamese and English
are shown in Figure 1. Several baseline models
are trained on a subset of manually annotated
datasets and evaluated for the event detection
task. However, creating a large gold standard
dataset takes time and effort. A silver stan-
dard corpus is an alternative to a gold stan-
dard annotated corpus (Rebholz-Schuhmann
et al., 2010). The idea of employing automatic
annotation systems and a method to synchro-
nize the resulting annotations to produce the
silver standard was first put forth (Rebholz-
Schuhmann et al., 2011).

This work also opts for a silver standard
dataset as it is still being used widely (Sousa
et al., 2019). An automatic annotation tool,
“TagIT”, is developed to create this dataset.
Using TagIT, the event detection dataset is ex-
panded from 200 to 1,000 stories in each lan-
guage. The quality of the silver standard aug-
mented data is significantly enhanced when
the process is integrated with human-in-the-
loop participation. For an input document
(short story), TagIT recommends the possible
events. This aids in further verification (with
greater ease) by the human annotator.

The major contributions of this work are as
follows:

• This work introduces a manually anno-
tated dataset containing 200 short stories
in both Assamese and English, annotated
for actually happening events, i.e., realis
events. The dataset is evaluated through
extensive experimentation.

• The paper presents “TagIT”, an easy-to-
use automatic annotation tool especially
designed for automatic event annotation.

• The proposed dataset with 200 manu-
ally annotated short stories is further ex-
panded to 1,000 stories in both Assamese
and English using the automatic anno-
tation tool, “TagIT”. The quality of the
resulting 1,000 annotated data is further

enhanced by the human-in-the-loop tech-
nique.

2 Related Work

Event trigger detection in a text document is a
necessary first step for identifying events (Liao
and Grishman, 2010). Over time, there has
been a steadily growing demand for corpora
with extensive annotations (Sun et al., 2017).
To study linguistic phenomena at different lev-
els, a corpus in a machine-readable form is
crucial. This corpus can be utilized in sev-
eral domains. Also, supervised machine learn-
ing techniques depend on annotated corpora
to create and assess NLP techniques. ACE
2005 marked the pioneering news corpus ded-
icated to addressing real events (Consortium
et al., 2005).

The absence of biological corpus for event
detection led to the development of the GE-
NIA corpus (Abdullah et al., 2022). Anno-
tators from Amazon Mechanical Turk devel-
oped a set of sentences extracted from news
articles, covering reports on various topics
such as events, science journalism, and fi-
nance, classifying them as either general or
specific (Louis and Nenkova, 2012). The Gun
Violence Database (GVDB) was unveiled as
a fresh dataset containing articles on gun vi-
olence from local newspapers and television
station reports, all of which have been anno-
tated (Pavlick et al., 2016). Xiang et al. (Xi-
ang and Wang, 2019) thoroughly explored nu-
merous datasets for the purpose of event de-
tection.

Most prior research focused on handling
factual information. In contrast, very few
have analyzed events within literary texts.
The first attempt to identify events in liter-
ary content by generating a marked collec-
tion of real events from novels was proposed
in (Sims et al., 2019). The scarcity of an-
notated data poses a significant challenge in
event detection tasks, especially when dealing
with Indian languages with limited linguistic
resources (Roy et al., 2023). Several efforts
have been made to detect events in Indian
language documents written in Hindi (Sahoo
et al., 2020), Tamil (Kuila et al., 2018), Ben-
gali (Mishra, 2020), and Marathi(Dave et al.,
2020). However, these works have primarily



focused on news and social media text. Only a
single work focused on the detection of natural
calamities by processing Assamese language
posts in social media (Kalita et al., 2021).

This work attempts to identify events within
children’s short stories. Literary works like
short stories are longer than fact-based arti-
cles and exhibit unique event structures. De-
tecting real events within these imaginative
narratives poses a significant challenge. The
narrative structure caters to the psychology
of children, featuring situations where inan-
imate objects or animals converse with each
other. These distinctive scenarios set these
stories apart from both factual and other lit-
erary texts.

3 Dataset
This section describes the dataset collection
method (subsection 3.1), annotation guide-
lines (subsection 3.2), and the annotation pro-
cess (subsection 3.3). Finally, the dataset
statistics are summarized in subsection 3.4.

3.1 Collection
This work focuses on two languages: resource-
abundant English language and resource-
scarce Assamese language. The datasets are
constructed by crawling short stories from
various blogs available in the public domain.
Accordingly, 1,000 short stories are collected
for the two languages. These stories re-
volve around children and are set within the
Indian cultural context. The stories are
taken from the following sources: Panchtantra,
Tenali-Rama and two famous Indian epics
Ramayana and Mahabharata. Panchtantra
consists of interrelated animal fables, while
Tenali-Rama contains stories on the intelli-
gence and problem-solving ability of a court
jester. The diversity of story genres ensures
a varying nature of stories that is essential
for delving into different events, writing tech-
niques, and narrative approaches.

3.2 Annotation Guidelines
The annotation guideline is adapted from the
ones proposed in ACE (Consortium et al.,
2005), HISTO Corpus (Sprugnoli and Tonelli,
2019), and Litbank (Sims et al., 2019) for
event annotation. Every event is denoted by
a word that elicits that specific event. This

word is referred to as an event trigger. Usu-
ally event triggers are single verbs, but can also
be nouns or adjectives. Recognizing events in
short stories presents a distinctive challenge
for following primary reasons. These stories
are tailored for children as their target audi-
ence and they have specific narrative struc-
tures. In these narratives, it is typical to
encounter animals or even inanimate objects
participating in dialogues. The occurrence of
events in such stories greatly depends on the
storytelling style, genre, and overall approach
to narration. This work adheres to the Light
ERE (Aguilar et al., 2014) approach for an-
notating the realis events. Following are the
aspects to capture realis events, adopted from
Light ERE:

• POLARITY: Events should have positive
polarity; events with negative polarity do
not signify their occurrence.

• SPECIFICITY: Only specific events must
be marked. Generic events that represent
a persistent state should be ignored.

• TENSE: Past and present tense events are
surely occurring. The surety of future
events is uncertain.

• MODALITY: Events expressing beliefs, hy-
potheses, desires, promises, commands,
requests, etc., are not necessarily bound
to occur, and therefore, they are not
tagged.

Along with these aspects, this work in-
troduces the new aspect of CONDITIONALITY.
This means that if an event is dependent upon
a condition, and that condition is found to be
invalid, then the event will not be tagged. For
instance, in the sentence, “If he comes, I will
go to the market.”, the event trigger “comes” is
not certain, at least with the limited context.
So, neither “comes” nor “go” will be tagged as
an event trigger.

In broad terms, the objective is to detect
realis events. Realis events belong to the real
world and are portrayed as existing within the
imaginative realm of the literary work, occur-
ring at a particular location and a specific mo-
ment. In literature, imaginary causalities ex-
ist, which are difficult to extract in contrast



Table 1: Basic statistics pertaining to words, sentences, and events in Assamese and English short story
dataset.

Statistics Assamese English
Total words in the dataset 139,214 157,287
Total unique words in the dataset 14,410 10,558
Total sentences in the dataset 12,956 13,861
Average words per story 696 786
Average sentences per story 65 69
Average words per sentence 10 11
Total event triggers in the dataset 10,882 13,171
Average events per story 54 66

to the hard-coded causalities in fact-based re-
ports like in news and bio-medical text (Saurí
and Pustejovsky, 2009).

3.3 Annotation Process
Out of 1,000 stories in the dataset, only 200
stories have been manually annotated for re-
alis events in each language. Two annotators
carried out annotations using Brat rapid anno-
tation tool (Stenetorp et al., 2012). We chose
the two annotators who have expertise in the
field of linguistics to make sure they can grasp
the varied composition of short stories and an-
notate events correctly. To evaluate the inter-
annotator agreement between annotators and
assess the annotation guidelines, 20 short sto-
ries were annotated by the two annotators in
each language. The inter-annotator agreement
was found to be 84.1% and 86.5% for Assamese
and English, respectively. Finally, the remain-
ing short stories were thoroughly marked by
these two annotators in each language, estab-
lishing them as the gold-standard annotation.
Later, these 200 annotated stories are used to
train and test the event detection models.

3.4 Dataset Description
Table 1 presents the basic statistics for both
the datasets. The table clearly indicates that
short stories are lengthier than news articles.
These short stories tend to have an average
length of 60–70 sentences. The average num-
ber of words per sentence is identical in As-
samese and English. The average number of
event triggers in English is more than As-
samese. The number of events in the dataset
is lesser than the number of sentences. Several
sentences either do not contain events or they
have non-realis events. The datasets also have
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Figure 2: Block diagram illustrating the event de-
tection framework.

sentences with two or more number of event
triggers.

4 Experiment Settings
4.1 Baseline Models
The task of event trigger detection is framed
as a sequence labeling task. Overall frame-
work is shown in Figure 2. Neural model in
this framework consists of the following three
modules – (a) Embedding Generation, (b) Se-
quence to Vector and (c) Dense Layer. For
the embedding generation module, this study
has experimented with both static and contex-
tual embeddings. Pre-trained Fasttext embed-
dings1 (Grave et al., 2018) are used as static
embedding, and BERT embeddings 2 (Kenton
and Toutanova, 2019) are used as contextual
embedding.

As baseline models, a set of different vari-
ants of LSTM and BiLSTM-based neural mod-
els with different choices of pre-trained embed-
dings are compared. The details of these neu-
ral models are provided in this section.

1https://fasttext.cc/docs/en/crawl-vectors.html
2https://huggingface.co/bert-base-multilingual-

cased



Apart from LSTM and BiLSTM, the fol-
lowing three variations of BiLSTM are used –
(a) BiLSTM with Document Context, (b) BiL-
STM with Sentence CNN, and (c) BiLSTM
with Subword CNN. All the variations of BiL-
STM are trained separately using fasttext pre-
trained word vectors and BERT embeddings.
Finally, the dense layer learns the function to
predict the event status for each token of the
input sentence. Specific descriptions regarding
each baseline models are discussed below.
LSTM: A 100-dimensional, single-direction
LSTM model is used as a baseline. LSTMs
are good at capturing long-term dependencies,
which makes them ideal for sequence predic-
tion tasks.
BiLSTM: The accurate detection of a token
as a label depends on the backward and for-
ward context information. BiLSTM serves as
a great baseline to model both backward and
forward contexts. Further modification of the
BiLSTM is done as described below to capture
more information.
BiLSTM with Subword CNN: Subword
character CNN is used as an intermediate layer
between the embedding layer and BiLSTM.
Subword character CNN captures meaningful
representations of out-of-vocabulary words for
learned embeddings. Each word embedding
vector is represented as the result of a CNN
having 100 filters, with max pooling resulting
in a 100-dimensional character representation
of a token.

The embedding of the token at that place
is subsequently updated to include character
representation, and the updated representa-
tion goes as an input to the subsequent LSTM
layer.
BiLSTM with Sentence CNN: Several
works have used a CNN on the sentence level
(Nguyen and Grishman, 2015) for event de-
tection. In a sentence w = {w1,…., wn}
of n tokens, while determining the status
of an event of a word at position i, the
CNN (1-dimensional CNN) convolves over the
sequence w with positional encodings p =
{p1,…., pn}. The positional encoding encodes
the distance between the target token i and
each token position j ∈ [1, n]. In this work,
the work of Nguyen et al. (Nguyen and Grish-
man, 2015) was adopted, where the output of
the CNN is then sent to a max-pooling layer

Table 2: Dataset split for experiments.

Dataset Split Train Validation Test
No. of stories 120 20 60

to build a representation ci for the target lo-
cation i that is appended to the output of the
BiLSTM oi at the time step before generating
the prediction. The CNN consists of 200 fil-
ters (Each word’s bigrams and trigrams were
scoped 100 times). Using signed bucketing
(±1,±2, . . . , ±20, > 20), the positional argu-
ments are encoded between the target token at
position i and the token at position j. With its
5-dimensional embedding, each bucket refers
to a unique choice of position.
BiLSTM with Document Context: The
main problem with BiLSTM is that the only
information available is from the given sen-
tence, which may not always be enough to say
precisely whether a given token represents an
event. Therefore, to boost the performance
of BiLSTM, the document context was inte-
grated with the sentence context already cap-
tured by the model. Based on previous re-
search involving the global context, conclu-
sions are drawn that the exact prediction of
composite realis events requires a lot of docu-
ment context across pages or documents (Liao
and Grishman, 2010). Therefore, the entire
document has been considered as a single sen-
tence in this experiment.

4.2 Dataset Split
The dataset split for the experiments was the
same in both Assamese and English. The
manually annotated dataset of 200 short sto-
ries has been divided into three sets as shown
in Table 2. Two sets of experiments were per-
formed on both the datasets. In the first ex-
periment, fasttext embedding was used. In the
next experiment, BERT embedding with Bi-
LSTM models was used.

5 Results

Comparative performance analysis of different
baseline neural models are shown in Table 3
and Table 4 for the task of realis event trigger
detection in Assamese and English datasets re-
spectively. For both datasets, it was observed
that the model BiLSTM+Document Context



Table 3: The performance of the experiments involving various models for event detection in Assamese,
utilizing two distinct embeddings.

METHOD STATIC EMBEDDINGS BERT EMBEDDING
PRECISION RECALL F1 PRECISION RECALL F1

LSTM 76.3 53.0 62.5 - - -
BiLSTM 81.5 76.5 78.9 81.2 80.8 81.0
+Sentence CNN 81.1 71.8 76.2 82.3 78.5 80.4
+Subword CNN 83.3 75.7 79.3 82.9 77.6 80.2
+Document Context 80.0 77.4 78.7 82.0 81.8 81.9

Table 4: The performance of the experiments involving various models for event detection in English,
utilizing two distinct embeddings.

METHOD STATIC EMBEDDING BERT EMBEDDING
PRECISION RECALL F1 PRECISION RECALL F1

LSTM 88.8 83.6 86.1 - - -
BiLSTM 87.9 85.9 86.9 86.8 94.9 90.7
+Sentence CNN 89.9 81.3 85.4 87.0 94.5 90.6
+Subword CNN 87.6 88.7 88.2 87.8 95.1 91.3
+Document Context 87.4 86.6 87.0 89.3 95.3 92.2

with BERT embedding performs best achiev-
ing 81.9% and 92.2% in terms of macro-F1
score in Assamese and English, respectively.
The result is as per expectation. This is due to
the model’s ability to capture of forward and
backward context and availability of richer
context information by treating the whole doc-
ument as a sentence. Moreover, the rich em-
bedding of BERT further elevates the perfor-
mance of the model.

5.1 Qualitative Analysis
This section provides an overview of the er-
rors encountered when predicting realis events
using the top-performing BiLSTM+Document
context model. Most errors were rooted in
misclassifying non-real events as real ones.
In the sentence, এজন প্রকৃত মহাত্মাই এেনদেৰ ক'ব:
“আপুিন সদায় সিঠক পথ বািছ লব।”, the word “ক'ব”
is predicted as a realis event by the model.
However, “ক'ব” is a future event and according
to our annotation guideline, it should not be
tagged. Similarly, in the sentence, “He wished
to go to the field and play cricket.”, “play” is
misclassified as a realis event. Here, “play”
is someone’s wish and is not sure to happen.
One of the possible reasons for this misclas-
sification may be due to the lack of samples
of this particular type in the dataset. Apart
from the error, it is noteworthy that the model

Figure 3: TagIT User Interface. A user can upload
a text file and choose either to download the an-
notation or to modify it using the visualizer.

correctly predicted the words that the annota-
tors missed during annotation. For instance,
in the sentence, “She then went to Kittu spi-
der asking for some sweet treats.”, the anno-
tators missed to label the real event “asking”.
Whereas the model correctly predicted “ask-
ing” as realis event.

6 Dataset Expansion

This section illustrates the process of expand-
ing the dataset from 200 to 1000 using an au-
tomatic process. For this purpose, “TagIT”,
an easy-to-use automatic annotation tool, was
developed and employed. Later, in this sec-
tion, the process of data augmentation is also
elaborated.



Figure 4: TagIT Visualizer: (4) Visualizer display (5) User selected word (6) TagIT auto recommended
event word (7) Button to save annotation (8) Button to download annotation.

6.1 TagIT

Manually annotating linguistic resources for
training and testing is expensive, especially for
specialized text fields. A tool named “TagIT”
was developed that helps to create a large cor-
pus for event detection. The user-friendly in-
terface of TagIT enables users with little to
no prior experience with annotation tools to
complete their tasks. It is customizable and
extendable. It supports UTF-8 encoding and
outputs BRAT standoff format. Such stan-
dardized output facilitates data transmission
and allows users to easily transform annotated
texts into alternate forms. Furthermore, since
UTF-8 can encode all unicode characters, doc-
uments in multiple languages, including spe-
cial characters are easily presented. Moreover,
TagIT has a custom event detection model in-
tegration feature. Models trained in any lan-
guage can be integrated with TagIT for the
purpose of automatic annotation.

The user interface of TagIT is shown in Fig-
ure 3. The user can upload 1 a text file and
submit it 2 to the system to generate an-
notations. The user has the choice to down-
load it or modify it 3 in the TagIT visualizer.
The TagIT visualizer highlights the detected
events in the uploaded text. In the visualizer,
the text is displayed in the central part 4 , as
shown in Figure 4. It also supports new an-
notation as well as manual corrections of ex-

isting annotations. The user can mark 5 a
word as an event if it is missed by the event
detection model. Also, the user can remove
6 the wrongly labeled event, if any. Finally,

the user can save 7 the modified annotations
and download 8 it.

6.2 Data Augmentation

For automatic annotation in TagIT, the
previous best-performing model, i.e., BiL-
STM+Document context with BERT embed-
dings, was used. This model was trained
and tested using the 200 manually annotated
short stories. This model, integrated with
TagIT, was used to generate labels for the
remaining 800 unannotated short stories in
both datasets. To check the annotation qual-
ity of TagIT, a subset of 120 stories from both
datasets was randomly picked from 800 stories
labeled automatically using TagIT.

The previous best-performing model, BiL-
STM+Document context with BERT embed-
ding, was trained again using the above-
mentioned subset. Subsequently, the trained
models were tested on the test set of manu-
ally annotated 200 short stories. The results
are presented in Table 5. From the table,
it is evident that the F1-score for automatic
label generation (silver standard dataset) is
slightly low compared to the manually anno-
tated dataset (gold standard dataset). How-



Table 5: Comparison of results of manual, automatic, and human-in-the-loop annotation in terms of
precision, recall, and F1-scores.

Language Training Data Precision Recall F1 (macro)

Assamese
Manual 82.0 81.8 81.9
Automatic 79.4 77.8 78.6
Human-in-the-loop 81.9 80.9 81.4

English
Manual 89.3 95.3 92.2
Automatic 90.1 89.7 89.9
Human-in-the-loop 91.8 92.2 92.0

Figure 5: Comparison of time required to an-
notated short stories in manual, automatic, and
human-in-the-loop mode.

ever, when human experts corrected the au-
tomatically generated labels and trained the
BiLSTM+Document context with BERT em-
bedding model, the F1 score almost resembled
the F1 score of the gold standard dataset. This
implies that the automatic mode combined
with the human-in-the-loop mode of annota-
tion can result in a gold standard-like dataset.

An experiment was also conducted to show
the time spent on annotation. A total of ten
Assamese short stories were annotated by an
author in manual, automatic, and human-in-
the-loop mode. It was observed that the anno-
tation duration reduced from 86 minutes to 3
minutes from manual to automatic annotation
mode. However, when the automatic annota-
tions were further verified by a human expert
(human-in-the-loop mode), the total duration
of annotation was 14 minutes. A comparison
of time required to annotate short stories by
different modes is shown in Figure 5.

7 Conclusion

Datasets for event detection have predomi-
nantly emphasized on news and biomedical do-

mains. This work focuses on developing re-
sources (for event detection) in the domain of
short stories. Accordingly, this paper intro-
duces a novel corpora containing short sto-
ries in both low-resource Assamese and En-
glish language. Initially, a gold standard cor-
pus was created, which contains 200 manu-
ally annotated short stories in the two lan-
guages. Further, this dataset is expanded to
1000 short stories using an automatic annota-
tion tool, resulting in a silver standard dataset.
For that purpose, this work proposes an au-
tomatic annotation tool called TagIT. Event
detection models were separately trained us-
ing the gold and silver standard datasets. The
experimental observations indicate that the
model learned from the silver standard dataset
yields comparable results. The silver standard
dataset is further verified using human-in-the-
loop process, improving the performance while
reducing the annotation time significantly. In
future, we aim to classify realis events short
stories written in other Indian languages.
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