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Abstract
The prevalence of deceptive and incongruent
news headlines has highlighted their substan-
tial role in the propagation of fake news, ex-
acerbating the spread of both misinformation
and disinformation. Existing studies on incon-
gruity detection primarily concentrate on es-
timating the similarity between the encoded
representation of headlines and the encoded
representation or summary representative vec-
tor of the news body. In the process of ob-
taining the encoded representation of the news
body, researchers often consider either sequen-
tial encoding or hierarchical encoding of the
news body or to acquire a summary represen-
tative vector of the news body, they explore
techniques like summarization or dual summa-
rization methods. Nevertheless, when it comes
to detecting partially incongruent news, dual
summarization-based methods tend to outper-
form hierarchical encoding-based methods. On
the other hand, for datasets focused on detect-
ing fake news, where the hierarchical structure
within a news article plays a crucial role, hierar-
chical encoding-based methods tend to perform
better than summarization-based methods. Rec-
ognizing this contradictory performance of hi-
erarchical encoding-based and summarization-
based methods across datasets with different
characteristics, we introduced a novel approach
called "Multiset Dual Summarization" (MDS).
MDS combines the strengths of both hierarchi-
cal encoding and dual summarization methods
to leverage their respective advantages. We
conducted experiments on datasets with diverse
characteristics, and our findings demonstrate
that our proposed model outperforms estab-
lished state-of-the-art baseline models.

1 Introduction

Misleading and deceptive news headlines have
emerged as a powerful force in the propagation of
false information, resulting in a double-pronged ef-
fect that intensifies the proliferation of misinforma-
tion and disinformation (Wang et al., 2021). Firstly,

when integrated into current news stories gaining
popularity, such headlines entice readers to interact
with the material, thereby extending the influence
of false information. Secondly, they perpetuate
a cycle of fake news by twisting facts and ma-
nipulating how readers perceive them, ruining the
trustworthiness of reputable news outlets. These
dual negative consequences significantly bolster
the spread of misinformation and disinformation in
the contemporary media (Chesney et al., 2017; Ef-
fron and Raj, 2020) 1, 2. A news article is said to be
incongruent if the news headline misrepresents its
body through fabrication, manipulation, false con-
nections3, or incorrect context4 (Ecker et al., 2014;
Chesney et al., 2017; Wei and Wan, 2017). As
outlined in research studies (Rieis et al., 2015; Ga-
bielkov et al., 2016; Wei and Wan, 2017), deceptive
headlines play a significant role in vitality on social
media and also influence readers’ opinions (Tan-
nenbaum, 1953). Inconsistent news can adversely
impact readers, leading to false beliefs and erro-
neous opinions 5, 6 (Ecker et al., 2014, 2022; Tsfati
et al., 2020). Once this misleading information
spreads, it becomes challenging to rectify, as re-
search (Ecker et al., 2020) has found that corrective
measures may not have a substantial impact and
can, in some instances, even reinforce individu-
als’ misconceptions. Consequently, the detection
of deceptive and incongruent news articles (Ches-
ney et al., 2017; Ecker et al., 2014; Horner et al.,
2021; Bago et al., 2020; Guess et al., 2020) has be-
come a crucial research problem in combating the
dissemination of misinformation in digital media.
According to findings in the studies (Chesney et al.,

1Misleading headline fake news regarding WHO
2Misleading headlines as fake news
3When the caption of the image does not align with its

image or the headline does not support its content.
4Legitimate information is presented in the wrong context
5Effects of the misleading headline on health
6Impact of misleading headlines related to economy

https://xtalks.com/misleading-headlines-over-who-comments-on-boosters-and-mixing-covid-19-vaccines-2778/
https://fullfact.org/news/edlines-headlines-that-contradict-the-article/
https://www.health.harvard.edu/blog/careful-health-news-headlines-can-be-deceiving-202111122636
https://www.investopedia.com/terms/h/headlineeffect.asp


2017; Kumar et al., 2022), there exist four primary
characteristics associated with deceptive incongru-
ent news articles: (i) The claim presented in the
headline either has no relation to or directly contra-
dicts the claim articulated in the body of the news
article. (ii) News headlines and the body text per-
tain to the same topic or event, yet the content in the
headline and the body are unrelated to each other.
(iii) While both the headline and body describe a
genuine event, the dates or entities mentioned in
them have been manipulated. (iv) There are cases
where certain paragraphs in the news body align
with the headline while others do not, resulting in
what is termed as "partially incongruent.

In the early stages (Pomerleau and Rao, 2017;
Hanselowski et al., 2018a; Riedel et al., 2017) of re-
search on detecting incongruent news, researchers
employed basic n-gram features to assess the sim-
ilarity between news headlines and the body of
news articles. Further, studies on incongruent news
article detection can be grouped into three cate-
gories: similarity-based, summarization-based, and
dual summarization-based. Similarity-based stud-
ies can be further grouped into two categories: non-
hierarchical encoding and hierarchical encoding-
based methods. Non-hierarchical encoding-based
studies, as seen in works by Hanselowski et al.
(2018)(Hanselowski et al., 2018b) and Borges
(2019)(Borges et al., 2019), aim to obtain sequen-
tial encoding of the news body and headline. They
then estimate the similarity between the encoded
representations of the headline and news body. On
the other hand, hierarchical encoding-based meth-
ods, as explored in studies by, (Karimi and Tang,
2019a; Conforti et al., 2018; Yoon et al., 2019). de-
fine a news article as a hierarchical structure where
the body is a collection of paragraphs, and each
paragraph is a collection of sentences. They then
obtain hierarchical encodings of the news and an
encoding of the news headline. Subsequently, these
methods estimate the similarity between the en-
coded representation of the headline and the news
body for incongruent news detection. While hierar-
chical encoding aids in obtaining a better encoded
representation of the news body for incongruent
news article detection, studies (Mishra et al., 2020;
Yoon et al., 2021; Kumar et al., 2022) report that
the aforementioned similarity-based methods of-
ten struggle to detect incongruent news in articles
with larger paragraphs and sentences. To over-
come the limitation of similarity-based methods,
summarization-based studies (Sepúlveda-Torres

et al., 2021b; Mishra et al., 2020; Kim and Ko,
2021a) first summarize ‘the news body to gener-
ate a synthetic news headline and then estimate
the similarity between the generated news head-
line and the actual headline to detect incongruent
news. Though summarization-based studies over-
come the limitations of similarity-based studies,
summarization-based studies fail to detect partially
incongruent news articles (Kumar et al., 2022).
Dual summarization-based study (Kumar et al.,
2022) split the sentences of news body into two
sets, positive and negative sets, based on contex-
tual similarity of sentences and headlines. Next,
generate the summary of both positive and nega-
tive sets separately and estimate the similarity be-
tween the headline and summary of positive and
negative for incongruent news detection. How-
ever, the Dual summarization-based study (Ku-
mar et al., 2022) splits the news articles into two
sets based on the similarity between sentences and
headline, which leads to a loss of hierarchical in-
formation present in a news article and also, the
positive and negative sentences are biased toward
headline which leads to loss of news body con-
text information. Our experimental results in Ta-
ble 1 also suggest that dual summarization-based
methods outperform hierarchical encoding-based
methods for partial incongruent news detection and
hierarchical encoding-based methods outperform
summarization-based methods on fake news detec-
tion datasets where hierarchical information within
a news article is critical. To overcome the limi-
tations of dual summarization-based method, in
this study we combine the hierarchical encoding of
news body and dual summarization-based methods.
We proposed Multiset Dual Summarization (MDS),
which combines both hierarchical encoding and
dual summarization to leverage the advantages of
each. Hierarchical encodings of the news body help
obtain an encoded representation that captures hier-
archical information present in the news body and
the contextual information within the news body.
Similarly, dual summarization aids in separating
news body sentences that are congruent and incon-
gruent with respect to the headline. We conduct
our experiments over datasets of different natures,
and our experimental results over datasets of dif-
ferent natures suggest that the proposed models
outperform existing state-of-the-art models in the
literature.



2 Related Work

In this section, we will briefly review prior research
related to the detection of incongruent news arti-
cles. Initial studies on incongruent news article
detection mainly consider bag-of-words-based fea-
tures, such as n-grams, term frequency-inverse doc-
ument frequency (TF-IDF), and topic modelling
features (Sepúlveda-Torres et al., 2021a; Riedel
et al., 2017; Hanselowski et al., 2018a). More-
over, research on detecting incongruent news ar-
ticles can be categorized into three main groups:
similarity-based, summarization-based, and dual
summarization-based methods. Similarity-based
studies can be further grouped into two cate-
gories: non-hierarchical encoding and hierarchi-
cal encoding-based methods. Non-hierarchical
encoding-based studies, as seen in works by
Hanselowski et al. (2018)(Hanselowski et al.,
2018b) and Borges (2019)(Borges et al., 2019),
aim to obtain sequential encoding of the news body
and headline. They then estimate the similarity be-
tween the encoded representations of the headline
and news body. On the other hand, hierarchical
encoding-based methods, as explored in studies
by, (Karimi and Tang, 2019a; Conforti et al., 2018;
Yoon et al., 2019). define a news article as a hier-
archical structure where the body is a collection of
paragraphs, and each paragraph is a collection of
sentences. They then obtain hierarchical encodings
of the news and an encoding of the news headline.
Subsequently, these methods estimate the similarity
between the encoded representation of the headline
and the news body for incongruent news detection.
While hierarchical encoding aids in obtaining a bet-
ter encoded representation of the news body for
incongruent news article detection, studies (Mishra
et al., 2020; Yoon et al., 2021; Kumar et al., 2022)
report that the aforementioned similarity-based
methods often struggle to detect incongruent news
in articles with larger paragraphs and sentences.
To overcome the limitation of similarity-based
methods, summarization-based studies (Sepúlveda-
Torres et al., 2021b; Mishra et al., 2020; Kim and
Ko, 2021a) first summarize ‘the news body to gen-
erate a synthetic news headline and then estimate
the similarity between the generated news head-
line and the actual headline to detect incongruent
news. Though summarization-based studies over-
come the limitations of similarity-based studies,
summarization-based studies fail to detect partially
incongruent news articles (Kumar et al., 2022).

Dual summarization-based study (Kumar et al.,
2022) split the sentences of news body into two
sets, positive and negative sets, based on contextual
similarity of sentences and headlines. Next, gen-
erate the summary of both positive and negative
sets separately and estimate the similarity between
the headline and summary of positive and negative
for incongruent news detection. However, the Dual
summarization-based study (Kumar et al., 2022)
splits the news articles into two sets based on the
similarity between sentences and headline, which
leads to a loss of hierarchical information present
in a news article and also, the positive and negative
sentences are biased toward headline which leads to
loss of news body context information. Motivated
by the above limitations of dual summarization-
based methods, this study proposes We proposed
Multiset Dual Summarization (MDS), which com-
bines both hierarchical encoding and dual summa-
rization to leverage the advantages of each.

3 Proposed Method

As discussed above, this study aims to combine
hierarchical encoding of the news body with dual
summarizations. Our proposed model, MDS, first
obtains a hierarchical encoding of the news body,
encodings for each sentence in the news body and
headline. It then divides the sentences of the news
body into four sets based on the similarity between
the encoded representation of the headline and the
encoded representation of the sentences in the news
body, as well as the similarity between the hierar-
chical encoded representation of the news body
and the encoded representation of the sentences
in the news body. By following the above objec-
tive, our proposed model takes advantage of both
a dual summarization approach and a hierarchical
encoding-based approach for incongruent news ar-
ticle detection. Figure 2 presents the block diagram
of our proposed model, Multiset Dual Summariza-
tion MDS. Given a pair of news body B and head-
line, H our proposed model MDS first splits the
news article into four sets, namely head positive
H+, head negative H−, body positive set B+ and
body negative set B−. Sentences of news body
are placed into head positive H+ and head nega-
tive H− based on similarity between the encoded
representation of the sentence and the encoded rep-
resentation of the headline. In contrast, sentences
of news body are placed into body positive, B+

and body negative B− sets based on the similarity
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Figure 1: present the hierarchical encoding of the news body. Given a new body MDS first splits the news body B
into a set of sentences Si and then obtains an encoded representation si of sentences Si. Next, a paragraph Pi is
defined as a sequence of sentences within a paragraph. accordingly, encoded representation pi of paragraphs Pi is
obtained by applying BiLSTM over encoded representation si of sentences Si within paragraphs Pi. Subsequently,
encoded representation b of news body B is obtained by applying BiLSTM over encoded representation pi of
paragraphs Pi.

between the encoded representation of the sentence
and an encoded representation of a full news body.
The primary rationale for categorizing body sen-
tences into head positive H+ and head negative
H− sets lies in the identification of incongruities
within news articles. When a news article is par-
tially incongruent, the sentences that align with
the headline are placed in the head positive H+,
while the sentences that deviate from the headline
are classified in the negative set head negative H−.
Similarly, in the case of a fully congruent news
article, the majority of the sentences in the body
should belong to the head positive H+, with only
a few sentences residing in the head negative H−.
However, in the scenario where a news article is
entirely incongruent, all the sentences in the body
should contrast with the headline and, therefore,
belong to the negative set head negative H−, with
the exception of one or a few sentences that align
with the headline and are placed in the head posi-
tive H+. Similarly, in the case of congruent news
articles, the sentences of the news body must be

correlated with each other. Accordingly, in the case
of congruent news, most of the sentences will be
in body positive set, B+, and only a few sentences
will be body negative set B−. Whereas in the case
of a partially incongruent news article, one or more
paragraphs of the news body will not correlate with
other paragraphs of the news body. Consequently,
sentences which are highly similar to the encoded
representation of the news body will be placed in
body positive set, B+, and sentences which do not
align with other paragraphs of news body, i.e. least
similar to the encoded representation of news body
will be placed in body negative set B−.

4 Similarity between headline and
sentence of news body

We apply Bidirectional Long Short-Term Memory
(BiLSTM) (Hochreiter and Schmidhuber, 1997)
over the headline and sentences of news body to
obtain encoded representations h and si of headline
H and sentence Si, respectively. Subsequently, fol-
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Figure 2: present the working of MDS models. First, MDS obtains and encoded representations h, si and b of
headline H, sentences Si and news body B. Subsequently, estimate similarity xi between h and si, and similarity
vi between b and si. If xi ≥ β, then the sentence si is added to head positive set; otherwise, it is added to set head
negative set H−. Similarly, If vi ≥ α, then the sentence si is added to the body positive set; otherwise, it is added
to set body negative set B−. Next, obtain a summary representative vector p, n, c, and d and form a feature vector
e and pass it to a fully connected neural network for incongruent news classification.

lowing the steps reported in the studies (Tay et al.,
2018; Luong et al., 2015) we estimate similarity
score xi between h and si as defined below.

xi = σ
(
s⊤i Wxh

)
(1)

where Wx is a learnable parameter matrix, σ is
the sigmoid function and ⊤ is a transpose opera-
tion over a vector. If xi ≥ β, then the sentence
si is added to head positive set H+, otherwise it is
added to set head negative set H−. Next, to split
the sentences of news body into body positive set,
B+ and body negative set, B−, we first obtain an
encoded representation of news body b applying
hierarchical encoding over the news body. Our
hierarchical encoding of news body is similar to

Recursive and Sequential Deep Hierarchical En-
coding (RaSHE) model as defined in the study (Ku-
mar et al., 2023) except TreeLSTM is replaced
by bidirectional LSTM (BiLSTM) to encode sen-
tences within paragraphs of news body. Figure 1
presents the working of hierarchical encoder model
used to encode news body. Once we obtain an en-
coded representation b of news body by applying
hierarchical encoding over news body B, next we
estimate the similarity score vi between b and si
as defined below.

vi = σ
(
s⊤i Wvb

)
(2)

where Wv is a learnable parameter matrix. If vi ≥
α, then the sentence si is added to the body positive



set B+, otherwise it is added to the body negative
set B−.

4.1 Summarization

We derive summary representative vectors from
four sets of sentences: H+, H−, B+, and B−,
using a multi-head attention-based summary ap-
proach for each set individually. The characteris-
tics of the dual summary over head positive H+,
head negative H−, body positive set B+ and body
negative set B− sets are defined as follows. (i) A
sentence which is highly similar to other sentences
in the head positive set H+ should be given high
attention weight while generating a summary of the
head positive set H+. (ii) A sentence which is least
similar to other sentences in the head negative set
H− should be given high importance while gener-
ating a summary of the head negative set H−. The
characteristics of dual summary for body positive
set B+ are similar to characteristics for head pos-
itive, H+ and the characteristics of summary for
body negative set B− are similar to characteristics
for the head negative set H−. The primary moti-
vation behind creating dual summaries lies in the
comparison between these two summary types. If a
summary generated by a highly influential sentence
(sentences with high similarity with all other sen-
tences in the set) from a head positive set H+ and
a summary generated by a sentence that is not sim-
ilar or at least similar to other sentences in the H−

are highly similar with the headline, then the news
article is congruent, otherwise incongruent. We
apply multi-head attention (Vaswani et al., 2017)
over H+, H−, B+, and B− to obtain a summary
representative vector by capturing different aspects
of sentences within the set. Given a sequence of
sentences (s1, s2, . . . , sk), we establish a matrix H
in which each row represents a sentence encoding.
Where k is the number of sentences in the respec-
tive set. Subsequently, we derive the query matrix
Hq, the key matrix Hk, and the value matrix Hv

using the following expression.

Hq
c,H

k
c ,P

v
c= H ·Wq

c ,H ·Wk
c ,P ·Wv

c (3)

Here, Wq
c , Wk

c , and Wv
c represent learnable

parameter matrices for query, key, and value pro-
jections, respectively, for the cth attention head of
the multi-head attention. The · denotes the dot
product operation between matrices. Subsequently,

the attention weights Ac are defined as follows:

S =
(Hq

c (Hk
c )

⊤
√
z

)
(4)

Ac,i,j =
( exp(Sij)∑

k,lexp(Sk,l)

)
(5)

In this context, S stands for the similarity matrix,
and Ac denotes the attention weight matrix for the
cth attention head. Each entry in the Ac[i, j] matrix
represents the similarity probability between the
ith and jth sentence in the set H+. The dimension
of Hq

c is denoted as z. Subsequently, a weighted
summation is applied over the sentence encodings
si based on their similarity with other sentences
within the set.

uc,i =
( k∑

j=1,i ̸=j

Ac,ijP
v
c,i

)
(6)

Where uc,i is the sentence representation obtained
after weighted summation between ith sentence
of Hv

c and attention weight Ac,ij between ith sen-
tence with all other sentences j in Hv

c of attention
head c. Similarly, by following equation 6, rep-
resentation of other sentences in a respective set
are also obtained to form a sentence representa-
tion matrix Uc = {uc,1,uc,2, ...,uc,k} of attention
head c. Now we concatenate the sentence repre-
sentation obtained by different attention heads and
pass it to a dense layer to obtain the final sentence
representation U.

U =
(
U1 ⊕U2 ⊕ ..Uc ⊕ .⊕Ul

)
Wu (7)

where, Wu represents the trainable parameter ma-
trix, and Uc is the representation derived for the
cth attention head. U is a sentence representation
matrix obtained by concatenating the representa-
tions of the ith sentence derived from l different
attention heads. Subsequently, the representations
of the sentences ui within the sentence representa-
tion matrix U are concatenated, and the resulting
matrix is passed through a dense layer to generate
a summary p for the head positive set H+.

p =
(
u1 ⊕ u2 ⊕ ..⊕ ui ⊕ .⊕ uk

)
Wm (8)

Here, ui represents a row vector in the matrix U,
and Wm is a learnable parameter matrix and where
⊕ is a vector concatenation operation. Similarly,
we also obtain a summary representative vector c



for sentences in the body positive set B+ by fol-
lowing Equations 3, 4, 5, 6, 8 and 7. Similarly,
to extract a summary representative vector n for
the head negative set H−, equation 5 is replaced
by equation 9. This modification is made to priori-
tize the sentence with the least similarity score to
other sentences within the set H− when generating
a summary n for the set H−. Similarly, we also
obtain a summary representative vector d for body
negative set B− by following Equations 3, 4, 9, 6,
8 and 7.

Ac,i,j =
( exp(1− Sij)∑

k,lexp(1− Sk,l)

)
(9)

4.2 Aggregation and Classification
After obtaining the summary representative vectors
p, n, c, and d for the positive and negative sets of
both the headline and body, we construct a feature
vector e by assessing the angle and difference be-
tween the encoded representation of the headline
and the summary representative vectors p, n, c,
and d of the news body. The primary motivation
behind estimating these measures is as follows: for
a congruent news article, the encoded representa-
tion of the headline and the summary representative
vectors will indeed show a high degree of similar-
ity. Conversely, in the case of an incongruent news
article, the summary derived from the encoded rep-
resentation of the headline will exhibit the least
similarity to the summary of the representative vec-
tors. In the instances of partially incongruent news
articles, the encoded representation of the headline
will demonstrate the least similarity to the summary
of the representative vectors from the negative sets,
while displaying a high level of similarity to the
summary of the representative vectors from the
positive sets.

d+ , d− = h⊙ p , h− p (10)

v+ , v− = h⊙ n , h− n (11)

r+ , r− = h⊙ c , h− c (12)

w+ , w− = h⊙ d , h− d (13)

e =
(
d+ ⊕ d− ⊕ v+ ⊕ v− ⊕ r+ ⊕ r−

⊕h⊕ p⊕ n⊕w+ ⊕w− ⊕ c⊕ d
) (14)

where ⊕ is a vector concatenation operation. Fol-
lowing the estimation of the feature vector e, it is
then input into a three-layer fully connected neu-
ral network for the purpose of incongruent news
classification.

5 Experimental setups and discussions

5.1 Dataset Characteristics
We consider five datasets of different nature from
both Hindi and English language. We con-
sider (ISOT)7(Ahmed et al., 2018, 2017), Fake
News Challenge (FNC) dataset8 (Pomerleau and
Rao, 2017), and NELA-17 (News Landscape)
dataset (Horne et al., 2018; Yoon et al., 2019)
for English Language fake and incongruent news
article detection. The NELA dataset is com-
piled following the methodology outlined in (Yoon
et al., 2019) over the news article corpus released
by (Horne et al., 2018; Yoon et al., 2019). In this
dataset, news articles from reputable media sources
are classified as congruent (Cong.), while incon-
gruent news articles are generated by inserting a
paragraph from a randomly selected news article
into a congruent news article. As only one para-
graph is inserted into a congruent news article to
create incongruent samples, all other paragraphs,
except the inserted one, remain congruent with the
headline. Therefore, the incongruent samples in
the NELA dataset are considered partially incon-
gruent. The FNC dataset comprises four distinct
classes: agree, disagree, discuss, and unrelated.
Samples from agree, disagree, and discuss classes
are amalgamated and termed as the congruent class,
while the unrelated class samples are regarded as
incongruent class. An essential characteristic of
the FNC dataset is that the unrelated class con-
sists of samples created by pairing headlines and
bodies from different news articles on unrelated
topics, hence referred to as fully incongruent news
articles (Pomerleau and Rao, 2017).

We also curate fake news detection datasets for
the Hindi language. The two synthetic Hindi fake
news datasets are curated using the following two
methods on publicly available Hindi news articles
from the BBC news Corpus: (i) Split and Merge
(SM) and (ii) Named-Entity Replacement(NE-R).
The split and merge(SM) method is inspired by the
NELA-17 dataset by following the procedure re-
ported in the study (Yoon et al., 2019). In this
method, news articles published by the British
Broadcasting Corporation (BBC) are considered
as true news, and a fake news article is generated
by inserting random paragraphs from random news
articles into a true news article. Thus, this approach
creates partially incongruent news articles unless

7ISOT Fake News Dataset Repository Source
8Fake News Challenge (FNC)

https://www.uvic.ca/ecs/ece/isot/datasets/fake-news/index.php
http://www.fakenewschallenge.org/


the randomly selected article is similar to the true
news article. To avoid this situation, the dataset
is curated by inserting three random paragraphs
from random news articles into one true news ar-
ticle’s body to make it fake. The Named-Entity
Replacement(NE-R) method generates fake news
articles by replacing associated entities in true news
articles with different entities. Replacing entities
in a true news article may make the article fake.
For example, a claim made in a news article 9

Corona affects Hindus, Muslims have dua, don’t
need vaccine: Kolkata’s Maulana Barkati if the
name Maulana Barkati is replaced by another en-
tity World Health Organization, then it becomes
fake news of serious concern. Motivated by such
scenarios, the proposed NE-R method generates
fake news articles by impersonating an individual,
personality, celebrity or organization. Both BBC
SM and BBC NE-R datasets are balanced datasets,
as one fake news article is generated for each true
news article. Table 3 presents the characteristics
of our experimental datasets. We also curate a real
fake news dataset by manually collecting the Hindi
language real fake news under circulation from dif-
ferent digital platforms such as Facebook, Twitter,
Reddit, Koo . For true news articles, news articles
from reputed media houses were collected.

5.2 Experimental setups

The details of experimental hyperparameters are
presented in appendix section A.

5.3 Baseline

This study considers hierarchical encoding-based
studies (Hierarchical Discourse level Structure
Learning) HDSF (Karimi and Tang, 2019a) (At-
tentive Hierarchical Dual Encoder) AHDE (Yoon
et al., 2019)(Graph-based Hierarchical Dual En-
coder) (Yoon et al., 2021) GHDE, HoBERT (Hierarchy
over BERT) (Kumar et al., 2023) and HeLSTM (hi-
erarchical encoding using LSTM) (Kumar et al.,
2023) as hierarchical encoding-based methods
from literature to study the response of hierarchical
encoding-based methods over datasets of differ-
ent nature. Similarly, we consider summarization-
based methods GFND (Graph-based Fake News
Detection using a summarization) (Kim and Ko,
2021b,a) and dual summarization base method
MADS (Multi-head Attention-based Dual Summa-
rization) (Kumar et al., 2022) to study the response

9Named entity example

of summarization and dual summarization-based
methods over datasets of different nature. We also
consider baseline models BERT and RoBERT as de-
fined in studies (Kumar et al., 2022, 2023) as Bidi-
rectional Encoder Representations from Transform-
ers (BERT) (Devlin et al., 2019) encoding-based
baseline models. Our setting for BERT and RoBERT
baseline models is similar to as defined in stud-
ies (Kumar et al., 2022, 2023).

5.4 Results and discussion

Table 1 presents the performance baseline and pro-
posed models over datasets of different natures
from both the Hindi and English languages. All the
baseline models are grouped into three categories,
namely Encoding, Hierarchical, Summarization.
While inspecting the performance of the baseline
models across the datasets, the following interest-
ing observations can be made. From Table 1 it
is evident that among the encoding-based baseline
model RoBERT outperforms BiLSTM over SM,
NE-R, NELA, ISOT, and FNC datasets. From Ta-
ble 1, it is also evident that the performance of
hierarchical encoding-based models is superior to
the performance of summarization-based baseline
model over SM, NE-R dataset. In contrast, the per-
formance of summarization-based baseline model
models is superior to the performance of hierar-
chical encoding-based models of NELA and FNC
datasets. Relating such contradictory performance
of hierarchical encoding and summarization-based
models to characteristics of datasets, discussed in
subsection 5.1 it can be concluded that the nature
of datasets heavily influences the performance of
models. Motivated by such observations, we pro-
pose the Multiset Dual Summarization MDS model,
which combines both hierarchical encoding and
dual Summarization to take advantage of both hier-
archical encoding and dual summarization-based
approaches. From Table 1 it is evident that our pro-
posed model MDS outperforms both hierarchical
encoding and summarization-based baseline model
over SM, NELA, ISOT, and FNC datasets. Ta-
ble 2 presents the performance of models trained on
dataset curated using SM and NE-R methods using
BBC news corpus and tested over real fake news
datasets. From Table 2, it is evident that our hier-
archical encoding-based methods outperform sum-
marization and dual summarization-based studies.
However, our proposed model MDS outperforms
both hierarchical, summarization and dual Sum-
marization methods over real fake news datasets.

https://www.opindia.com/2020/12/muslims-pork-vaccine-fears-misinformation-fatwa-maulana-barkati-kolkata/


Table 1: Comparing the performance of models trained over synthetic dataset and tested over synthetic datasets only.
(i) Acc : indicates the accuracy, (ii) F indicates F-measure score. color indicates the best peromance.

BBC English

Models SM NE-R NELA - 17 ISOT FNC
Acc F Acc F Acc F Acc F Acc F

Encoding BiLSTM (Kumar et al., 2022, 2023) 0.840 0.839 0.926 0.926 0.555 0.550 0.990 0.990 0.616 0.504
RoBERT (Kumar et al., 2022, 2023) 0.894 0.893 0.983 0.982 0.615 0.613 0.996 0.996 0.664 0.583

Hierarchical AHDE (Yoon et al., 2019) 0.691 0.671 0.869 0.869 0.606 0.606 0.913 0.913 0.691 0.454
HDSF (Karimi and Tang, 2019b) 0.889 0.888 0.983 0.983 0.517 0.494 0.720 0.712 0.758 0.666

HoBERT (Kumar et al., 2023) 0.899 0.898 0.985 0.984 0.635 0.634 0.991 0.991 0.686 0.632
RaSHE (Kumar et al., 2023) 0.909 0.908 0.985 0.984 0.652 0.652 0.999 0.999 0.805 0.805

Summarization GFNDS (Kim and Ko, 2021b,a) 0.514 0.502 0.505 0.504 0.533 0.532 0.998 0.998 0.878 0.837

MADS
(

BiLSTM
)

(Kumar et al., 2022) 0.898 0.897 0.934 0.934 0.63 0.628 0.984 0.984 0.971 0.963

MADS
(

BiLSTM
)

(Kumar et al., 2022) 0.851 0.850 0.505 0.496 0.641 0.640 0.998 0.998 0.969 0.960

Proposed MDS (α = 0.5, β = 0.5) 0.916 0.915 0.971 0.971 0.656 0.652 0.999 0.999 0.972 0.971
MDS (α = 0.25, β = 0.25) 0.922 0.911 0.975 0.975 0.657 0.656 0.999 0.999 0.973 0.974

Table 2: Comparing the performance of models trained over synthetic dataset and tested over real fake news
samples. (i) Acc : indicates the accuracy, (ii) T and F indicates F-measure score for True news and Fake news class
respectively. color indicates the best peromance.

SM NE-R

Model Acc T F Acc T F

BBC
BiLSTM (Kumar et al., 2022, 2023) 0.603 0.703 0.402 0.688 0.730 0.630
RoBERT (Kumar et al., 2022, 2023) 0.775 0.722 0.811 0.705 0.673 0.732

AHDE (Yoon et al., 2019) 0.699 0.572 0.768 0.691 0.723 0.650
HDSF (Karimi and Tang, 2019b) 0.473 0.640 0.022 0.673 0.694 0.649

HoBERT (Kumar et al., 2023) 0.783 0.734 0.817 0.753 0.691 0.794
RaSHE (Kumar et al., 2023) 0.640 0.631 0.648 0.756 0.692 0.799

GFNDS (Kim and Ko, 2021b,a) 0.500 0.667 0.502 0.500 0.666 0.498
MADS

(
BiLSTM

)
(Kumar et al., 2022) 0.691 0.590 0.752 0.516 0.643 0.249

MADS
(

BiLSTM
)

(Kumar et al., 2022) 0.716 0.643 0.765 0.500 0.666 0.498
MDS (α = 0.5, β = 0.5)) 0.861 0.861 0.860 0.682 0.680 0.549

MDS (α = 0.25, β = 0.25) 0.882 0.881 0.874 0.651 0.649 0.645

From such observations, it can be concluded that
combining both hierarchical encoding and dual
summarization based improved the performance
of the proposed model MDS over datasets of dif-
ferent natures. Also, our proposed model MDS is
effective in incongruent and fake news detection.

6 Conclusions and Future Works

This study proposes Multiset Dual Summarization
(MDS), which combines both hierarchical encod-
ing and dual summarization approaches to take
advantage of incongruent news detection. In our
proposed model, we initially acquire hierarchical
encoding of the news body. Subsequently, we di-
vide the sentences of the news body into four dis-
tinct sets: head positive, head negative, body posi-
tive, and body negative. The news body sentences
are placed into head positive and head negative
based on the similarity between the headline and
sentences of the news body. Similarly, the news
body sentences are placed into body positive and

body negative based on the similarity between the
sentences and an encoded representation of the full
news body. Subsequently, we obtain a summary
representative vector for each set and estimate the
similarity between the headline and summary rep-
resentative vectors for incongruent news detection.
We conducted experiments on datasets with vary-
ing characteristics, and our results indicate that our
proposed model surpasses existing state-of-the-art
baseline models. It efficiently detects both incon-
gruent and partially incongruent news articles.
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Hyperparameters

This study uses FastText (Grave et al., 2018) pre-
trained word embeddings to represent words in
the Hindi news article, and we used pre-trained
IndicBERT IndicBERT (Kakwani et al., 2020) to
encode sentences of news body, headline or news
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Table 3: Characteristics of Experimental Datasets

Dataset True Fake Total #Head #Body #Para #Sen

ISOT
Train 17083 18232 35315 9.438 244.325 3.799 16.955
Test 1726 1815 5313 9.377 236.379 3.729 16.606
Dev 2607 2706 3541 9.388 241.136 3.733 16.607

FNC
Train 40321 15161 55482 11.133 361.326 10.782 19.113
Test 11039 4038 15077 8.503 365.027 10.950 19.331
Dev 3533 1292 4825 11.174 363.417 10.916 19.203

NELA-17
Train 35710 35710 71420 10.558 551.923 13.494 26.649
Test 3151 3151 6302 10.529 566.921 13.851 27.526
Dev 3151 3151 6302 10.547 541.188 13.49 26.256

Split and Merge
Train 6242 3108 3134 7.427 383.64 5.756 21.851
Test 1734 882 852 7.455 376.84 5.369 21.145
Dev 694 2706 3541 9.388 241.136 5.713 22.407

NE-R
Train 6241 3128 3113 7.55 222.37 5.081 16.838
Test 1734 862 872 7.403 273.13 5.134 17.163
Dev 694 349 345 7.599 719.18 4.952 17.42

Real fake news - 3984 1992 1992 9.656 291.86 3.021 10.066

Table 4: Details of hyperparameters used to produce
results

Hyperparameters Values
Epoch 40
Batch Size 50
Word Embedding Dimension 300
Sentence Embedding Dimension 768
Learning Rate 0.01
Loss Function Cross Entropy
Number of Layers in MLP 2
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