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Abstract

Predicting child custody decisions post-divorce
is crucial but challenging due to numerous non-
numerical, text-based factors, particularly in
joint custody scenarios. This study presents the
Intermediate Self-Supervised Training (ISST)
method, a two-stage approach that classifies
document paragraphs using original rationale
labels before leveraging this to predict custody
at the document level. Achieving up to 90.57%
accuracy and notably, a 78.95% F1-score for
joint custody cases, it surpasses previous mod-
els by 13%. We further refine the model to
mitigate gender bias in the training data and
provide error estimations, enhancing fairness
and reliability. Our user-friendly online system
exemplifies our model’s applicability in out-of-
court dispute resolution, potentially reducing
time and financial strains for families in crisis.

1 Introduction

The principle of “best interests of the minor child”
serves as the keystone of judicial decision-making
in post-divorce custody matters. Nonetheless, the
definition and interpretation of this standard are
fraught with complexity. For example, Article
1055-1 of Taiwan’s Civil Code,1 which requires
judges to factor in the parent’s commitment and ap-
titude for the child’s protection and education when
determining custody. This, and similar statements
found in the Civil Code, are laden with unstruc-
tured, descriptive human language that makes pre-
cise prediction of judicial outcomes a challenging
endeavor.

The predictive challenge escalates when it comes
to joint custody awards, a vital yet relatively un-
common outcome in legal proceedings. Deciding
on sole custody—whether to grant it to the mother
or father—translates into a binary classification
problem, where it’s feasible to determine which

1https://is.gd/VDimZk

party is best suited for the child’s welfare, both the-
oretically and practically. Conversely, real-world
scenarios often entertain the possibility of joint
custody, which introduces a more complex ternary
classification task in machine learning terms. Ne-
glecting this dimension could result in overlooking
crucial factors when evaluating the child’s best in-
terest, consequently rendering the model ineffec-
tive for practical applications.

This work aims to devise a predictive machine
learning model that leverages the nuance and depth
of human language rationale, thus enhancing the
efficiency of public dispute resolution. We pro-
pose the Intermediate Self-Supervised Training
(ISST) method, built on expert-labeled training
data, which incorporates a two-stage training pro-
cess for custody’s ternary classification. In our
model, we’ve integrated 13 custody factors to bol-
ster its explainability for the public. The model’s
overall accuracy peaks at 90.57%, and in cases in-
volving joint custody, it attains an F1-score as high
as 78.95%, marking a 13% increase from previous
models. Keeping in view the ethical implications of
system deployment, we’ve also incorporated data
augmentation and model error estimation to miti-
gate potential gender bias and avoid misinterpre-
tation of predicted results. A user-friendly online
demo landing page is available2, offering users the
option to select inputs in either text format, cate-
gorical items, or both. By significantly reducing
the time and financial costs tied to legal processes,
our work offers a promising tool for out-of-court
dispute resolution.

2 Related Work

Over recent decades, the rise of Artificial Intel-
ligence (AI) applications has instigated transfor-
mative changes in all facets of human existence.
One such significantly impacted area is the judi-

2CustodiAI: https://demo-cjdp-aifr.
herokuapp.com/demo-home

https://is.gd/VDimZk
https://demo-cjdp-aifr.herokuapp.com/demo-home
https://demo-cjdp-aifr.herokuapp.com/demo-home
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cial sector, where researchers can leverage the vast
corpus of high-quality data from court judgments
to train ML models. Numerous studies have in-
vestigated applications utilizing data from legal
decisions across different countries (Sulea et al.,
2017; Luo et al., 2017; Kowsrihawat et al., 2018;
Malik et al., 2021). In most of these applications,
experts have labeled the data sources using either
categorical or numerical variables.

While initial AI explorations in the judicial
realm focused mainly on criminal cases, recent
trends indicate a broader scope. This includes the
adoption of Natural Language Processing (NLP)
techniques to analyze verdicts, exemplified by stud-
ies on judgments from the European Court of Hu-
man Rights (Aletras et al., 2016), and later refined
in subsequent works (Medvedeva et al., 2018). Fur-
thermore, efforts by researchers like Chen & Eagel
have contributed specialized datasets for unique
contexts such as asylum adjudication (Chen and
Eagel, 2017).

Despite the progress made in the field, Legal
Judgment Prediction (LJP) faces several challenges,
including the issue of AI model predictions’ asym-
metry in distinguishing positive and negative out-
comes (Valvoda et al., 2023). This discrepancy
is prevalent even with the emergence of models
that simulate real-world court processes and hu-
man judge decision-making, indicating the com-
plexity of the problem. Notably, models utilizing
supervised contrastive learning frameworks have
demonstrated their ability to differentiate between
similar law articles and charges, mirroring the an-
alytical skills of real-world judges (Zhang et al.,
2023). However, there are still concerns regarding
the occasional shortcomings of LJP models, par-
ticularly in accurately identifying nuanced critical
events (Feng et al., 2022). To address this issue,
the Event-based Prediction Model (EPM) focuses
on capturing detailed information about specific
events, providing a potential solution to enhance
the performance of LJP models (Feng et al., 2022).

Our research focuses on analyzing child custody
outcomes within the field of family law. While
models developed by Long et al. show promising
results when applied to carefully curated divorce
datasets (Long et al., 2019), they may struggle to
capture the complexities of real-world situations.
Predicting court judgment outcomes, particularly
in cases involving child custody, is a complex en-
deavor. The diverse range of potential outcomes,

including shared custody arrangements and sole
custody allocations, adds an additional layer of in-
tricacy to the prediction process. This multifaceted
landscape presents challenges when it comes to
deploying machine learning models in public do-
mains.

The significance of predicting legal outcomes
extends beyond academic realms. As our research
demonstrates, there is a critical demand for accu-
rate prediction models, particularly in intricate sit-
uations such as post-divorce child custody. To ad-
dress this need, we propose the implementation of
the Intermediate Self-Supervised Training (ISST)
method. This approach aims to enhance the relia-
bility, fairness, and robustness of custody outcome
predictions.

3 Data Preparation

We sourced court verdicts for this study from the
Open Data of Taiwan Judicial Yuan(Taiwan Judi-
cial Yuan, 2018), spanning January 1, 2015, to
December 31, 2017. Using three keywords: “di-
vorce”, “discretion”, and “the best interests of the
child”, we filtered unrelated verdicts, yielding a col-
lection of 1,343 cases related to post-divorce child
custody. After expert manual examination and la-
beling, we identified 529 cases where both parents
sought custody. The court judgments fell into three
categories: sole custody to the plaintiff (252 cases),
sole custody to the defendant (184 cases), and joint
custody (93 cases). We used ’plaintiff’ and ’de-
fendant’ instead of ’father’ and ’mother’ to avoid
potential gender bias in the data.

3.1 Rationale Paragraphs

Court judgment rationales, derived solely from the
judge-authored text in verdicts, were labeled and
classified into four categories related to custody
decisions: “favorable to plaintiff (FP)”, “unfavor-
able to the plaintiff (UP)”, “favorable to defendant
(FD)”, and “unfavorable to the defendant (UD)”.
Each rationale ranged from 20 to 200 Chinese char-
acters. Importantly, to avoid potential gender bi-
ases, plaintiffs’ and defendants’ genders were not
labeled in the dataset. Below are examples of the
four types of paragraphs labeled in our dataset:
(1) An FP rationale:

The plaintiff has stable parenting capacities, par-
enting time, a caring environment, educational
planning, and a high motivation to obtain custody.
(2) A UP rationale:
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The plaintiff, during this marital relationship,
was incarcerated due to drug charges during preg-
nancy, which indicates an improper parental atti-
tude and inability to provide a stable and positive
child-raising environment.
(3) An FD rationale:

The child has resided with the defendant for
an extended period without any negative circum-
stances in the living environment and parental sup-
port system.
(4) A UD rationale:

The defendant is employed as a university lec-
turer and also teaches a baking class, resulting in
a weaker parental bond due to the distant family
relationship.

In this study, we have labeled 4,153 paragraphs,
encompassing 1,637 paragraphs favorable to the
plaintiff, 423 unfavorable to the plaintiff, 1,475
favorable to the defendant, and 618 unfavorable to
the defendant.

3.2 Custody Factors

In addition to the rationale paragraphs, we labeled
13 factors relevant to custody decisions. These
factors, derived from Article 1055-1 of the Civil
Code in Taiwan and previous studies, include: (1)
Child’s Age, (2) Child’s Willingness, (3) Child’s
Development, (4) Parent’s Occupation, (5) Parent’s
Financial Status, (6) Parent’s Health Status, (7) Par-
ent’s Character, (8) Parent’s Living Condition, (9)
Primary Caregiver, (10) Parent’s Willingness and
Capability, (11) Parent’s Friendliness to the Other
Parent, (12) Parent-Child Affection, (13) Support-
ing System.

Upon examining all the verdicts in our dataset,
we found that almost all the factors mentioned by
judges regarding child custody decisions could be
classified into the aforementioned 13 factors. For
instance, the sample FP paragraph provided in the
previous subsection could also be labeled by Par-
ent’s Willingness and Capability. Notably, there
were cases where a paragraph was labeled with
more than one factor due to the complex descrip-
tions in verdicts.

4 System Description

The backbone of our system is the ISST model, a
two-stage BERT-based model used for predicting
child custody. The initial stage is a self-supervised
training stage using rationale labels for paragraph
classification, followed by the second stage, which

Figure 1: The diagram shows the different stages in-
volved in developing a pre-trained model. During the
pre-training phase, the model is trained on general cor-
pora. In the inter-training phase, the Lawformer(Xiao
et al., 2021) (illustrated in Path 2 of the figure) is in-
troduced to data specific to the target domain and is
trained to employ the Masked Language Model (MLM)
approach. On the other hand, the method advanced
by Shnarch, Eyal, et al. (Shnarch et al., 2022) (repre-
sented in Path 3 of the figure) as well as our proposed
ISST(path 4 of the figure) exclusively utilize the dataset
associated with the target task, devoid of data from other
related domains, focusing on classification tasks.

is supervised fine-tuning on our target task. This
stage utilizes the encoder weights produced by the
initial stage. Figure 1 compares our approach with
previous methods.

4.1 First Stage: Intermediate Self-Supervised
Training

Fine-tuning pre-trained BERT (Kenton and
Toutanova, 2019) word vectors is a standard prac-
tice for contemporary NLP tasks. However, perfor-
mance can vary greatly for task-specific datasets.
To improve prediction accuracy for judicial deci-
sions regarding child custody, we propose a self-
supervised, intermediate task training method that
aligns learned features more closely with our final
goal.

While BERT’s pre-trained word vectors are gen-
eralized, they may not be sufficiently precise for
specialized tasks. We convert the original input
features into an intermediate training target, en-
abling the model to learn representations more rel-
evant to the task at hand. Although the accuracy
of the final task can be enhanced through a super-
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vised learning method with different data (Guru-
rangan et al., 2020) or an unsupervised learning
method (Shnarch et al., 2022), these approaches do
not correlate strongly with the final task.

In contrast, our method involves training ratio-
nale paragraphs to be classified by their inherent
attributes (Favorable or Unfavorable), which are
highly correlated with the target task sentences, al-
beit not identical. In the first stage of training, it’s
crucial to ensure a balanced proportion of ’Favor-
able’ and ’Unfavorable’ rationale paragraphs. An
imbalance in the dataset can introduce biases dur-
ing the intermediate fine-tuning, which might ad-
versely affect the subsequent target task fine-tuning.
Then, the encoder weights thus obtained are used
for the target task, which is the ternary classifi-
cation of child custody using "effective verdicts".
This intermediate task training is essentially a self-
supervised learning approach that maps the input
data (rationale paragraphs) onto the intrinsic at-
tributes of the "effective verdicts". However, these
attributes, despite their high correlation, might not
yield optimal results when directly applied to pre-
dict child custody. As such, we leverage the result-
ing embedding weights of the rationale paragraphs
instead of the original BERT word vectors for the
second training stage.

4.2 Second Stage: Target Task Fine-Tuning

In the second stage, we add an initialized classifier
layer on top of the BERT model, well-trained from
the previous stage. We structure the input data
as: D = {(p(FP ), p(UP ), p(FD), p(UD))i, yi}Ni=1,
corresponding to rationale paragraphs Favor-
able to the Plaintiff (FP), Unfavorable to
the Plaintiff (UP), Favorable to the Defen-
dant (FD), and Unfavorable to the Defendant
(UD). This input tuple is then mapped onto
one of three judicial decision outcomes: y ∈
{Plaintiff,Defendant,BothParties}.

To utilize the cross-attention module in BERT,
facilitating the fusion of fine-grained information
within the paragraphs and their rationale and factor
labels, we design the following prompt for each
input item pji with j ∈ {FP,UP, FD,UD} to the
BERT model:

pji = [CLS] f j
i [SEP] rji [SEP].

In this formulation, rji represents the rationale
paragraph favorable/unfavorable to the plain-
tiff/defendant, and f j

i follows the form: “The party
has [Sentiment] factors for [Factors]”. The “Fac-

tors” slot is populated with Chinese words describ-
ing previously mentioned factors such as Child’s
Age or Primary Caregiver, and the “Sentiment” slot
is populated with Chinese words that represent “Fa-
vorable” or “Unfavorable”.

This prompt significantly enhances the user inter-
face’s flexibility: users can decide their preferred
input style— rationale text only,rji , itemized factors
only,f j

i , or keeps both rji and f j
i as input. We also

augment only factors or rationale text data during
the training phase, so that the model can support
these three different inputs at the same time.

However, it’s worth noting that the longest in-
put sequence length accepted by BERTBASE is
only 512 tokens. The total length of the inputs
p(FP ), p(UP ), p(FD), p(UD) averages around 2549
tokens, meaning direct concatenation would result
in a significant loss of valuable information. To cir-
cumvent this, we propose an iterative solution for
this long text problem, as detailed in Algorithm 1:
we process the four input items (p(FP ), etc.) in
sequence through BERT, obtaining their respec-
tive [CLS] embedding vectors of 768 dimensions.
These embeddings are concatenated into a 3072-
dimension (= 768 × 4) vector representing the
“effective verdict”, which is then fed into the neural
network classifier to produce the final prediction
for child custody.

Algorithm 1 ISST algorithm
Input: ({p(FP ), p(UP ), p(FD), p(UD)}, y)
Output: Θ

1: Θ← Pre-trained from inter-training method.
2: V = {}
3: for each ({p(FP ), p(UP ), p(FD), p(UD)}, y) do
4: for j = {FP,UP, FD,UD} do
5: V = V ⊕ BatchNorm(BERT(pj))
6: end for
7: Obtain the predicted result
8: ŷ = argminy∗ ℓ(y∗|V )
9: Update the network via the gradient

10: ∇GL((y∗|V ))
11: end for

5 Evaluation

In this section, we employ a 5-fold cross-validation
approach to compare the performance of our ISST
method with three other methods. Figure 1 high-
lights the differences among these techniques. The
first method is the standard BERT (Kenton and
Toutanova, 2019) model, which relies only on pre-
trained encoder weights and excludes intermediate
training. The second method, Lawformer(Xiao
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Sole Custody (Binary) Sole Custody & Joint Custody (Three Categories)
Accuracy F1(P ) F1(D) Accuracy F1(P ) F1(D) F1(B)

BERT 95.91±1.54 96.53±1.41 94.93±1.68 83.77±4.48 92.73±1.75 85.24±5.15 53.12±10.55
Lawformer 94.55±0.85 95.35±0.92 93.29±0.84 85.38±4.36 92.06±2.37 89.25±4.95 51.94±10.64
Cluster 97.73±1.44 98.02±1.28 97.3±1.72 85.85±3.3 95.74±1.62 84.62±6.01 65.00±3.77
ISST (Proposed) 98.85±2.43 99.18±2.1 98.63±2.89 90.57±3.07 95.83±1.71 89.74±3.69 78.95±7.7

Table 1: Experimental results under different task settings.

et al., 2021), involves intermediate training with
Masked Language Model (MLM) tasks before fine-
tuning. The third method, Cluster (Shnarch et al.,
2022), employs an intermediate unsupervised learn-
ing approach for training.

Our analysis begins with the prediction results
for sole custody cases, which involve binary classi-
fication, with custody awarded either to the Plaintiff
or the Defendant. For these predictions, we utilize
both rationale paragraphs and custody factors as
input features. As Table 1 illustrates, our ISST ap-
proach demonstrates superior performance in terms
of accuracy (Acc.) and F1-scores for both Plaintiff
(F1(P )) and Defendant (F1(D)).

Table 1 extends the comparison to include cases
involving both sole custody and joint custody. This
extends the problem to a ternary classification task,
with custody awarded to the plaintiff, to the defen-
dant, or to both parties. Our ISST model’s over-
all accuracy exceeds 90%, outperforming all other
models by at least 5%. When comparing the F1-
scores of the three classes, our model again secures
the highest scores. The most significant difference,
exceeding 27%, is observed in the cases of joint
custody. This demonstrates that our ISST model
significantly improves the prediction of child cus-
tody when joint custody is a potential outcome.

It is important to note that we also modified
the task of Intermediate Self-Supervised Training
(ISST) from determining the favorability or unfa-
vorability of a rationale paragraph to identifying
the specific custody factor to which the paragraph
relates among the 13 available factors. Following
this modification, we observed a decline in the per-
formance of the ISST (specifically, the accuracy
for predictions related to Sole Custody & Joint
Custody was 83.46%, which is similar to the base-
line performance achieved by simply fine-tuning
BERT). This outcome aligns with the fact that when
judges make custody rulings, they address the fa-
vorable/unfavorable conditions much more than
which custody factors presented by each party in a
holistic manner for their final decision.

This instructive result indicates that the purpose
of the intermediate task should be to serve as a
bridge between the pre-trained BERT and the dis-
tinct objectives of the target task. By integrating
a task with a high correlation to the target during
intermediate training, the expressiveness of BERT
for the target task can be enhanced. Therefore, the
careful selection of a task with a higher correlation
to the target task for ISST is pivotal to optimizing
the performance of the target task.

6 System

6.1 Ethical Considerations for System
Deployment

Before deploying our ISST model, trained on real-
world cases for public use, it’s crucial to address
potential ethical issues, particularly gender bias.
Our labels "plaintiff" and "defendant", rather than
"father" and "mother", might imply gender neutral-
ity, but our dataset of 529 cases shows imbalance:
fathers filed 42.34% and mothers 57.66% of the
cases. Since only 19.64% of fathers and 68.20%
of mothers were granted sole custody, gender bias
may unintentionally manifest in our model.

To counter this, we’ve augmented the data by in-
terchanging plaintiffs and defendants’ features and
outcomes in sole custody cases, creating a larger,
gender-balanced dataset. Consequently, our bal-
anced ISST model retains its accuracy while reduc-
ing the potential gender bias, enhancing its public
application reliability.

In addition, We’ve also integrated an error esti-
mation method using token-level perturbations on
rationale statements, repeated 100 times on 5 differ-
ently seeded models. This yields 500 predictions,
the standard deviation of which indicates predic-
tion reliability. It is interesting to find that dom-
inant probabilities (P>80%) typically have mini-
mal errors (<5%), whereas tight contests (P<50%)
show larger errors (>24%), suggesting users either
provide additional information or ignore results.
To offer users a more intuitive understanding of
the trustworthiness of a given prediction, we trans-
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Figure 2: Screenshot of the proposed CustodiAI.

late this error estimation into a confidence value
(0-1) using the formula confidence = e−k∗std.
Based on our tests, we classify confidence values
above 77.88% as ’high’, below 30.11% as ’low’,
and those in between as ’moderate’.3

This adaptive adjustment helps avoid user mis-
interpretation of our system’s outputs, boosting its
trustworthiness and paving its way as a reliable AI
solution for public use.

6.2 Demonstration

In this section, we showcase the functionality of
the Intermediate Self-Supervised Training (ISST)
system. Figure 2 shows the screenshot of the pro-
posed CustodiAI. Additional details can be found
in the accompanying demo video4.

To simplify the user experience, we allow inputs
of either rational statements or relevant custody
factors. Sample statements based on court rulings
are provided to help users articulate their cases
effectively. Users can then select and adjust these
templates to best fit their circumstances.

3We empirically chose k=5 in the formula confidence =
e−k∗std to accentuate differences within the most common
standard deviation range (0-0.24) in the testing dataset. Confi-
dence thresholds of 30.11% and 77.88% were defined based
on the confidence scores calculated from the first (q1) and third
(q3) standard deviation quartiles, respectively, to delineate low,
moderate, and high confidence levels.

4Demo video: https://reurl.cc/1eo9AV

Contrary to most other comparable systems that
only offer a single most probable result, our in-
terface displays a violin plot of 500 predictions,
indicating possible outcomes and their associated
error estimations. A summary of the most probable
judgment and its confidence level is displayed at
the bottom right.

By pairing visually engaging prediction distri-
butions with confidence scores, we can empower
users to make informed decisions. The interac-
tive interface’s simplicity and flexibility deepen
understanding of AI predictions, fostering trust and
engagement. This approach helps offset possible
model bias, reinforcing our system as a reliable
public tool.

7 Conclusion

Our study introduces the novel Intermediate Self-
Supervised Training (ISST) method for predicting
complex child custody decisions, significantly im-
proving upon previous models with an accuracy up
to 90.57% and an F1-score of 78.95% in joint cus-
tody cases. We’ve ensured fairness and reliability
by mitigating gender bias in the training data and
providing error estimations for the predicted results.
This work offers a tangible, user-friendly solution
for out-of-court dispute resolution, marking a sig-
nificant stride towards more efficient, accurate, and
fair decision-making in child custody disputes.

https://reurl.cc/1eo9AV
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Limitations

The limitation of our method stays in the form of
the original data: it has to contain rationale para-
graphs with proper inner attribute labeling so that
the intermediate self-supervised training can be
applied. This type of input feature may not be
available for other types of text and hence limits
the application of our model. Furthermore, since
these rationale paragraphs are originally written by
judges, layman users of our system may not be able
to generate the same type of writing for their input
information, reducing the accuracy of the custody
prediction when applied to the public.
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