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Abstract

Influencer marketing involves a wide range
of strategies in which brands collaborate with
popular content creators (i.e., influencers) to
leverage their reach, trust, and impact on their
audience to promote and endorse products or
services. Because followers of influencers
are more likely to buy a product after receiv-
ing an authentic product endorsement rather
than an explicit direct product promotion, the
line between personal opinions and commer-
cial content promotion is frequently blurred.
This makes automatic detection of regulatory
compliance breaches related to influencer ad-
vertising (e.g., misleading advertising or hid-
den sponsorships) particularly difficult. In
this work, we (1) introduce a new Twitter
(now X) dataset consisting of 15, 998 influ-
encer posts mapped into commercial and non-
commercial categories for assisting in the auto-
matic detection of commercial influencer con-
tent; (2) experiment with an extensive set of
predictive models that combine text and vi-
sual information showing that our proposed
cross-attention approach outperforms state-of-
the-art multimodal models; and (3) conduct
a thorough analysis of strengths and limita-
tions of our models. We show that multimodal
modeling is useful for identifying commercial
posts, reducing the amount of false positives,
and capturing relevant context that aids in the
discovery of undisclosed commercial posts.1

1 Introduction

Social media influencers are content creators who
have established credibility in a specific domain
(e.g., fitness, technology), are sometimes followed
by a large number of accounts and can impact
the buying decisions of their followers (Keller and
Berry, 2003; Brown and Hayes, 2008; Nandagiri
and Philip, 2018; Lee et al., 2022). Influencer mar-
keting (i.e., promoted content via influencer posts

1Data and code are available at https://github.com/d
anaesavi/micd-influencer-content-twitter

Commercial: For a truly beautiful and
delicate summer fragrance you have to
try @USER’s newest scent.

Non-commercial: So that’s tonight’s
dinner, tomorrow’s lunch, dinner &
inbetweenies sorted.

Figure 1: Commercial and non-commercial tweets in
our dataset.

in social media) has gained popularity as an alter-
native to traditional advertising (e.g., magazines,
television, billboards) and mainstream digital mar-
keting such as pop-up and platform ads (Leerssen
et al., 2019; Nandagiri and Philip, 2018; Lou et al.,
2019; Jarrar et al., 2020; Fang and Wang, 2022)
for reaching a larger and more targeted audience
(Gross and Wangenheim, 2018).

Influencer marketing is dominated by native ad-
vertising where there is no obvious distinction
between commercial (i.e., content that is mone-
tized) and non-commercial content such as personal
thoughts, sentiment and experiences (Chia, 2012).
Even though the disclosure of commercial content
(via keywords such as #ad, #sponsored) by influ-
encers has become a requirement in some countries
due to consumer protection obligations,2 identify-
ing commercial content in influencer posts is chal-
lenging in practice because (1) disclosure guide-
lines are not always followed, e.g., not including
or hiding standard disclosure terms3(Wojdynski,
2016; Boerman and van Reijmersdal, 2016; Mathur
et al., 2018; Alassani and Göretz, 2019; De Gre-
gorio and Goanta, 2020); and (2) brand cues (i.e.,
elements that may affect buying behavior) may ap-
pear in different modalities such as text, images

2
https://icas.global/advertising-self-regulat

ion/influencer-guidelines/
3Only about 10% of affiliate marketing content on Pinterest

and YouTube contains any disclosures (Mathur et al., 2018).

https://github.com/danaesavi/micd-influencer-content-twitter
https://github.com/danaesavi/micd-influencer-content-twitter
https://icas.global/advertising-self-regulation/influencer-guidelines/
https://icas.global/advertising-self-regulation/influencer-guidelines/
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or both (Sánchez Villegas et al., 2021). Figure
1 shows an example of a commercial and a non-
commercial post. Both examples appear to include
products, however only the top example is com-
mercial. This makes it difficult for the users to
distinguish between paid promotion and personal
opinions.

Therefore, automatically detecting whether an in-
fluencer’s post involves paid promotion of products
or services is of utmost importance for addressing
issues related to transparency and regulatory com-
pliance, such as misleading advertising or undis-
closed sponsorships in large scale (Mathur et al.,
2018; Evans et al., 2017; Wojdynski et al., 2018;
Ducato, 2020; Ershov and Mitchell, 2020). Pre-
vious work on identifying influencer commercial
content has focused on analyzing user features (e.g.,
popularity and engagement) and network character-
istics of influencers (Zarei et al., 2020; Kim et al.,
2021b), while the use of language and its relation-
ship to images has not been explicitly explored.

In this work, we present a new expert annotated
Twitter (now X) dataset and an extensive empirical
study on influencer multimodal content focused on
analyzing the contribution of text and image modal-
ities to commercial and non-commercial posts. Our
main contributions are as follows:

• We present a large publicly available dataset
of 14, 384 text-image pairs and 1, 614 text-
only influencer tweets written in English.
Tweets are mapped into commercial and non-
commercial categories;

• We benchmark an extensive set of state-of-
the-art language, vision and multimodal mod-
els for automatically identifying commercial
content, including prompting large language
models (LLMs);

• We propose a simple yet effective cross-
attention multimodal approach that outper-
forms all text, vision and multimodal models;

• We conduct a qualitative analysis to shed light
on the limitations of automatically detecting
commercial content, and provide insights into
when each modality is beneficial.

2 Related Work

2.1 Computational Studies on Influencers
Previous work has analyzed the characteristics of
influencers on social media platforms such as Twit-

ter (Huang et al., 2014; Lagrée et al., 2018; Han
et al., 2021), Instagram (Kim et al., 2017, 2021a;
Fernandes et al., 2022) and Pinterest (Gilbert et al.,
2013; Mathur et al., 2018). Kim et al. (2017) in-
vestigate the social relationships and interactions
among influencers while Kim et al. (2021a) explore
the audience loyalty and content authenticity. On
Twitter, Lagrée et al. (2018) leverage social net-
work analysis to discover influencers that achieve
high reach on advertising campaigns and Han et al.
(2021) study the relationships among fashion influ-
encers to understand who they follow, mention, and
retweet. Using posts from Pinterest and YouTube,
Mathur et al. (2018) examine whether influencers
comply with advertising disclosure regulations and
show that while influencer commercial content has
increased over the years, its disclosure remains lim-
ited.

2.2 Data Resources for Influencer Content
Analysis

Datasets for analyzing influencer content have been
developed to analyze the influencers’ impact on
spreading information (Han et al., 2021), categoriz-
ing influencers into different domains, e.g., fashion,
beauty (Kim et al., 2020), and analyzing the char-
acteristics of branded content (Yang et al., 2019).
Yang et al. (2019) introduce a dataset to study how
influencers mention brands in their posts. They
collect 800K Instagram posts from 18K influencers
that explicitly mention (@mention) a brand, and
characterize them as sponsored or non-sponsored
using three sponsorship indicators: #ad, #spon-
sored, #paidAD.

Datasets for analyzing commercial content
shared by influencers have been developed by Zarei
et al. (2020) and Kim et al. (2021b). Zarei et al.
(2020) present a dataset consisting of 35K Insta-
gram posts and 99K stories (i.e., posts that dis-
appear after 24 hours) from 12K influencers and
use an LSTM model (Hochreiter and Schmidhuber,
1997) to identify whether a post is sponsored or
not. Kim et al. (2021b) develop a dataset of 38K in-
fluencer posts that explicitly mention (@mention)
a brand. Similar to Yang et al. (2019), they label
these posts as sponsored if they contain at least one
of three sponsorship indicators: #ad, #sponsored,
#paidAD. They propose an attention-based neural
network model to classify posts as sponsored or
non-sponsored.
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Dataset
Publicly
Available

Posts w/o
brand

mentions

Human
Annotation

Keyword
Matching

No. of
Commercial
Keywords

Platform Modality
Time

Range
Domains

Han et al. (2021) 7 7 7 7 0 Twitter Text not specified fashion

Zarei et al. (2020) 7 3 7 3 7 Instagram Text
Jul 2019 -
Aug 2019

not specified

Yang et al. (2019) 7 7 7 3 3 Instagram Text & Image not specified not specified
Kim et al. (2021b) 3 3 7 3 3 Instagram Text & Image not specified not specified

Kim et al. (2020) 3 7 7 3 1 Instagram Text & Image
Oct 2018 -
Jan 2019

beauty, family, food,
fashion, pet, fitness,
interior, travel,

MICD (Ours) 3 3 3 3 26 Twitter Text & Image
Jan 2015 -
Aug 2021

beauty, travel, food
fitness, technology,
lifestyle

Table 1: A comparison of existing datasets for influencer content analysis

Limitations of existing resources Table 1 com-
pares existing datasets for analyzing influencer con-
tent. We observe that current datasets have only
used a limited set of keywords (e.g., #ad) for iden-
tifying posts with commercial content (seven or
less). While some datasets include only text con-
tent (Zarei et al., 2020), others focus only on posts
that explicitly mention (@mention) a brand (Yang
et al., 2019; Kim et al., 2021b). In contrast to prior
datasets for analyzing influencer commercial con-
tent that use Instagram, we use Twitter because it
is a text-first platform and has rapidly increased in
popularity as a tool for influencer marketing. For
instance, 49% of Twitter users say that they have
made a purchase as a direct result of a Tweet from
an influencer.4

3 Multimodal Influencer Content
Dataset (MICD)

We present a new multimodal influencer content
dataset (MICD) consisting of Twitter posts mapped
into commercial and non-commercial classes.

3.1 Retrieving Candidate Influencers
To map tweets into these two classes, we first need
to identify candidate influencers on Twitter. We
look for candidate accounts in six different do-
mains (i.e., Beauty, Travel, Fitness, Food, Tech
and Lifestyle) to ensure thematic diversity. The do-
mains related to ‘Beauty’, ‘Fitness’, ‘Travel’ and
‘Lifestyle’ are among the most popular in Twit-
ter,5 while Food and Tech have recently gained
attention (Alassani and Göretz, 2019; Weber et al.,
2021). To retrieve influencers, we query for ac-
counts that contain domain-specific keywords in

4
https://blog.twitter.com/en_us/a/2016/new-r

esearch-the-value-of-influencers-on-twitter
5
https://influencermarketinghub.com/influence

r-marketing-benchmark-report-2021/

their bios (e.g., beauty vlogger, travel influencer,
lifestyle blogger, food writer) as influencers tend
to provide such information in profile descriptions
(Kim et al., 2020).6 We collect all available image-
text tweets written in English from each account
using the Academic Twitter API.7 Duplicate tweets
with identical text are removed.

3.2 Keyword-based Weak Labeling
We initially use a keyword-based strategy to au-
tomatically map posts into the commercial and
non-commercial categories (i.e., weak labeling).
This is suitable in a real-world scenario of an auto-
matic regulatory compliance system with limited
resources for manually labeling all available posts
(Zarei et al., 2020; Kim et al., 2021b).

Commercial Commercial tweets include content
that promotes or endorses a brand or its products
or services, a free product or service or any other
incentive. Thus, we extract keywords strongly as-
sociated with influencer marketing following the
official guidelines provided by the Federal Trade
Commission (FTC, 2019) in the US, and the Ad-
vertisements Standards Authority and Competition
and Markets Authority in the UK (CMA, 2020).
These guidelines contain lists of keywords to appro-
priately disclose commercial content. In this work,
we considerably extend the keyword lists (extended
and verified by members of a national consumer
authority) to not only include recommended spon-
sorship disclosure terms (e.g., #ad, #sponsored),
but also terms that are relevant to different business
models (i.e., market practices based on the obli-
gations of the parties) such as gifting (e.g., #gift,
#giveaway), endorsements (e.g., #ambassador) and

6Influencer accounts were manually validated to ensure
bots are not included.

7
https://developer.twitter.com/en/products/tw

itter-api

https://blog.twitter.com/en_us/a/2016/new-research-the-value-of-influencers-on-twitter
https://blog.twitter.com/en_us/a/2016/new-research-the-value-of-influencers-on-twitter
https://influencermarketinghub.com/influencer-marketing-benchmark-report-2021/
https://influencermarketinghub.com/influencer-marketing-benchmark-report-2021/
https://developer.twitter.com/en/products/twitter-api
https://developer.twitter.com/en/products/twitter-api
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Domain Accounts
Beauty 22
Travel 22
Fitness 15
Food 22
Tech 20
Lifestyle 31
Total 132

Table 2: Number of influencer accounts by domain

affiliate marketing (e.g., #aff, discount code). A
complete list of keywords can be found in Appx.
A. We label as commercial all tweets containing at
least one of the influencer marketing keywords ex-
cluding tweets where the keyword is negated (e.g.,
not ad, not an ad). To avoid data leakage in the
experiments, we remove all of the keywords used
for data labeling (see Sec. 5.1) from the posts after
labeling them. As a result, our models can identify
commercial content without the use of such terms
(see Sec. 4).

Non-commercial Non-commercial posts refer to
organic content such as personal ideas, comments
and life updates that do not aim for monetiza-
tion. Thus, all tweets that do not include any of
the keywords presented above are considered non-
commercial. To balance the dataset, we sample
non-commercial posts weighted according to the
number of commercial tweets for each account.

3.3 Data Splits

Text-Image Sets We split the tweets into train,
dev and test sets at the account level (i.e., tweets
included in each split belong to different accounts)
to ensure that models can generalize to unseen in-
fluencer accounts and prevent information leakage
in our experiments.

Text-only Test Set We further collect text-only
posts from influencer accounts in the test set. We
sample text-only tweets according to the number
of tweets for each influencer account in the test set,
resulting in a total of 1, 614 text-only tweets. This
is done to account for cases where only text content
is provided.8

3.4 Human Data Annotation

To ensure a high quality data set for evaluation, we
use human annotators for labeling all tweets in both

8Note that while text-only tweets are prevalent on Twitter,
image-only tweets are uncommon.

Split Non-commercial Commercial Total
Train 5,781 5,596 11,377 (79.1%)
Dev 789 783 1,572 (10.9%)
Test 689 746 1,435 (10%)
Total 7,259 7,125 14,384

Text-only Test 1,377 237 1,614

All 8,636 7,352 15,998

Table 3: Dataset statistics showing the number of
tweets for each split.

test sets (text-image and text-only test sets).9 Four
volunteer annotators from our institution, each with
a substantial legal background and knowledge of
advertising disclosure regulations labeled the test
dataset. A workshop was held to introduce the task
to the annotators, explain the annotation guidelines
and run a calibration round on a random set of 20
examples. All tweets in the test sets were labeled
by two different annotators as commercial, non-
commercial, or unclear (i.e., it is not clear whether
the post contains commercial content or not). In
cases of disagreement, a third independent anno-
tator assigned the final label (commercial or non-
commercial) after adjudication. Posts labeled as
unclear (15) are removed, as well as posts written
in other language than English (2).

The inter-annotator agreement between two an-
notations across all tweets is 0.78 Cohen’s-Kappa
(Cohen, 1960) that corresponds to the upper part of
the substantial agreement band (Artstein and Poe-
sio, 2008). Furthermore, the agreement between
the automatic weak labels and the resulting human
annotations is 0.67 Cohen’s-Kappa which corre-
sponds to substantial agreement and denotes weak
labels of good quality for model training.

Our final dataset contains 14, 384 text-image
pairs (7, 259 non-commercial and 7, 125 commer-
cial). Additionally, the text-only test set consists
of 1, 614 tweets (1, 377 non-commercial and 237
commercial). Table 3 shows the distribution of
commercial and non-commercial tweets by split.

3.5 Exploratory Analysis

Exploratory analysis of our dataset revealed that
influencer accounts in our dataset have between 8K
and 500K followers covering micro and macro in-
fluencers which are considered to create highly per-
suasive content (Kay et al., 2020). Table 2 shows
the number of influencer accounts per domain. In
average, each domain contains 22 accounts, and

9We received approval from the Ethics Committee of our
institution. Annotation guidelines can be found in Appx. B.
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all accounts have a minimum of 10 commercial
tweets. Finally, we observe a different label distri-
bution in text-image and text-only test splits. Text-
only test split is unbalanced with most posts man-
ually annotated as non-commercial (85.32% non-
commercial, 14.68% commercial). On the other
hand, text-image test set label distribution is bal-
anced (48.01% non-commercial, 51.99% commer-
cial). This highlights the use of visuals in influ-
encer marketing for effectively advertising prod-
ucts, which is consistent with findings in conven-
tional online advertising research (Mazloom et al.,
2016). It also emphasizes the multimodal nature of
the task.

3.6 Comparison with Related Datasets
Table 1 compares our dataset, MICD, to related
datasets for influencer content analysis (see Sec. 2).
Our dataset contains posts with and without explicit
(i.e., @USER) brand mentions from influencers of
different domains. We follow a similar approach
for weak labeling commercial posts as previous
work (Zarei et al., 2020; Kim et al., 2021b), but we
considerably extend the list of keywords following
relevant guidelines and experts feedback (see Sec.
3.2). Moreover, we include test sets with a total
of 3, 049 tweets annotated by experts in the legal
domain. We anticipate that this dataset will be
beneficial not only for this study, but also for future
influencer content analysis research.

4 Influencer Content Classification
Models

Given a social media post P (e.g., a tweet) consist-
ing of a text and image pair (L, I), the task is to
classify a post P into the correct category (com-
mercial or non-commercial).

4.1 Unimodal Models
Prompting We first experiment with prompting
Flan-T5 (Chung et al., 2022) and GPT-3 (Brown
et al., 2020). We use the following prompt: “La-
bel the next text as ‘commercial’ or ‘not commer-
cial’. Text: <TWEET>". We map responses to
the corresponding commercial or non-commercial
class and report results for each model (zero-shot).
We further experiment with few-shot prompting
by appending four randomly selected training ex-
amples10 (two examples from each class) before
each prompt (few-shot). We run this three times

10Appx. D includes the template we use for these prompts.

with a different set of examples and report average
performance.

Image-only Models We fine-tune two pre-
trained models that achieve state-of-the-art re-
sults in various computer vision classification
tasks by adding an output classification layer: (1)
ResNet152 (He et al., 2016) and (2) ViT (Dosovit-
skiy et al., 2020). ResNet uses convolution to aggre-
gate information across locations, while ViT uses
self-attention for this purpose. Both models are
pre-trained on the ImageNet dataset (Russakovsky
et al., 2015).

Text-only Recurrent Model Zarei et al. (2020)
propose a contextual Long-Short Term Memory
(LSTM) neural network architecture for identify-
ing posts in Instagram. Thus, we also experiment
with a similar bidirectional LSTM network with a
self-attention mechanism (Hochreiter and Schmid-
huber, 1997) to obtain the tweet representation that
is subsequently passed to the output layer with a
softmax activation function (BiLSTM-Att).

Text-only Transformers We fine-tune two pre-
trained transformer-based (Vaswani et al., 2017)
models for commercial posts prediction: BERT
(Devlin et al., 2019) and BERTweet (Nguyen et al.,
2020) by adding a classification layer on top of
the [CLS] token. BERTweet is a BERT based
model pre-trained on a large-scale corpus of En-
glish Tweets.

4.2 Multimodal Models
Text & Image Transformers We fine-tune
three multimodal transformer-based models:
MMBT (Kiela et al., 2019), ViLT (Kim et al.,
2021c) and LXMERT (Tan and Bansal, 2019).
MMBT uses ResNet and BERT as image and text
encoders respectively, ViLT uses a convolution-
free encoder similar to ViT, and LXMERT takes
object-level features as input (see Sec. 5.1). ViLT
and LXMERT are multimodally pre-trained on
visual-language tasks such as image-text matching
and and visual question answering.

Aspect-Attention Kim et al. (2021b) proposed
an aspect-attention fusion model to rank Instagram
posts based on their likelihood of including un-
declared paid partnerships. Thus, we repurpose
their model to identify commercial posts on Twit-
ter. Aspect-attention fusion consists of generating
a score for each modality by applying the atten-
tion mechanism across the image and text vectors.
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Then, the multimodal post representation is pro-
duced by computing a linear combination of the
score and the unimodal representations. The model
is fine-tuned by adding a fully-connected layer with
a softmax activation function (Aspect-Att).

ViT-BERTweet-Att We propose to combine
unimodal pretrained representations via cross-
attention fusion strategy so that text features can
guide the model to pay attention to the relevant im-
age regions. We use BERTweet to obtain contextual
representations of the text content L ∈ R

dL×mL ,
where L is the output of the last layer of BERTweet,
dL is the hidden size of BERTweet and mL is
the text sequence length. For encoding the im-
ages, we use the Vision Transformer pre-trained
on ImageNet (Russakovsky et al., 2015). We ob-
tain the visual representations of the image con-
tent I ∈ R

dI×mI , where I is the output of the
last layer of ViT, dI is the hidden size of ViT
and mI is the image sequence length. We pro-
pose to capture the inter-modality interactions us-
ing a cross-attention layer. Specifically, given L
and I , we compute the scaled dot attention with
L as queries, and I as keys and values as fol-
lows: Cross-Att(L, I) = softmax( [WQ

L][WK
I]T√

dk
)[WV

I],
where {WQ

,W
K
,W

V } are learnable parameters,
dk = d

L
= d

I , and Cross-Att(L, I) ∈ R
mL×dk

The multimodal representation vector h is ob-
tained by concatenating the ‘classification’ [CLS]L
token from L (output from the last layer of
BERTweet), and the [CLS]Att token from the out-
put of the cross-attention layer (Cross-Att(L, I)). In
this way, we leverage the text content of the in-
fluencer posts, and the relevant information from
the image content. We fine-tune the model on the
commercial content classification task by adding
a fully-connected layer with a softmax activation
function.11

5 Experimental Setup

5.1 Data Processing
Text For each tweet, we lowercase and tokenize
text using DLATK (Schwartz et al., 2017). We also
replace URLs and user @-mentions with place-
holder tokens following the BERTweet pipeline
(Nguyen et al., 2020). Emojis are replaced with
their corresponding text string, e.g thumbs_up.
Keywords used in the weak labeling process (Sec.
3.2) are removed from all commercial tweets.

11Figure 4 shows a diagram of the model.

Image Images are resized to (224 × 224) pixels
representing a value for the red, green and blue
color in [0, 255]. The pixel values are normalized
to [0 − 1]. For LXMERT, we extract object-level
features using Faster-RCNN (Ren et al., 2016) as
in Anderson et al. (2018) and keep 36 objects for
each image as in Tan and Bansal (2019).

5.2 Most Freq. Baseline and Evaluation

Most Freq. Baseline We assign the most fre-
quent label in the training set to all instances in the
test set.

Evaluation We evaluate all models using
weighted-averaged12 F1, precision, and recall to
manage imbalanced classes. Results are obtained
over three runs using different random seeds report-
ing average and standard deviation.

5.3 Implementation Details

We select the hyperparameters for all models using
early stopping by monitoring the validation loss.
We use the Adam optimizer (Kingma and Ba, 2014).
We estimate the class weights using the ‘balanced’
heuristic (King and Zeng, 2001). All experiments
(unless indicated) are performed using an Nvidia
V100 GPU with a batch size of 16.

Prompting We use one GPU T4 to obtain the
inference results from Flan-T5 (Chung et al., 2022)
model. We use the large version from HuggingFace
library (780M parameters) (Wolf et al., 2019). For
GPT-3 (Brown et al., 2020), we use the text-davinci-
003 model via the OpenAI13 Library. Prompt tem-
plates are included in Appx. D.

Image-only For ResNet152 (He et al., 2016), we
fine-tune for 1 epoch with learning rate η = 1e

−5

and dropout δ = 0.05 before passing the image rep-
resentation through the classification layer. We fine-
tune ViT (Dosovitskiy et al., 2020) for 3 epochs
with learning rate η = 1e

−5 and dropout δ = 0.05.
η ∈ {1e−3, 1e−4, 1e−5} and δ in [0, 0.5], random
search.

Text-only Recurrent Model For BiLSTM-Att
we use 200-dimensional GloVe embeddings (Pen-
nington et al., 2014) pre-trained on Twitter data.
The maximum sequence length is set to 50. The
LSTM size is h = 32 where h ∈ {32, 64, 100} with
dropout δ = 0.3 where δ ∈ [0, 0.5], random search.

12Macro-averaged results are included in Appx. C.
13
https://platform.openai.com/docs/

https://platform.openai.com/docs/
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We use Adam (Kingma and Ba, 2014) with learn-
ing rate η = 1e

−3 with η ∈ {1e−3, 1e−4, 1e−5},
minimizing the binary cross-entropy using a batch
size of 8 over 6 epochs with early stopping.

Text-only Transformers We fine-tune BERT
and BERTweet for 20 epochs and choose the epoch
with the lowest validation loss. We use the pre-
trained base-uncased model for BERT (Vaswani
et al., 2017; Devlin et al., 2019) from HuggingFace
library (12-layer, 768-dimensional) (Wolf et al.,
2019), and the base model for BERTweet (Nguyen
et al., 2020) with a maximal sequence length of
128. We fine-tune BERT for 1 epoch, learning rate
η = 1e

−5 and dropout δ = 0.05; and BERTweet for
2 epochs, η = 1e

−5 and δ = 0.05. For all models
η ∈ {2e−5, 1e−4, 1e−5} and δ ∈ [0, 0.5], random
search.

Text & Image Transformers We train
MMBT (Kiela et al., 2019) for 1 epoch and
η = 1e

−5 where η ∈ {1e−3, 1e−4, 1e−5} and
dropout δ = 0.05 (δ in [0, 0.5], random search)
before passing through the classification layer.
ViLT (Kim et al., 2021c) is fine-tuned for 4
epochs and η = 1e

−5, vision layers are frozen.
LXMERT (Tan and Bansal, 2019) is fine-tuned for
3 epochs with η = 1e

−5 and δ = 0.05.

Aspect-Attention and ViT-BERTweet-Att We
train Aspect-Attention and ViT-BERTweet-Att
with BERTweet as text encoder and ViT as im-
age encoder for 15 epochs and choose the epoch
with the lowest validation loss. Aspect-Attention:
1 epoch with η = 1e

−5 and δ = 0.05 and ViT-
BERTweet-Att 3 epochs with η = 1e

−5 and δ =
0.05 ; The dimensionality of the multimodal repre-
sentation is 768. η ∈ {1e−3, 1e−4, 1e−5} and δ in
[0, 0.5], random search.

6 Results

Table 4 presents the performance on commercial
and non-commercial influencer content prediction
of all predictive models on our new multimodal
influencer content dataset (MICD).

6.1 Unimodal Models
We first observe that the two image-only mod-
els obtain similar performance. Although both
models surpass Most Freq. baseline and Flan-T5
prompting, the text-only models (BiLSTM-ATT,
BERT and BERTweet) perform better than image-
only models. This corroborates results from pre-

Model F1 P R
Most Freq. 31.150.0 23.050.0 48.010.0

Prompting
Flan-T5 (zero-shot) 42.980.0 72.010.0 53.510.0

Flan-T5 (few-shot) 48.701.6 62.070.9 53.470.6

GPT-3 (zero-shot) 63.910.0 65.640.0 64.810.0

GPT-3 (few-shot) 69.571.5 71.692.1 70.010.8

Image-only
ResNet 59.590.5 59.850.5 59.600.5

ViT 60.811.3 61.580.9 61.021.2

Text-only
BiLSTM-Att∗ (Zarei et al., 2020) 66.100.7 66.480.8 65.150.7

BERT 74.320.6 75.010.6 74.430.7

BERTweet 76.340.3 76.800.3 76.450.3

Text & Image
ViLT 68.460.9 66.663.8 66.663.8

LXMERT 70.640.4 71.000.3 70.680.4

MMBT 73.580.4 73.790.6 73.590.4

Aspect-Att∗ (Kim et al., 2021b) 75.450.8 77.421.1 75.680.7

ViT-BERTweet-Att (Ours) 77.50‡
0.6 78.46†

0.5 77.61‡
0.6

Table 4: Weighted F1-Score, precision (P) and recall
(R) for commercial influencer content prediction. † and
‡ indicates statistically significant improvement (t-test,
p < 0.05) over BERTweet, and both BERTweet and
Aspect-Att respectively. ∗ denotes current state-of-the-
art models for influencer commercial content detection.
Subscripts denote standard deviations. Best results are
in bold.

Model F1 P R
BERTweet 76.340.3 76.800.3 76.450.3

ViT 60.811.3 61.580.9 61.021.2

ViT-BERTweet-Concat 76.340.9 78.100.5 76.540.8

ViT-BERTweet-Att (Ours) 77.500.6 78.460.5 77.610.6

Table 5: Comparison of each of the ViT-BERTweet-
Att components including the removal of the Cross-Att
layer (ViT-BERTweet-Concat). Subscripts denote stan-
dard deviations. Best results are in bold.

vious work in multimodal computational social
science (Wang et al., 2020; Ma et al., 2021) and
influencer content analysis (Kim et al., 2021b).
We further note that BERT-based models (BERT
and BERTweet) outperform GPT-3 prompting and
BiLSTM-Att models over 4% across all metrics.
Among the text-only models, BERTweet achieves
the highest performance with 76.34, 76.80 and
76.45 weighted F1, precision and recall respec-
tively.

6.2 Multimodal models

State-of-the-art pre-trained multimodal models,
ViLT and LXMERT fail to outperform text-only
transformers achieving only 68.46 and 70.64
weighted F1 respectively. This emphasizes the chal-
lenges for modeling multimodal influencer content.
Specifically, ViLT and LXMERT are pretrained
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on standard vision-language tasks including image
captioning and visual question answering (Zhou
et al., 2020; Lu et al., 2019) using data where text
and image modalities share common semantic re-
lationships. In contrast, social media advertising
frequently employs various types of visual and text
rhetoric (e.g., symbolism) to convey their message
with no obvious relationship between text and im-
age (Vempala and Preoţiuc-Pietro, 2019; Hessel
and Lee, 2020; Sánchez Villegas and Aletras, 2021).
Similar behavior is observed with MMBT which
obtains comparable performance to BERT. This
suggests it is more beneficial to use a text-only
encoder (BERTweet) that has been pre-trained on
the same domain, in this case Twitter, than fine-
tuning a more complex out-of-the-box multimodal
transformer model (e.g., ViLT, LXMERT, MMBT).

BERTweet and ViT are used by Aspect-Att (a
state-of-the-art model for influencer commercial
content prediction) and our model, ViT-BERTweet-
Att, to obtain text and visual representations.
However, only ViT-BERTweet-Att outperforms all
text- and image-only models (77.50, 78.46, 77.61
weighted F1, precision, and recall), indicating that
not only the choice of text and image encoders is
important, but so is the fusion strategy for effec-
tively modeling text-image relationships for identi-
fying influencer commercial content.

6.3 Ablation Study
To analyze the contribution of each component
of our ViT-BERTweet-Att in identifying commer-
cial posts, Table 5 shows the performance of
ViT, BERTweet, and ViT-BERTweet-Att with and
without the Cross-Att layer (see Sec. 4). ViT-
BERTweet-Att without the Cross-Att layer con-
sists of simply concatenating text and image vec-
tors (ViT-BERTweet-Concat). While the perfor-
mance of BERTweet and ViT-BERTweet-Concat
are comparable (BERTweet and ViT-BERTweet-
Concat weighted F1: 76.34), ViT-BERTweet-Att
(weighted F1: 77.50) outperforms BERTweet sug-
gesting the Cross-Att layer successfully captures
the relevant regions in images for identifying com-
mercial posts.

6.4 Text-only Test Set Evaluation
Finally, previous work on text-image classification
in commercial influencer content has only exper-
imented with fully paired data where every post
contains an image and text (Kim et al., 2021b).
However, this requirement may not always hold

Model F1 P R
Most Freq. 78.550.0 72.780.0 85.310.0

Flan-T5 (zero-shot) 81.020.0 80.410.0 84.880.0

Flan-T5 (few-shot) 82.220.5 81.720.6 83.560.6

GPT-3 (zero-shot) 77.260.0 85.120.0 73.790.0

GPT-3 (few-shot) 84.033.0 85.551.1 83.684.8

BERTweet 87.501.0 88.580.4 86.841.3

ViT-BERTweet-Att (Ours) 88.690.2 88.690.2 88.930.5

Table 6: Weighted F1-Score, precision (P) and recall
(R) for commercial influencer content prediction for
tweets containing text only. Subscripts denote standard
deviations. Best results are in bold.

since not all posts contain both modalities. Thus,
we further evaluate our models on our text-only
test set (see Sec. 3.3). Table 6 shows the re-
sults obtained. We observe a consistent improve-
ment of ViT-BERTweet-Att multimodal model
over BERTweet text-only model, i.e., 88.69 ver-
sus 87.50. This suggests that multimodal modeling
of influencer posts is beneficial for identifying text-
only commercial posts.

7 Qualitative Analysis

We finally perform a qualitative analysis of the clas-
sification effectiveness between ViT-BERTweet-
Att and the best text-only model (BERTweet). We
analyze the strengths and limitations of each model.

Multimodal modeling helps to reduce the num-
ber of false positives. We find that 53% of
BERTweet errors from the text-image test set are
false positives, i.e., misclassifying non-commercial
posts as commercial, which would be problematic
for an automated regulatory compliance system.
Our multimodal model, ViT-BERTweet-Att, on the
other hand, correctly classifies 38% of BERTweet’s
false positive mistakes such as the non-commercial
post in Figure 1. Similarly, for text-only posts, we
observe that 69% of BERTweet missclassifications
correspond to false positive errors. 50.9% of these
posts are correctly classified by ViT-BERTweet-
Att.

Multimodal modeling errors. The most com-
mon error when distinguishing commercial posts
(60%) by our multimodal model, ViT-BERTweet-
Att, corresponds to cases where the post includes a
standard natural or personal photo, rather than an
image depicting products, as is more common in
influencer commercial content (Kim et al., 2021b)
and conventional online advertising (Al-Subhi,
2022). Figure 2 Post A depicts a post incorrectly
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labeled as non-commercial by ViT-BERTweet-Att
and correclty classified by BERTweet.

Multimodal modeling captures context beyond
keyword-matching. To analyze if multimodal
modeling improves over weak labels, we apply the
keyword-based weak labeling approach14 to the test
sets (see Sec. 3.2). We find that 20% and 80% of
the weak labeling errors in the text-image and the
text-only test sets respectively, are correctly classi-
fied by ViT-BERTweet-Att. This suggests that our
multimodal model, ViT-BERTweet-Att captures
stylistic differences and visual information rele-
vant to identify commercial posts beyond keyword-
matching. Indeed, most of the errors (85%) in both
text-image and text-only posts are false positives
(i.e., true label is non-commercial) and are missla-
beled as commercial as they contain one of the key-
words, although they are used in a different context.
For example: Just seen that Pepsi ad...awkward.

Multimodal modeling aids in the discovery
of undisclosed commercial posts Using ViT-
BERTweet-Att we found undisclosed commercial
posts (15%) in text-image posts such as the one de-
picted in Figure 1 (commercial) and Figure 2 Post
B, as well as in text-only posts such as the next
example: if you love @USER pro-collagen then
you might like the new ultra smart line.

Challenging cases for text and multimodal mod-
els. We observe cases that remain challenging for
both multimodal and text-only models. Previous
work in influencer commercial content on Insta-
gram (Zarei et al., 2020) highlights the difficulty of
identifying commercial influencer posts promoting
products given the use of native advertising (Chia,
2012). However, we find that the most common
error (20%) when identifying commercial posts (in
both text-image and text-only posts), are those that
rather than promoting products, they describe their
“personal" experiences, particularly while traveling,
in both text and image as shown in Figure 2 Post
C. These commercial posts are difficult to identify
as they do not include any specific brand mention
or product name and are accompanied by standard
traveling images also common in non-commercial
posts (Oliveira et al., 2020).

14Using the text before removing commercial keywords.

Post A Post B Post C

Combat the cold
weather with these
incredible @USER
sheepskin boots

chunky knits and dainty
jewels. This is my favor-
ite vintage sweater
#lovechupi

Cherry tree hill is hands
down the best view in
#Barbados.
#VisitBarbados

Actual: C Actual: C Actual: C
BERTweet: C BERTweet: NC BERTweet: NC
ViT-BERTweet-Att: NC ViT-BERTweet-Att: C ViT-BERTweet-Att: NC

Figure 2: Examples of classifications of BERTweet and
ViT-BERTweet-Att.

8 Conclusion

We introduced a novel dataset of multimodal in-
fluencer content consisting of tweets labeled as
commercial or non-commercial. This is the first
dataset to include high quality annotated posts by
experts in advertising regulation. We conducted
an extensive empirical study including vision, lan-
guage and multimodal approaches as well as LLM
prompting. Our results show that our proposed
cross-attention approach to combine text and im-
ages, outperforms state-of-the-art multimodal mod-
els. Our new dataset can enable further studies on
automatically detecting influencer hidden advertis-
ing as well as studies in computational linguistics
(Sim et al., 2016; Sánchez Villegas et al., 2020; Mu
and Aletras, 2020; Jin et al., 2022; Ao et al., 2022)
for analysis of commercial language characteristics
on a large scale. Future work includes modeling
influencer content in multilingual settings.

Limitations

We experimented using only data in English. In-
fluencer advertising strategies could differ across
cultures and languages. We plan to address this
research direction in future work. We have also
presented the main limitations of our best perform-
ing model in Section 7.

Ethics Statement

Our work complies with Twitter data policy for
research.15 Tweets were retrieved in August 2021.
We received approval from our University Research
Ethics Committee.

15See: https://developer.twitter.com/en/develop
er-terms/agreement-and-policy

https://developer.twitter.com/en/developer-terms/agreement-and-policy
https://developer.twitter.com/en/developer-terms/agreement-and-policy
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A Influencer Marketing Keywords

We extract keywords strongly associated with influ-
encer marketing from the guidelines provided by
the Federal Trade Commission (FTC, 2019) in the
US, and the Advertisements Standards Authority
and Competition and Markets Authority in the UK
(CMA, 2020). The keywords in these guidelines
are based on regulatory standards for digital en-
forcement which are meant to create objective and
transparent expectations regarding the disclosure of
native advertising on social media. Thus, our list
of keywords include sponsorship disclosure terms
that are relevant to different business models (i.e.,
market practices based on the obligations of the
parties). A complete list of keywords is presented
in Table 7.

B Annotation Guidelines

Purpose of the study This annotation effort is
part of a study that aims to characterize and iden-
tify commercial content on Twitter. Commercial
content is an umbrella term for communications
that relate to commercial transactions, or in other
words, content that is monetized. For influencers,
that may entail various business models:

• Endorsements: an influencer receives money
in order to promote a product or service.

• Affiliate marketing: the influencer is paid a
percentage of referral sales, often identified
through discount codes.

• Barter: exchange of goods or services from a
brand or its representatives against an adver-
tising service offered by the influencer.

• Direct selling: influencers can also choose to
create their own products, branded products,
and/or services, and link to their web shops.

Task Description The task is to annotate
whether a given influencer’s Twitter post is per-
ceived to contain commercial content or not given
only its text and image content (if available). If
annotators perceive that the tweet contains com-
mercial content, then it should be annotated as
commercial, otherwise as non-commercial. If it is
not clear whether the Tweet is perceived to contain
commercial content, it should be labeled as unclear.
The details of each category are as follows:

• Commercial: posts refer to any of the busi-
ness models mentioned above. This category
includes promoting or endorsing a brand or
its products/services, a free loan of a prod-
uct/service, a free product/service (whether
requested or received out of the blue), or any
other incentive. This can be noted by the
use of terms or hashtags such as #gifted, #ad,
@mentions of the brand, hashtags including
the name of the brand and/or campaign slo-
gans.

• Non-Commercial: Organic content such as
personal ideas, personal comments and life
updates, and that does not seem monetized
through any of the business models mentioned
above.

• Unclear: This option should be chosen when
it is not clear whether the Tweet contains
commercial content or not (e.g., comment-
ing about a brand without using hashtags or
@mentioning the brand).

Instructions

1. For each post, read the text, look at the image
(if available), and select one of the categories
(Commercial, Non-commercial, Unclear).

2. If the post is annotated as Commercial, then
in the “Brand Cues" section write down the
term(s) or hashtag(s) that support your deci-
sion such as: #gifted, #ad, @mentions, hash-
tags including the name of the brand and/or
campaign slogans. Use the “Brand Cues" col-
umn that corresponds to the location of them:
“Brand Cues Text" if the brand cues are found
in the text and/or "Brand Cues Image" if they
are located in the image. Select the option(s)
(Text, Image) used to make your annotation
(e.g., if the brand cues are in the text then
select Text, if the post was annotated as non-
commercial choose the option that you looked
at to make your decision).

3. If the post was annotated as Unclear, then: se-
lect the “Other" option and click on the Tweet
Link. If you find any brand cues in the Tweet’s
page, write them down in the column “Brand
cues Other”. If it is still unclear whether the
Tweet is commercial or not keep the label “Un-
clear", otherwise select the appropriate label
(Commercial/Non-Commercial).
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Type Description Commercial Keywords

Guidelines
Keywords retrieved from relevant guidelines
Recommended and not recommended terms.

#ad, ad, #advert #collab, collab, #spon, #sponsored,
spon, #sp, sponsored, ‘thanks to’/ ‘funded by’/
‘supported by’/‘in association with’ @USER

Endoresements
An influencer receives money to promote a
product or service.

#ambassador, ambassador

Barter
Exchange of goods or services from a brand
or its representatives against an advertising
service offered by the influencer.

#gift, gift, #giveaway, giveaway
unpaid sample

Affiliate
Marketing

The influencer is paid a percentage of referral
sales, often identified through discount
codes.

#aff, aff, #affiliate, affiliate,
discount code

Table 7: Commercial keywords. @USER refers to an @-mention of a brand account.

Dataset
No. of
Commercial
Keywords

Commercial Keywords

Han et al. (2021) 0 -

Zarei et al. (2020) 7
#ad, #advert, #sponsored advertising,
#giveaway, #spon, #sponsor

Yang et al. (2019) 3 #ad, #sponsored, #paidAD
Kim et al. (2021b) 3 #ad, #sponsored, #paidA
Kim et al. (2020) 1 #ad

MICD (Ours) 26

#ad, ad, #advert, #sponsored, #collab,
collab, spon, #sp, sponsored, #aff, aff,
‘thanks to’/ ‘funded by’/, unpaid sample,
‘supported by’/‘in association with’ @USER,
#ambassador, ambassador, discount code
#gift, gift, #giveaway, giveaway, #spon
#affiliate, affiliate,

Table 8: Comparison of commercial keywords used in existing datasets and in ours (MICD)

Figure 3: Example of Annotation

Annotator Details All annotators were senior
law school students (third year bachelor and mas-
ters level) who study comparative and international
law. The students have a background in law, which
entails a good grasp of consumer protection dis-
closures. In addition, their profiles were also par-
ticularly interesting for annotation since they had
spent 6 months of their study being trained un-
der an extracurricular Influencer Law Clinic hon-
ors programme. The training consisted in mul-
tidisciplinary workshops and hands-on research
on influencer-related legal topics. The annotators
come from a wide range of socio-economic back-

grounds and are fluent in English. The majority
of annotators are female. However, the emphasis
in the annotation process has been on the under-
standing of market practices in the light of legal
frameworks, which mitigates any potential gender
imbalance in the annotator pool. All annotators
expressed their written consent and were informed
about how data would be used following ethics
guidelines from our Institution.

C Predictive Performance

Table 9 and Table 10 present the macro-averaged
results of commercial content prediction.
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Figure 4: ViT-BERTweet-Att model for detecting com-
mercial content. FC: fully-connected layer.

D Prompt Templates

D.1 Zero-shot Prompting

For zero-shot prompting we use the following
prompt:

Label the next text as ‘commercial’ or ‘not com-
mercial’. Text: <TWEET>.

We map responses to the corresponding commer-
cial or non-commercial class and report results for
each model.

D.2 Few-shot Prompting

We experiment with few-shot prompting by append-
ing four randomly selected training examples (two
examples from each class) before each prompt. We
run this three times with a different set examples.
Table 4 shows average and standard deviation per-
formance. The few-shot prompt follows the next
template:

Label the next text as ‘commercial’ or ‘not com-
mercial’. Text: <TWEET-TRAIN> // <LABEL-
TRAIN>

Label the next text as ‘commercial’ or ‘not com-
mercial’. Text: <TWEET-TRAIN> // <LABEL-
TRAIN>

Label the next text as ‘commercial’ or ‘not com-
mercial’. Text: <TWEET-TRAIN> // <LABEL-
TRAIN>

Label the next text as ‘commercial’ or ‘not com-
mercial’. Text: <TWEET-TRAIN> // <LABEL-
TRAIN>"

Label the next text as ‘commercial’ or ‘not com-
mercial’. Text: <TWEET> //

Model F1 P R
Most Freq. 32.44 0.0 24.01 0.0 50.00 0.0

Prompting
Flan-T5 (zero-shot) 43.90 0.0 71.20 0.0 55.25 0.0

Flan-T5 (few-shot) 32.91 1.0 41.14 0.6 36.53 0.4

GPT-3 (zero-shot) 63.65 0.0 65.76 0.0 64.20 0.0

GPT-3 (few-shot) 69.32 1.7 72.12 2.2 70.24 0.4

Image-only
ResNet 59.60 0.5 59.75 0.5 59.73 0.5

ViT 60.96 1.2 61.62 0.7 61.35 0.8

Text-only
BiLSTM-Att∗ (Zarei et al., 2020) 66.10 0.7 66.37 0.7 66.27 0.7

BERT 74.35 0.6 74.84 0.6 74.61 0.6

BERTweet 76.68 0.7 76.86 0.5 76.76 0.6

Text & Image
ViLT 68.44 0.8 68.65 0.6 68.55 0.7

LXMERT 66.10 0.7 66.37 0.7 66.27 0.7

MMBT 73.38 0.6 73.89 0.6 73.46 0.7

Aspect-Att∗ (Kim et al., 2021b) 75.52 0.8 77.13 1.1 75.80 1.0

ViT-BERTweet-Att (Ours) 77.75 0.5 78.60 0.2 77.97 0.1

Table 9: Macro F1-Score, precision (P) and recall
(R) for commercial influencer content prediction. ∗

denotes current state-of-the-art models for influencer
commercial content detection. Subscripts denote stan-
dard deviations. Best results are in bold.

Model F1 P R
Most Freq. 46.04 0.0 42.66 0.0 50.00 0.0

Flan-T5 (zero-shot) 55.43 0.0 65.60 0.0 54.81 0.0

Flan-T5 (few-shot) 40.77 1.1 43.68 0.4 39.52 1.1

GPT-3 (zero-shot) 63.96 0.0 63.38 0.0 73.64 0.0

GPT-3 (few-shot) 70.95 0.7 74.81 6.4 69.82 4.4

BERTweet 76.48 1.3 74.41 2.0 79.66 0.4

ViT-BERTweet-Att (Ours) 77.69 0.1 77.41 0.7 78.00 0.6

Table 10: Macro F1-Score, precision (P) and recall (R)
for commercial influencer content prediction for tweets
containing text only. Subscripts denote standard devia-
tions. Best results are in bold.

<Label-TRAIN> corresponds to the true label of the
<TWEET-TRAIN> training example (commercial or
non-commercial), <TWEET> refers to a testing ex-
ample. We remove punctuation and spaces and
map the output of each model (FLAN-T5 or GPT-
3) to the corresponding label (commercial or non-
commercial).


