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Abstract
The escalating volume and frequency of social
media complaints necessitate robust automated
complaint analysis techniques. Much of the
existing body of research in this area has been
devoted to two primary aspects: identifying
complaint-specific content amidst other non-
complaint communications, and predicting the
severity of a complaint, which involves clas-
sifying complaints into different severity lev-
els based on the anticipated resolution from
the complainant’s perspective. These auto-
mated analysis tools equip companies with
the means to effectively manage complaints
and generate suitable responses. In our study,
we present a unified generative approach for
complaint detection, transforming the multi-
task learning problem into a text-to-text gen-
eration task. As part of our training strategy,
we adopt the Seq2Path training paradigm that
conceptualizes the outcome as a tree structure
as opposed to a traditional sequence. This in-
novative approach tackles the drawbacks of
conventional sequences, such as the lack of
order among the outputs, yielding a more co-
herent and structured output. Our model’s ef-
fectiveness is assessed against the benchmark
Complaints dataset, highlighting its superior
performance across diverse evaluation metrics
when compared with state-of-the-art models
and other baselines1.

1 Introduction

Automated complaint analysis benefits companies
by efficiently handling large volumes of data, ensur-
ing objectivity, reducing human biases and errors,
and streamlining the process of identifying and
classifying complaints. It helps to bridge the gap
between customer expectations and reality, serv-
ing as a crucial feedback tool to pinpoint areas of

∗* The first two authors contributed equally to this work
and are jointly the first authors.

1The resources are available at https://github.com/
Raghav106j/AACL_seq2path_complaint

Figure 1: Example of unified generative approach with
commonsense knowledge and Seq2Path training used to
identify complaints and associated tasks. The two paths
represent the related tasks being solved together as a
tree-like structure. <bos>: beginning of string, <eos>:
end of token.

dissatisfaction and highlight avenues for improve-
ment. Notably, Trosborg et al. (Trosborg, 2011)
proposed a four-tiered framework for understand-
ing the severity of complaints, categorizing them
from subtle disapproval to outright blame. With
the surge in digital platforms, customer complaints
have significantly increased, presenting a daunt-
ing task for manual processing. This necessitates
a more efficient complaint detection approach, as
exhibited in recent studies (Preotiuc-Pietro et al.,
2019; Singh et al., 2022a) that have successfully
automated the classification of binary complaints
and their associated severity levels. Emotion recog-
nition (ER) and sentiment recognition (SR) play
vital roles in understanding the affective aspects of
customer complaints (Singh and Saha, 2021; Singh
et al., 2023a).
In this transition towards automation, inspiration
can be drawn from multitask learning (Caruana,
1997)—an approach that mirrors our inherent hu-
man ability to learn multiple tasks simultaneously
and transfer knowledge across them. This tech-
nique, while advantageous, poses its own set of
challenges, such as negative transfer (where mul-
tiple tasks, rather than benefiting the learning pro-

https://github.com/Raghav106j/AACL_seq2path_complaint
https://github.com/Raghav106j/AACL_seq2path_complaint
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cess, begin to hinder the training process) (Craw-
shaw, 2020) and optimization scheme (assigning
weights to different tasks during training) (Wu,
2020). However, a paradigm shift is observed in
the natural language processing (NLP) community,
where an increasing number of tasks are being for-
mulated as text-to-text generation problems (Du
et al., 2021). This approach, harnessing the power
of large pre-trained language models and offering
unified solutions via a single model, addresses the
sheer scale of digital customer complaints. How-
ever, it isn’t devoid of challenges, such as a) Se-
quencing, the sequence or order between the out-
puts does not exist in reality, b) Conditioning, the
generation of output should not rely or depend on
previously generated outputs.
In this light, the recent success of models transform-
ing text-to-text generation into text-to-tree struc-
tures offers an intriguing solution (Mao et al., 2022;
Yu et al., 2022; Bao et al., 2022). These models,
addressing the challenges of sequencing and condi-
tioning, present outputs as paths of a tree, following
a ’1-to-n’ relationship. In stark contrast to the ’1-to-
1’ relationships depicted by sequence-to-sequence
techniques, these models eliminate the need for or-
der or dependence on previously generated outputs.
Moreover, our innate capacity to infer implied
meanings from explicit expressions—a function
of our commonsense—could provide vital insights
for automated complaint detection systems. The in-
tegration of such external or commonsense knowl-
edge (Sabour et al., 2022) could potentially enrich
our understanding of user contexts and situations,
contributing to the development of more effective
models. The relevance of commonsense reasoning,
largely explored in conversational agents and sum-
marization tasks, extends promisingly to complaint
detection in this work.
With a view to mitigate the challenges presented
by multitask learning and Seq2Seq models, and
inspired by the promising implications of the text-
to-tree training paradigm, we introduce a novel
approach in this paper. We present a commonsense-
aware unified generative framework that employs
a sequence-to-path (Seq2Path) training paradigm.
This framework aims to streamline the primary
tasks of complaint detection and severity level
classification. Our proposed approach brings a
paradigm shift in this regard, offering a more flexi-
ble and context-aware mechanism for output gen-
eration, thus enhancing the efficacy of automated

complaint analysis. Figure 1 shows a user shar-
ing case details with customer service. The user is
awaiting a callback (xNeed) and desires to be con-
tacted regarding the case (xWant). Our Seq2Path
training generates multiple outputs in a tree-like
structure, solving emotion and sentiment in one
path, and severity classification and complaint iden-
tification in another, as depicted in Figure 1.

Contributions: Our work’s significant contri-
butions are as follows:
1) We propose a unified generative approach for
complaint detection to concurrently address four
tasks: complaint identification (CI), severity classi-
fication (SC), with emotion recognition (ER), and
sentiment recognition (SR) as auxiliary tasks.
2) We introduce a Seq2Path training method that
views the output as a tree rather than a sequence,
enabling each associated task to be treated as an
individual tree path
3) Our proposed model, evaluated on a benchmark
Complaints dataset, demonstrates superior perfor-
mance across various metrics, surpassing other
baselines and state-of-the-art models.

2 Related Works

Automatic complaint detection has received a lot
of attention in recent years. Earlier studies concen-
trated on single-task complaint detection, using
feature-based machine learning (Preotiuc-Pietro
et al., 2019; Coussement and Van den Poel, 2008)
and leveraging transformer networks (Jin and Ale-
tras, 2020, 2021a; Singh et al., 2023b, 2021). Apart
from complaint mining, research has concentrated
on detecting product hazards and risks (Bhat and
Culotta, 2017), as well as the likelihood for esca-
lation of complaints (Yang et al., 2019). Recently,
multitask complaint detection models (Singh and
Saha, 2021; Singh et al., 2022a) that incorporated
sentiment and emotion information to improve the
complaint mining process were developed.
Developing effective systems for downstream tasks
such as chatbots and customer support systems re-
quires a cognitive understanding of the user’s con-
ditions and emotions (Sabour et al., 2021). Con-
sequently, we believe that permitting complaint
detection models utilize commonsense information
and draw conclusions based on what the customer
has openly shared is especially beneficial for ex-
plaining the user’s circumstances, leading to more
efficient and socially conscious customer support
systems.
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Figure 2: Example of unified generative approach with
commonsense knowledge and Seq2Path training used
to identify complaints and associated tasks. The two
paths represent the related tasks being solved together
as a tree-like structure.

Recent advances in deep learning and pre-trained
language models have had a significant impact in
the area of neural text generation (Raffel et al.,
2020a; Lewis et al., 2019). Encoder-decoder Trans-
formers consisting of BART (Lewis et al., 2020)
and T5 (Raffel et al., 2020b), have shown massive
improvements and success in many NLP tasks such
as summarization and translation. Recently, Yan et
al. (Yan et al., 2021) solved the task of aspect-based
sentiment analysis in a generative manner using the
BART model. The BART model is implemented
to generate the target sequence in an end-to-end
process based on unified task generation.
Past studies on complaint detection leveraged pre-
trained language models that were fine-tuned for
certain tasks by layering task-specific layers on
top of the model. Our current work contrasts in
that we redefine the multitask problem as a lan-
guage generation task, enabling the model to learn
to perform the tasks without the requirement for
task-specific layers to be trained. A comprehen-
sive literature study has led to the conclusion that
Seq2Path, a tree-based generative method, is prefer-
able for complaint identification.

3 Proposed Methodology

We define our problem before getting into the
specifics of the proposed model. Figure 2 de-
picts the overall architecture of our proposed model

CGenPath.

3.1 Problem Definition

In our study, we aim to explore product reviews
through four interconnected tasks: two primary
tasks - complaint identification and severity classifi-
cation; and two auxiliary tasks - sentiment polarity
and emotion recognition. Each review, represented
as Xi = {x0, x1, .., xi, .., xn}, with n denoting the
instance length, is classified as follows:
(1) Complaint Identification (c): The primary task
where a review is assigned a class c from the com-
plaint class set C.
(2) Severity Classification (s): Another primary
task where the identified complaint is assigned a
severity level s from the set S.
(3) Polarity Classification (p): An auxiliary task
that assigns a sentiment polarity p from the set P
to the review.
(4) Emotion Recognition (e): An auxiliary task
that assigns an emotion e from the emotion class
set E to the review.

3.2 Complaint Detection as Seq2Path Task

Here, we conceptualized Complaint detection in
multitask setting as a sequence-to-path (Seq2Path)
problem (Mao et al., 2022) in which each path can
be interpreted as a branch of a tree and can be cre-
ated separately. At first, we train our commonsense
aware seq2seq model (defined in Sec 3.3), where
each path is seen as a distinct target, and estimate
the average loss. Second, the token generation pro-
cess is modeled as a tree, and a constrained beam
search is used to create paths independently. Fi-
nally, given a text as input, the output is a set of all
legitimate individual paths with a discriminating
token (true or false) attached at the end to pick the
correct paths automatically.
Formally, given an input review Xi, our task of
obtaining compliant label (c), severity class (s),
emotion class (e), and polarity class (p) can be
modeled as generating a tree with two paths: (1)
One path will generate c and s labels, and (2) sec-
ond path will generate e and p labels. Finally, the
target sequence Yi is represented as following:

Yi = {< c >< s >,< e >< p >} (1)

To distinguish valid paths from the others, we
added a distinguishing token "true" to the valid
paths and "false" to the invalid ones, thereby allow-
ing us to clearly separate them. In order to achieve
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better performance on the model, data augmenta-
tion is necessary due to the absence of negative
samples for discriminative token. To facilitate a
good selection of viable paths, each negative sam-
ple is augmented with a discriminative token of
"false". We generate negative samples by randomly
substituting the components of a path. This substi-
tution process helps to boost the model’s capacity
to recognize valid paths during inference, thus aid-
ing the overall performance of the model.

3.3 Commonsense aware Generative
Seq2Path Model for Complaint Detection
(CGenPath)

We introduce the Commonsense aware Generative
Seq2Path Model (CGenPath), a unified generative
framework designed to tackle the challenge of com-
plaint detection within a multitask context. Our
approach is divided into three main steps for sim-
plicity and clarity: (1) Commonsense Extractor, (2)
Commonsense-Fused Encoder, and (3) Seq2Path
Training and Inference.

3.3.1 Commonsense Extractor
Our approach begins with the implementation of
the Commonsense Extractor, a key component in
providing an additional layer of context and com-
monsense reasoning to typically brief and concise
customer reviews. The ATOMIC dataset (Sap
et al., 2019) serves as our knowledge base, offering
insights into six commonsense relations associated
with the entity participating in an event, such as the
event’s effects (xEffect), the entity’s needs (xNeed),
and desires (xWant). In the context of complaint de-
tection task, we interpret the review instance as the
event and aim to comprehend the customer’s needs
and desires from their review. Thus, we exclusively
focus on two commonsense relations: xNeed and
xWant2. To generate commonsense reasoning from
the customer reviews, we utilize the pre-trained
BART (Lewis et al., 2019) based language model,
COMET (Hwang et al., 2021), which has been
fine-tuned on the ATOMIC dataset. This model
is especially effective in providing commonsense
reasoning for unseen events (Sabour et al., 2022).

The functioning of the Commonsense Extractor
involves appending the commonsense relation to-
kens (xNeed and xWant) to each review Xi. These
concatenated inputs are processed through the pre-
trained COMET model to generate two common-

2We performed a thorough comparative analysis of all the
commonsense relations available in the ATOMIC dataset.

sense reasonings csrneed and csrwant for the xNeed
and xWant relation tokens, respectively. We gen-
erate the final commonsense reasoning CS for
each review Xi by concatenating these two rea-
sonings, represented by the following equation:
CS = csrneed ⊕ csrwant .

3.3.2 Commonsense-Fused Encoder
To effectively utilize the commonsense reason-
ing CS derived from the Commonsense Extrac-
tor, we propose a commonsense-aware encoder-
decoder framework. This architecture is designed
to seamlessly incorporate CS within its sequence-
to-sequence learning process, as explained below:
In our architecture, the initial stage involves feed-
ing both the review input Xi and the common-
sense reasoning CS to a pre-trained BART en-
coder. This results in two encoded representa-
tions, namely Ux and Ucs. To integrate the infor-
mation carried by these two representations, we
propose a novel commonsense-fused encoder, an
enhancement of the conventional transformer en-
coder (Vaswani et al., 2017). This involves the
generation of two triplets of query, key, and value
matrices corresponding to Ux and Ucs: (Qx,Kx,Vx)
and (Qcs,Kcs,Vcs). Diverging from the standard
transformer encoder which projects identical in-
puts as query, key, and value, our model introduces
a cross-attention layer. This layer, consisting of
two sublayers of multi-head-cross attention and a
normalization layer, exchanges keys and values.
It treats (Qx,Kcs,Vcs) and (Qcs,Kx,Vx) as inputs
to the cross-attention layer which is computed as
defined below, resulting in a cross-infused vector
representation.

Attention(Q,K, V ) = softmax(
QKT

√
dk

)V (2)

where (Q,K,V) represents the set of the query, key,
and value and dk represents the dimension of the
query and key.
The cross-attention layer enables a two-way flow
of information between Ux and Ucs. As a re-
sult, the outputs of the multihead cross-attention
layer, namely Ux−>cs and Ucs−>x, are enriched
with information from each other. In the next
step, we merge Ux−>cs and Ucs−>x into a sin-
gle output, Uz . This merged output is then pro-
cessed via a self-attention layer, normalization lay-
ers, and fully connected layers with residual con-
nections, thereby producing the final output of our
commonsense-fused encoder. At last, we bring
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together the original text representation Ux, the
commonsense reasoning Ucs, and the output from
the commonsense-fused encoder, culminating in
the final commonsense-fused input representation
vector, Z. Once we obtain the commonsense-aware
input representation vector, denoted as Z, we pro-
ceed to feed Z along with all the output tokens
until time step t − 1, represented as Y<t, into the
decoder module. This process allows us to obtain
the hidden state at time step t, which can be de-
fined as follows: Ht

DE = GDecoder(Z, Y<t) where
GDecoder denotes the decoder computations.

The conditional probability of predicting the out-
put token at the t-th time step, given the input and
the previous t− 1 tokens, is determined by apply-
ing the softmax function to the hidden state Ht

DEC

as follows:

Pθ(Y
′
t |R, Y<t) = Fsoftmax(θ

THt
DE) (3)

where Fsoftmax represents softmax computation
and θ denotes weights of our model.

3.3.3 Seq2Path Training and Inference
In this section, we discuss training and inference
of our commonsense aware model specific to the
Seq2Path paradigm.
Training: For a given review text Xi, we
want to generate a set of different paths. Our
dataset consists of pairs of (Xi, Yi) where Yi =
{y1, y2, ..., yk}. As depicted in Figure 1, Yi can be
expressed as a tree, and each y has a distinct path in
the tree. The total number of paths is represented
by k. When predicting Y

′
i from Xi, the loss can be

defined as the average loss of the k paths motivated
by Mao et al. (Mao et al., 2022).

L(Y
′
, Yi|Xi) =

∑
y∈Yi

LMLE(y
′
, y|Xi)

k
(4)

where LMLE is the standard loss function based
on the maximum likelihood estimation (MLE) ob-
jective function. In our case, as defined in equation
1, we have 2 paths setting the total number of paths
parameter k as 2.
Inference: At the inference stage, we use beam

search with constrained decoding motivated by dif-
ferent text-to-tree generation works (Mao et al.,
2022; Yu et al., 2022; Bao et al., 2022). Beam
Search considers multiple alternative options based
on the hyperparameter beamwidth (B) and con-
ditional probability which is more optimal than a
simple greedy search technique that only selects a

single best token at each time step. Utilizing beam
search, we output the top-k paths with diminish-
ing probabilities which signify the possibility of
the paths being right. During the decoding pro-
cess, constrained decoding is employed in order
to restrict beam search to look only within spe-
cific candidate tokens. As suggested by Cao et al.
(De Cao et al., 2020), these tokens can be both
derived from the given input text and/or some spe-
cial tokens intended for the specific task at hand3.
We also applied a filtering process to filter out the
invalid paths. We output the valid paths with a
discriminative token “true” and remove the other
paths with a discriminative token “false”. This step
ensured that only the valid paths were retained and
any invalid ones were excluded.

4 Experiments and Results

This section describes the dataset used, experi-
ments, results, and analysis of our proposed model.
The experiments are intended to address the follow-
ing research questions:
RQ1: How does the generative paradigm perform
in comparison to traditional multi-task models?
RQ2: How does Seq2Path paradigm overcome the
drawbacks of Seq2Seq and multi-task models?
RQ3: What is the impact of external knowledge
and the Seq2Path training paradigm on the perfor-
mance of our framework?
RQ4: Is the proposed model able to outperform
state-of-the-art models for complaint detection and
severity classification tasks?

4.1 Dataset Description

In the current study, we use the Complaints dataset
provided in (Preotiuc-Pietro et al., 2019), which
comprises of 3,449 tweet instances in English. We
chose this dataset since it is open source and in-
cludes annotated complaints from Twitter, a promi-
nent data-analysis platform. Recently, Jin et al. (Jin
and Aletras, 2021a) added five severity levels to
the Complaints dataset (no explicit reproach, disap-
proval, accusation, blame, and non-complaints). In
the work, Singh et al. (Singh et al., 2022a) added
sentiment (negative, neutral, positive) and emotion
(anger, disgust, fear, happiness, sadness, surprise,
and other) classes to this dataset; the ’other’ emo-
tion class represents tweets that are not covered by
Ekman’s six basic emotions (Ekman et al., 1987).
For our current study, we use this extended dataset

3We used the special tokens method.
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Tweet Complaint Severity Polarity Emotion
<USER> what is your policy on false advertising?
I was refused a sale in westfield due to a Complaint Blame Negative Sadness
company error on pricing.
Thank you <USER> for a better H2 styling
I will actually use it now! Non-Complaint Non-Complaint Positive Happiness
<USER> I have just received an email regarding
an order I’ve placed. I don’t recall placing Complaint No explicit Neutral Other
any order with you.plz advise? reproach

Table 1: Different example instances of Complaints dataset.

annotated with severity levels, polarity, and emo-
tion labels4.
Statistics related to Complaints dataset: The de-
tailed statistics related to the extended Complaints
dataset are as follows:
(1) The original work by Preotiuc-Pietro et al.
(Preotiuc-Pietro et al., 2019) consists of 1,235 com-
plaints and 2,214 non-compliant tweets in English.
(2) The distribution of tweets across the severity
classes (SD task) as mentioned in the work by Jian
et al. (Jin and Aletras, 2021a) is as follows: 435
tweets belong to ‘No Explicit Reproach’, 378 be-
long to ‘Disapproval’, 225 belong to ‘Accusation’,
and 197 belong to ‘Blame’.
(3) Singh et al.’s (Singh et al., 2022a) study found
that 844 tweets were categorized as ’Anger’, 7
as ’Disgust’, 8 as ’Fear’, 473 as ’Joy’, 1,479 as
’Other’, 626 as ’Sadness’, and 12 as ’Surprise’ in
the emotion classification task.
(4) The sentiment classes for the tweets (SA task)
(Singh et al., 2022a) were broken down as follows:
1,041 negative, 1,198 neutral, and 1,210 positive.
(5) In (Preotiuc-Pietro et al., 2019), the inter-rater
agreement score for the main task CD is reported
as 0.73 (Cohen’s Kappa). For the SD task, the
inter-rater agreement is 0.64 (Fleiss’ Kappa score)
according to (Jin and Aletras, 2021a). The auxiliary
tasks ED and SA have inter-rater agreement scores
of 0.68 and 0.82 (Cohen’s Kappa score) respec-
tively, as reported in (Singh et al., 2022a). Table 1
presents example instances from the Complaints
dataset.

4.2 Baseline Models and Experimental Setup
The primary model in our study, CGenPath, uses
BART (Lewis et al., 2019) as its foundation, and
its configuration and training methodology are out-
lined in Appendix A.1. For comparative baselines,
we consider several multitask systems and text-to-
text generation models. These include Baseline1,
which was inspired by previous work from Singh

4https://www.iitp.ac.in/~ai-nlp-ml/resources.
html

et al. (Singh et al., 2022b), and MTGloV e, which
uses a GloVe pre-trained word embedding and a
subsequent BiGRU layer. We also studied BERT-
MT, which is a multitask model that’s based on
BERT, as well as BART and T5 models. Besides
these, we developed a variant of CGenPath called
CGenPathcon that simply combines the input text
and commonsense reasonings. We also made two
versions of our main model that leave out cer-
tain features: CGenPath−Seq2Path, which doesn’t
use the Seq2Path training mechanism, and CGen-
Path−CS, which leaves out commonsense reason-
ing. Full details about these models’ development
and training are available in Appendix A.2.

4.3 Results and Discussions
It is crucial to emphasize that the primary focus of
this study is to improve the performance of the CI
(Complaint Identification) and SC (Severity Classi-
fication) tasks. Consequently, the results and anal-
ysis presented in this research solely consider CI
and SC as the primary tasks.
(RQ1) The results presented in Table 2 demon-
strate the superior performance of CGenPath over
all multitask baselines in both the Complaint Identi-
fication (CI) and Severity Classification (SC) tasks.
CGenPath surpasses Baseline1, BERT-MT, and
MTGlove by margins of 9.4%, 6.1%, and 7.9%,
respectively, in terms of macro-F1 scores for the
CI task. A similar trend is observed for the SC task.
Notably, other generative methods such as BART,
T5, and CGenPathcon also exhibit significant per-
formance advantages over the multitask baselines
in both tasks. These findings highlight the superior-
ity of pre-trained sequence-to-sequence language
models in the context of our experiments.
(RQ2) As can be seen from the table 2 CGenPath
clearly outperforms other generative baselines and
its variant CGenPathcon across both tasks. CGen-
Path outperforms BART, T5 and CGenPathcon by
a margin of: (1) 1.9%, 4.1%, and 1.1% in CI task
on macro-F1 score and (2) 11.3%, 5%, and 3.6%
in SC task on macro-F1 score. This performance

https://www.iitp.ac.in/~ai-nlp-ml/resources.html
https://www.iitp.ac.in/~ai-nlp-ml/resources.html
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Complaint Identification (CI) Severity Classification (SC)
Model F1 A F1 A

SOTA(Jin and Aletras, 2021b) 86.6 87.6 59.4 55.5
CGenPath 90.8† 91.3† 73.7† 70.4†

Baseline1(Singh et al., 2022b) 81.4 82.8 60.3 62.8
BART 88.9 88.9 62.4 62.6

T5 86.7 86.6 68.7 69.3
CGenPathcon 89.7 89.9 70.1 68.4

MTGloV e 82.9 84.3 52.4 50.1
BERT-MT 84.7 86.1 57.7 53.3

Table 2: Results of different baselines, SOTA and the proposed framework,CGenPath. For the CI and SC tasks, the
results are in terms of macro-F1 score (F1) and Accuracy (A) values. F1, A metrics are given in %. The maximum
scores attained are represented by bold-faced values. The † denotes statistically significant findings.

Complaint (CI) Severity (SC)
Model F1 A F1 A

CGenPath 90.8† 91.3† 73.7 70.4†

-Seq2Path 89.1 88.9 64.5 65.1
-CS 89.8 90.3 71.4 69.3

Table 3: Results of the ablation studies performed on
the proposed framework’s key components in terms of
macro-F1 score (F1) and Accuracy (A) values. The
maximum scores attained are represented by bold-faced
values. The † denotes statistically significant findings.

gain over BART and T5 can be attributed to the
following: (1) Trees can be viewed as a better se-
mantic representation to more effectively capture
the structure of different tasks, and (2) Seq2Path
training is able to make the model understand the
order of output thus making results more consistent.
These findings validate the effectiveness of refram-
ing the multitasking problem as a Seq2Path genera-
tion task. Furthermore, the performance improve-
ment over CGenPathcon highlights the necessity
for a well-designed and appropriately formulated
fusion technique to effectively integrate diverse
sources of information.
(RQ3) Ablation Study: To investigate the impact
of commonsense reasoning and Seq2Path training
on our model’s performance, we conducted an ab-
lation study (Table 3). The results clearly indi-
cate that removing the Seq2Path training mecha-
nism leads to a noticeable decline in performance
for both the CI (Complaint Identification) and SC
(Severity Classification) tasks, as reflected in the
evaluation metrics. Furthermore, when the com-
monsense reasoning (CS) component is removed
from our model, we observed a reduction in perfor-
mance of 1% and 2.3% for the CI and SC tasks, re-
spectively. However, when the CS component and
Seq2Path are combined in the CGenPath model,
it surpasses all ablated models and baseline mod-
els in terms of performance across all evaluation

metrics for each subtask. This outcome highlights
the significant contribution of each component in
improving the model’s performance.
(RQ4) Comparison with State-of-the-art Technique
(SOTA): Our proposed model (CGenPath) is able
to outperform the SOTA model (Jin and Aletras,
2021b) on CI and SC tasks. CGenPath outperforms
the SOTA by a significant margin of 4.2% and 14%
on CI and SC tasks in macro-F1 score, respectively.
The reasons for these improvements can also be
attributed to the facts: 1) Our model, CGenPath
is leveraging pretrained BART model’s knowledge
which already has been trained on a huge corpus of
data, 2) This model has extra context in the form
of commonsense reasoning due to which they are
making better predictions, and 3) Seq2Path train-
ing can handle complex relations between different
tasks and produce more consistent results.
To assess the statistical significance of the obtained
results, we conducted a paired T-test. The anal-
ysis revealed that the performance improvement
achieved by our proposed model compared to the
state-of-the-art is statistically significant with a
95% confidence level (i.e., p-value < 0.05).

4.4 Qualitative Analysis
During our qualitative analysis, we found tweets
displaying evident complaint markers, such as
blame-associated language or accusations, are less
prone to misclassification. A comparison of our
system’s results with those of the state-of-the-art
(SOTA) system is presented in Table 4. This
comparison clearly shows that incorporating com-
mon sense reasoning and the Seq2Path training
methodology into the Complaint Identification
(CI) task enhances the prediction outcomes.
Unlike the SOTA system, which lacks these
components, our system provides more precise
results. Examining Table 4, it’s clear that the
SOTA model incorrectly categorizes the complaint
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Tweet text SOTA Proposed True Label
It might have been a bad overclock. complaint complaint complaint
Also, it normal to have flickering in certain blame disapproval disapproval
applications while running SLI?
I am getting server errors Non-complaint complaint complaint
when I try to activate a device. disapproval no explicit- no explicit-
Plz help reproach reproach

Table 4: Qualitative analysis of the SOTA (Jin and Aletras, 2021b) and the proposed model for CI and SC task
predictions.

label as Non-complaint in instance 2, while its
predicted severity level is Disapproval, leading
to a discrepancy between the two labels. On the
contrary, our model successfully predicts both
labels accurately, thereby demonstrating that
CGenPath yields more consistent outcomes.

4.5 Error Analysis

We’ve conducted a detailed examination of a se-
lection of test set samples, comparing the com-
plaint and severity labels produced by CGenPath
to those annotated by a human. During this evalua-
tion, we’ve come across a few instances where the
model exhibited errors:
1. Misinterpretation of Implicit Complaints: The
model struggles with predictions when the true in-
tention is subtly embedded in the text. In cases
where complaints are implied rather than explicitly
stated, the model inaccurately identifies them as
non-complaints due to a literal interpretation of the
text. An example of this is the sentence, <USER>
You guys are doing an amazing job ensuring that
every week there’s a new bug in the software. This
is a complaint, but the model mistakenly labels it
as a non-complaint. This issue is likely due to the
indirect expression of dissatisfaction or blame by
the user.
2. Severity Misclassification Due to Linguistic
Overlaps: Misclassification can also take place
when instances sharing similar linguistic and struc-
tural characteristics exist within adjacent severity
levels. Consider the sentence "I am surprised that
a reputable company like yours has such a complex
return policy. It’s quite disappointing.". In this
case, the model incorrectly identifies the severity
level as disapproval instead of the correct label - ac-
cusation. This misclassification may be attributed
to the presence of words such as "disappointed",
which are typically associated with the disapproval
class.

5 Conclusion

In this study, we aimed to achieve three objectives:
firstly, developing a cohesive generative strategy
for complaint identification by redefining the mul-
titask learning approach as a text-to-text genera-
tion task using the Seq2Path training paradigm;
secondly, addressing the shortcomings of previ-
ous research that relied on basic multi-task mod-
eling, faced challenges such as negative transfer
and optimization strategy; lastly, enhancing model
performance by incorporating external knowledge
through commonsense reasoning. The Seq2Path
technique, which crafts the output as a tree struc-
ture, overcomes the inherent drawback of standard
sequences, resulting in a more coherent and se-
quentially ordered output. Experimental tests on
the standard Complaints dataset demonstrate that
our strategy outperforms the current state-of-the-art
model and other benchmarks. Future research aims
to extend our unified generative strategy to handle
multimodal complaints at a granular aspect level
and extract valuable insights from product reviews.

Limitations

We attempted to develop a novel unified genera-
tive framework for complaint analysis. But the
proposed approach is having some limitations as
enumerated below:
(1) The proposed methodology has been validated
on an English language complaint dataset; further
training would be required to scale up to code-
mixed language datasets which are prevalent in
multilingual countries.
(2) Users often post some images along with text
while writing complaints. The current system is
unable to handle such multi-modal forms of inputs.
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0.00000001. A seed value of 32 was chosen for fair
comparisons. The implementation of all models uti-
lized the Scikit-Learn5, Huggingface library6, and
the PyTorch7 backend. The predictive performance
of our proposed model on all tasks was evaluated
using two metrics: accuracy and macro-F1 score.
The specifications of the transformer model used
are as follows: (1) Number of encoder layers: 6, (2)
Number of decoder layers: 6, (3) Dimensionality
of layers: 1024, and (4) Embedding size: 1024.

A.2 Baseline Models

Multitask systems: Drawing inspiration from the
advancements in the multitask CI framework, we
developed Baseline1 (Singh et al., 2022b) as one
of the multitask baselines. This model allows for
simultaneous learning of CI (Complaint Identifi-
cation), SC (Severity Classification), PR (Polarity
Classification), and ER (Emotion Recognition), em-
ploying the same experimental setup as our current
study.
We also developed another baseline model called
MTGloV e (Qureshi et al., 2020). This approach
leverages pre-trained GloVe word embeddings
(Pennington et al., 2014) as its initial step, retriev-
ing embeddings from the GloVe pre-trained word
embedding file8. The embedding layer’s output
is then fed into a word sequence encoder, which
captures contextual information from the sentence.
The MTGloV e model incorporates a fully shared
BiGRU layer with 256 units, followed by a shared
attention layer. The output of the attention layer is
further processed by four task-specific dense layers
before being directed to the output layers.
In addition, we developed a Basic Multi-task Sys-
tem (BERT-MT) based on BERT (Yi and Hu, 2019).
The architecture of BERT-MT comprises a shared
BiGRU layer with 256 units, followed by a shared
attention layer. The output of the attention layer is
then fed into four task-specific dense layers, each
accompanied by its respective output layer.
Text to Text Generation Model: We use BART
(Lewis et al., 2019) and T5 (Raffel et al., 2019) as
the baseline text-to-text generation models.
a) BART: BART is an encoder-decoder-based
transformer model which is mainly pre-trained for
text generation tasks such as summarization and

5https://scikit-learn.org/stable/
6https://huggingface.co/
7https://pytorch.org/
8GloVe: http://nlp.stanford.edu/data/wordvecs/

glove.840B.300d.zip

translation. BART is pre-trained with various de-
noising pretraining objectives such as token mask-
ing, sentence permutation, sentence rotation etc.
b) T5: T5 is also an encoder-decoder-based trans-
former model which aims to solve all the text-to-
text generation problems. The main difference be-
tween BART and T5 is the pre-training objective.
In T5, the transformer is pre-trained with a denois-
ing objective where 15% of the input tokens are ran-
domly masked and the decoder tries to predict all
these masked tokens whereas, during pre-training
of BART, the decoder generates the complete input
sequence.
We fine-tune both these models on the proposed
dataset with complaint text as the input sequence
and concatenated outputs as the target sequence
with Maximum likelihood Estimation as the objec-
tive function.
Concatenation based CGenPath: We also
proposed a variation of our framework named
CGenPathcon, where we directly concatenate the
input review and commonsense reasoning instead
of a fusing mechanism.
Ablation Models: The CGenPath model com-
prises two key components: (1) Commonsense Rea-
soning (CS) and (2) Seq2Path Training. In order to
establish the necessity of both of these components
individually, we conduct an ablation study of the
proposed framework. In this case, we propose two
ablated models; (1) CGenPath−Seq2Path where
we replaced the seq2path training with standard
seq2seq training, and (2) CGenPath−CS where we
didn’t include the commonsense reasoning into our
encoder.

https://scikit-learn.org/stable/
https://huggingface.co/
https://pytorch.org/
http://nlp.stanford.edu/data/wordvecs/glove.840B.300d.zip
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