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Abstract

While large pre-trained language models
(LLMs) have shown their impressive capabili-
ties in various NLP tasks, they are still under-
explored in the misinformation domain. In this
paper, we examine LLMs with in-context learn-
ing (ICL) for news claim verification, and find
that only with 4-shot demonstration examples,
the performance of several prompting methods
can be comparable with previous supervised
models. To further boost performance, we
introduce a Hierarchical Step-by-Step (HiSS)
prompting method which directs LLMs to sepa-
rate a claim into several subclaims and then
verify each of them via multiple questions-
answering steps progressively. Experiment re-
sults on two public misinformation datasets
show that HiSS prompting outperforms state-
of-the-art fully-supervised approach and strong
few-shot ICL-enabled baselines.

1 Introduction

Misinformation such as fake news often causes con-
fusion or wrong belief because they contain claims
that are factually false or inaccurate (Lazer et al.,
2018). To combat misinformation in news claims,
stakeholders rely on fact-checking practices for
claim verification. Fact-checking services online,
such as PolitiFact1 and Snopes2) require laborious
manual efforts, making it challenging to match the
rapid pace of misinformation being produced.

In recent years, deep neural networks-based
misinformation detection and fact-checking meth-
ods have been studied extensively (Wang, 2017;
Rashkin et al., 2017; Popat et al., 2018; Ma et al.,
2019; Kotonya and Toni, 2020; Atanasova et al.,
2020; Yang et al., 2022). In particular, pre-trained
language models (PLMs) like BERT (Kenton and
Toutanova, 2019) have demonstrated superior re-
sults and surpassed traditional methods in fake

1https://www.politifact.com/.
2https://www.snopes.com/.

news related benchmarks (Soleimani et al., 2020;
Atanasova et al., 2020; Kruengkrai et al., 2021),
thanks to their strong ability to understand nuanced
context for more accurate decision. Recently, large
pre-trained language models (LLMs) with a mas-
sive number of parameters, such as GPT-3.5, have
shown impressive performances in various down-
stream tasks (Brown et al., 2020; Wei et al., 2022;
Zhou et al., 2022; Press et al., 2022). But it is basi-
cally unclear how well LLMs can perform on fact
verification task as this is not at the core of LLM
pre-training (Brown et al., 2020; Anil et al., 2023).

While it is not practical to directly fine-tune most
LLMs, in-context learning (ICL) (Brown et al.,
2020) offers an alternative way to instruct LLMs
to learn new tasks via inference only, conditioning
on demonstration examples without any gradient
updates. Properly prompted LLMs can carry out
similar steps of logical traces with that in demon-
stration examples, which is known as Chain-of-
Thought (CoT) reasoning (Wei et al., 2022). This
generative reasoning process not only enhances the
model’s performance on tasks such as arithmetic,
commonsense, and symbolic reasoning, but also
facilitates the understanding of the underlying ra-
tionale behind the results from LLMs.

Previous research has suggested the importance
of reasoning in improving the accuracy and explain-
ability of fake news detection (Jin et al., 2022).
However, leveraging LLM reasoning in the context
of fake news related tasks remains under-explored.
In this work, we first evaluate three classical ICL
methods, including standard prompting and CoT-
based methods for news claim verification. The
standard prompting takes in a news claim for LLM
to return its factuality judgment on the claim, while
CoT additionally generates a series of intermediate
verbal reasoning steps in the result. On two fake
news benchmark datasets RAWFC (Yang et al.,
2022) and LIAR (Wang, 2017), we find that the
standard prompting performs comparably well as

https://www.politifact.com/
https://www.snopes.com/
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Chain-of-Thought Promp1ng

Claim: Professor Lieber was arrested for hiding funds from 
a Chinese lab tied to the new coronavirus.

Professor Lieber was arrested due to alleged funds from 
WUT and ties to a Chinese government program, unrelated 
to the novel coronavirus. Among [label set], the claim is 
classified as false.

Claim: Donald Trump has said he loves war, "including with 
nukes.”

Human fact checker: half-true.

Vanilla CoT output: true.
During his term as the 45th President of the US, Donald 
Trump gave speeches proclaiming his love for war. 
Among [label set], the claim is classified as true.

Trump did say the phrase “I love war in a certain way” . 
But regarding ‘including nukes’, he suggested Japan 
could benefit from having them, not the US using them.

Figure 1: An example of claim verification based on
vanilla CoT prompting. The claim (underlined) and CoT
(in green) are given as a demonstration. The generated
CoT (in italics) leads to an incorrect judgment due to
(1) omission of necessary thoughts regarding “nukes”,
and (2) fact hallucination about the war-loving speeches
without specific evidence in the generated CoT (in blue).

strong supervised baselines, but the vanilla CoT
is worse than the standard prompting, which is
counter-intuitive. We found that there are two
main issues causing the failure of vanilla CoT, as
illustrated in Figure 1: (1) Omission of necessary
thoughts – vanilla CoT tends to ignore some note-
worthy parts in the claim, resulting in inaccurate
decisions; (2) Fact hallucination3 – When neces-
sary information is not available, the model tends
to generate relevant but unreliable “facts” on its
own, which misleads the final prediction.

To address the issues, we instruct LLMs to de-
compose a complex claim into smaller subclaims,
so that the reasoning follows up with the fine-
grained decomposition. This aims to enable a
much more thorough examination of the claim, re-
ducing the risk of overlooking necessary details
in the claim and enhancing the reasoning effect
based on different reasoning chains. This is anal-
ogous to breaking down complex questions into
subquestions (Press et al., 2022) for QA and devis-
ing a plan for solving complex tasks into multiple
steps (Wang et al., 2023). Additionally, we instruct
LLM to employ a search engine for providing up-
to-date external information, aiding the model in

3This type of hallucination is also referred to as the ex-
trinsic hallucination (Bang et al., 2023) that cannot be veri-
fied with the given source, and the fact-conflicting hallucina-
tion (Zhang et al., 2023) that, more broadly, are not faithful to
established world knowledge.

reasoning and mitigating the hallucination problem.
In light of this, we propose a Hierarchical Step-by-
Step (HiSS) prompting method, which is composed
of two main processes: (1) Claim Decomposition,
which prompts the LLM to split a complex claim
into smaller subclaims. (2) Subclaim Verification,
which prompts LLM to verify the subclaim step-by-
step employing a search engine to obtain relevant
evidence. Our contributions are three-fold:

• We investigate the ability of LLMs with ICL for
news claim verification. And we find that with
only four-shot demonstration examples, LLMs
can outperform most of the supervised methods,
which indicates LLM is a promising tool to com-
bat misinformation.

• We propose a HiSS prompting method to prompt
LLM to do fine-grained checking of news claims.
Experiments on two public datasets show that
HiSS-prompted LLMs outperform traditionally
strong fully-supervised models with an improve-
ment of 4.95% on average in macro-average F1
and set a new state-of-the-art for few-shot news
claim verification4.

• Compared with previous methods, our HiSS-
prompted LLMs provide superior explanations,
which are more fine-grained and easier to follow
based on automatic and human evaluation.

2 Related Work

2.1 Explainable Fake News Detection
Existing research on explainable fake news detec-
tion is mainly focused on generating explanations
from input evidence. These approaches include
generating human-comprehensible explanations for
candidate facts based on background knowledge en-
coded in the form of Horn clauses (Gad-Elrab et al.,
2019), as well as using attention-based models to
highlight relevant factual words (Popat et al., 2018),
news attributes (Yang et al., 2019) and suspicious
users (Lu and Li, 2020). Such an approach is based
on general deep neural networks and knowledge
base instead of language models.

Later, Atanasova et al. (2020) and Kotonya and
Toni (2020) propose directly producing veracity
explanations based on extractive and abstractive
summarization. However, these methods predomi-
nantly generate explanations by summarizing fact-
checking articles. While such an approach can

4Code and prompts data is available at https://github.
com/jadeCurl/HiSS.

https://github.com/jadeCurl/HiSS
https://github.com/jadeCurl/HiSS
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somewhat explain fact-checking decisions follow-
ing human thoughts written in the articles, it does
not reason based on raw evidence to form the
thoughts for drawing conclusions, which should
be the core of fact verification.

2.2 Fact Verification with Language Models

Previous research has utilized PLMs (e.g., BERT
and BART) in fake news related tasks. For ex-
ample, Lee et al. (2020) directly uses the inter-
nal knowledge implicitly stored as PLMs’ param-
eters for fact verification. Lewis et al. (2020) pro-
poses a retrieval-augmented approach to endow lan-
guage models with document retrieval capability,
which was applied for selecting relevant evidence
in fact extraction and verification. Instead of us-
ing language models to provide evidence only, Lee
et al. (2021) utilizes LLMs such as GPT-2 (Radford
et al., 2019) and their few-shot capability to assess
the claim’s factuality based on the perplexity of
evidence-conditioned claim generation.

Research on utilizing the reasoning capabilities
of LLMs, such as CoT-based reasoning, in the
misinformation domain is still limited. Recent
works (Press et al., 2022; Yao et al., 2023; Jiang
et al., 2023) find that combining LLM’s reason-
ing capability with accessibility to external knowl-
edge is helpful to many reasoning-intensive NLP
tasks including HotpotQA (Yang et al., 2018) and
FEVER (Thorne et al., 2018). In contrast to exist-
ing works, our research is motivated by the counter-
intuitive observation that CoT under-performs the
standard prompting in news claim verification, and
explores how to better elicit LLMs to mitigate two
salient issues of LLMs in this task. We focus on the
verification of real-world news claims, which could
be more temporally dynamic and sensitive than
FEVER type of claims, necessitating the model to
access up-to-date knowledge.

3 Our HiSS Prompting Method

In this section, we address the two main issues
of LLMs observed in the news claim verification
task, i.e., 1) Omission of necessary thoughts and
2) Fact hallucination. We will first raise our spe-
cific research questions, and then present our HiSS
prompting method.

3.1 Research Questions

For the omission of necessary thoughts, the basic
research question we need to address would be:

• How to instruct LLMs not to overlook any
crucial points of a claim in its CoT?

The context of real-world claims could be complex
and deep. For example, the seemingly easy claim
Donald Trump has said he loves war, “including
with nukes” is actually quite intricate, as it not only
explicitly states Trump’s declaration of love for
both regular and nuclear wars, but also implies that
in order to verify the statement is factual or not, one
has to examine whether and in what circumstances
he has expressed such passion on both types of
wars. Therefore, we propose to prompt LLMs to
thoroughly generate all explicit and implicit points
that are check-worthy given a claim.

Hallucination is an intrinsic and fundamental
problem of LLMs (Ji et al., 2023; Bang et al., 2023).
We address it by providing relevant and up-to-date
contextual information to LLM as external knowl-
edge, assuming that hallucinations most likely re-
sult from the lack of knowledge on the necessary
context (Bang et al., 2023). Our specific research
question would be:

• How can we determine when external knowl-
edge is needed during the verification and
assist LLM in acquiring the necessary knowl-
edge to mitigate fact hallucination?

While the decomposition can prompt LLM to raise
fine-grained questions, the model may make up re-
sponses when background information is lacking.
For instance, if the model is unaware of the spe-
cific contexts of Trump’s wording on “war”5 and
“nukes”6, it can lead to factually inaccurate answer,
such as “During his term as the 45th President of
the US, Donald Trump gave speeches proclaiming
his love for war”.

In the following subsections, we will describe
our Hierarchical Step-by-Step (HiSS) prompting

5The comment regarding Trump’s “love” of war comes
from his speech in Iowa on Nov. 12, 2015. In the speech,
Trump theorized that former Iraqi leader Saddam Hussein
feigned having weapons of mass destruction to scare Iran,
before briefly sidetracking into his feelings on war generally:
“This is the Trump theory on war,” he said. “But I’m good at
war. I’ve had a lot of wars of my own. I’m really good at war.
I love war in a certain way. But only when we win.”

6Trump made his comments about “nukes” in an April 3 in-
terview with Fox News Sunday’s Chris Wallace. Wallace was
asking Trump about his suggestion that Japan might be better
off with nuclear weapons. Trump suggested that Japan might
need to acquire nuclear weapons to defend against neighbor-
ing North Korea. It’s worth noting that the comment wasn’t
about the United States using nuclear weapons, but about his
belief that Japan might be better off if it had nuclear weapons.
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[K-shot Demonstration Examples are omitted here for space. ]

Claim: Donald Trump has said he loves war, "including with nukes."

A fact checker will decompose the claim into 2 subclaims that are easier to verify:
1. Donald Trump has expressed a love for war.
2. Donald Trump has expressed a love for nuclear wars.

To verify subclaim 1, a fact-checker will go through a step-by-step process to ask and answer 
a series of questions relevant to its factuality. Here are the specific steps he/she raise each 
question and look for an answer:

Question: Has Donald Trump expressed a love for war?
Tell me if you are confident to answer the question or not. Answer with ``yes'' or ``no’’: No.
Answer: […]Donald Trump said “I'm really good at war. I love war in a certain way. But
only when we win." […]  
Question: In what context did Donald Trump express a love for war?
Tell me if you are confident to answer the question or not. Answer with ``yes'' or ``no’’: No.
Answer: […] after he said that former Iraqi President Saddam Hussein claimed to have
weapons of mass destruction as a strategy “to scare” Iran. […]

To verify subclaim 2, a fact-checker will go through a step-by-step process to ask and answer 
a series of questions relevant to its factuality. Here are the specific steps he/she raise each 
question and look for an answer:

Question: Has Donald Trump expressed a love for war including nukes?
Tell me if you are confident to answer the question or not. Answer with ``yes'' or ``no’’: Yes.
Answer: No. The voices talking up dangers of nuclear war include Trump.
Question: What was the context Trump express ‘including nukes’?
Tell me if you are confident to answer the question or not. Answer with ``yes'' or ``no’’:  No.
Answer:[…] Trump suggested that Japan might need to acquire nuclear weapons to defend
against neighboring North Korea […] 

Decomposition
(Level 1)

Step-by-Step
Verification

(Level 2)

Among [label set], the claim is classified as half-true.Final 
Prediction

G
en

er
at

io
n

External 
Knowledge

Web 
Search

Figure 2: Overview of the proposed HiSS model: Original human inputs are in red background, LLM directly
generated text is in white, and answers generated based on search results are in green. We start by providing a
few-shot demonstration, followed by appending the claim to be checked (underlined). HiSS prompts the LLM to (1)
decompose the claim into subclaims; (2) verify each subclaim step-by-step via raising and answering a series of
questions. For each question, we prompt LLM to assess if it is confident to answer it or not, and if not, we input the
question to a web search engine. The search results are then inserted back into the ongoing prompt to continue the
verification process; (3) generate the final prediction. The detailed demonstrations are omitted in this illustration for
space which can be found in Table 8 (a) and Table 8 (b) in Appendix B .

method. As shown in Figure 2, HiSS involves three
processes: (1) Claim decomposition, (2) Subclaim
step-by-step verification, and (3) Final prediction.

3.2 Claim Decomposition

At the first level of HiSS, we focus on instructing
the model to capture all the explicit points in the
original claim and decompose them into subclaims.
This level aligns with previous studies (Ousidhoum
et al., 2022; Fan et al., 2020) in fact-checking,
which found that segmenting the original claim by
identifying entities or focal points can facilitate hu-
man fact-checkers in making informed judgments.
However, these models require the manual collec-
tion of datasets for training, whereas our method
prompts LLM to do the decomposition guided by
only a few demonstration examples.

Speficially, LLM is prompted with K-shot (K is

a hyperparameter) demonstration examples (see Ta-
ble 8 (a) and Table 8 (b) in Appendix B for details)
that serve to illustrate the entire verification process,
followed by the test claim to be checked, as shown
in the Level 1 in Figure 2. The demonstration ex-
amples exhibit to LLM how to break down a claim
ci into a series of subclaims [si1, si2, · · · , siNi ] that
cover all check-worthy points explicitly expressed.
The demonstration examples vary in their complex-
ity, with some simple claims not undergoing deep
decomposition and more complex claims being de-
composed into a few more subclaims. The LLM
presumably follows the demonstrated decomposi-
tion approach in accordance with the complexity of
the input claim ci. Therefore, Ni is determined by
LLM automatically. Figure 2 illustrates that LLM
decomposes the test claim into two subclaims.
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3.3 Subclaim-level Step-by-Step Verification

In the second level, LLM individually verifies each
subclaim obtained from Level 1. Underlying the
explicit points conveyed in each subclaim can be a
few implicit points that are not expressed but need
further scrutinization in one way or the other. For
example, “Did Trump really say he loves war?”,
“What is his exact wording?”, “In what context did
he express it?”, etc. for the first subsclaim “Donald
Trump has expressed a love for war”.

Specifically, we leverage the reasoning capabil-
ity of LLM to delve deeper into the underlying
information needed to validate each subclaim sij
by generating a series of probing questions {qmij },
each qmij corresponding to an implicit point. Simi-
larly, the number of probing questions of each sub-
claim is determined by LLM automatically with
reference to the demonstration example. We adopt
a progressive approach to generate the questions.
This allows us to adjust the subsequent question
generation based on the answers to previous ques-
tions and the acquired context information on the
chain. As a result, the generated questions become
more targeted and in-depth, facilitating a compre-
hensive analysis of the subclaims.

Once a question qmij is generated, the next step
is to elicit the corresponding answer amij from
LLM. Recent works have found that providing
LLMs with access to external knowledge can lead
to notable improvements (Yao et al., 2023; Jiang
et al., 2023). An important consideration is how to
prompt LLM to automatically decide when it needs
to consult with an external knowledge source (e.g.,
web search engine), to mitigate fact hallucination.
It is hypothesized that LLM can be prompted to
assess its own confidence in answering a question,
so that we can acquire relevant external informa-
tion to aid it when it lacks confidence. We resort to
Google Search as an external source.

Specifically, LLM follows the specific format of
demonstration examples to generate questions: it
starts with the prefix “Question:” and presents
the generated question qmij , followed by “Tell me
if you are confident ...”. We control the
model to pause at the end of qmij by setting the
phrase “Tell me if you are confident” as the
stop sequence7. This aims to facilitate 1) extracting

7The “stop sequence” mechanism is a setting provided
by the OpenAI API (https://help.openai.com/en/
articles/5072263-how-do-i-use-stop-sequences).
When a specific word or phrase is set as a “stop sequence”,
the model will halt its generation upon encountering that word

the text of qmij , and 2) probing the LLM to assess
its confidence in answering the question without
additional information. During its pause, we ap-
pend the following instruction: Tell me if you
are confident to answer the question or
not. Answer with “yes” or “no”:, and set the
stop sequence to ‘no’. This means that if the LLM
responds with ‘no’, the model will cease to further
generate an answer for qmij , but wait for us to input
qmij into Google Search API8 to obtain top search
results9, so that we can feed them into the LLM for
it to generate the answer amij . However, if the LLM
responds with “yes”, the LLM does not halt and
proceeds to generate the answer amij to the question.
Following the specific format of the demonstration
example, after a prior question is addressed, the
LLM continues to generate the subsequent ques-
tion until it ceases to produce any more questions,
transitioning then to the final prediction phase.

3.4 Final Prediction

Once all the subclaims have been verified, the
LLM can make a final prediction. At this point,
it outputs “Among [label set], the claim is
classified as” before providing the final answer,
where [label set] is substituted with the actual
label set for a specific dataset. This facilitates the
parsing of the final prediction, as the predicted
class label will appear after the word “as” in the
last output line.

4 Experiments and Results

4.1 Experimental Setup

We conducted experiments on two standard En-
glish fake news datasets: 1) RAWFC (Yang et al.,
2022) contains gold labels based on Snopes fact-
check articles and follows a three-class classifica-
tion scheme (True/False/Half); 2) LIAR (Wang,
2017) contains gold labels based on PolitiFact
articles with six classes (True/Mostly-true/Half-
true/Barely-true/False/Pants-fire). Different from

or phrase, allowing users to control the length or content of
the generated output.

8https://serpapi.com.
9Search results from fact-checking websites are filtered

to avoid ground-truth leakage. Specifically, we remove
the search results with URLs containing keywords such
as “fact check”, and “fact-checking” since the URL of
fact-checking websites and fact-check articles on main-
stream media, e.g., NY Times (https://www.nytimes.com/
spotlight/fact-checks.), typically contain such keywords.
After filtering, we choose the top-one snippet from the search
result to feed into the LLM.

https://help.openai.com/en/articles/5072263-how-do-i-use-stop-sequences
https://help.openai.com/en/articles/5072263-how-do-i-use-stop-sequences
https://serpapi.com
https://www.nytimes.com/spotlight/fact-checks
https://www.nytimes.com/spotlight/fact-checks
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RAWFC LIAR

Val. Test Val. Test

Claim 200 200 1274 1,251
# true 67 67 169 205
# mostly-true - - 251 238
# half-true 66 66 244 263
# barely-true - - 236 210
# false 67 67 259 249
# pants-fire - - 115 86

Table 1: Datasets statistics.

FEVER (Thorne et al., 2018) which uses manu-
ally synthesized claims from Wikipedia articles,
the claims in these two datasets are based on real-
world news. Table 1 displays the statistics of
datasets. We use the provided valid-test split of
both datasets. The few-shot demonstration exam-
ples are randomly selected from the training set.

Following Yang et al. (2022), we use macro-
average precision (P ), recall (R), and F1 (F1 =
2RP
R+P ) scores as the metrics for evaluation.

Supervised baselines. We compare with seven
strong supervised models in claim verification: 1)
CNN (Wang, 2017) uses a convolutional neural
model to integrate claim information and avail-
able metadata features (e.g. subject, speaker, and
party) to get the prediction; 2) RNN (Rashkin et al.,
2017) uses recurrent neural networks to learn rep-
resentation from word sequences of the claim. 3)
DeClarE (Popat et al., 2018) considers word em-
bedding from both the claim and searched exter-
nal information as evidence. 4) SentHAN (Ma
et al., 2019) proposes a hierarchical attention net-
work to represent external evidence as well as their
semantic relatedness with the claim. 5) SBERT-
FC (Kotonya and Toni, 2020) uses Sentence-BERT
to encode both claim and evidence for classifica-
tion. 6) GenFE (Atanasova et al., 2020) predicts
fact-check results and generates explanations in the
multi-task setup. 7) CofCED (Yang et al., 2022)
uses a hierarchical encoder for text representation
and two coarse-to-fine cascaded selectors to extract
key evidence for news claim verification.

Few-shot baselines. We employ the following
few-shot baselines for comparison:

1) Standard Prompting (Brown et al., 2020) di-
rectly asks the LLM to determine the class label of
the claim. 2) Vanilla CoT Prompting (Wei et al.,

2022) asks the LLM to output a thought chain be-
fore outputting the class label of the claim. The
demonstration examples for both standard prompt-
ing and vanilla CoT are shown in Table 6 and 7, re-
spectively (see Appendix B). 3) Search-Augmented
CoT Prompting: To compare with the baselines that
can access extra knowledge, we augment vanilla
CoT with search engine by using the claim as query
to retrieve the background information, and then let
the LLM output thought chain and class label based
on the information retrieved. 4) ReAct Prompt-
ing (Yao et al., 2023) is a variant of CoT that ex-
plores the use of LLMs to generate both reasoning
traces and task-specific actions (e.g., search) in an
interleaved manner. For a fair comparison, we em-
ploy the same demonstration examples and search
engine across the different systems.

Implementation Details To ensure reproducibil-
ity, we generate outputs using greedy decoding
by setting the temperature to 0. We also freeze
the search results for the same queries involved in
the experiments for fair comparison, as search en-
gine results can potentially change over time across
different runs. We utilize the GPT-3.5 series API
text-davinci-00310 as a backbone LLM. Follow-
ing Wei et al. (2022), we tune the hyperparameter
of the shot number within {1, 2, 4, 6, 8} on the vali-
dation set, and find that the model achieved the best
results with 4 demonstration examples. Therefore,
we set K = 4 throughout the experimentation.

4.2 Results of Claim Veracity Classification

Table 2 summarizes the performance of verification,
and we have the following findings:

• HiSS with LLM is comparable with or even
better than the fully supervised SoTA. As
shown in Table 2, HiSS outperforms previous
SoTA (i.e., CofCED) by 1.9% and 8% in F1 on
RAWFC and LIAR, respectively. This indicates
that few-shot ICL is promising for news claim
verification, owing to the capabilities of LLM
that benefit from its parameterized knowledge
with a tremendous amount of facts. In addition,
HiSS is specially designed to better elicit LLM
and guide it through a step-by-step examination
of the claim, covering both explicit and implicit
aspects and allowing for more comprehensive
and thorough verification. Moreover, HiSS en-

10https://platform.openai.com/docs/models/
gpt-3-5.

https://platform.openai.com/docs/models/gpt-3-5
https://platform.openai.com/docs/models/gpt-3-5
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Model RAWFC LIAR

P (%) R(%) F1(%) P (%) R(%) F1(%)

Fully Supervised Models
CNN (Wang, 2017) 38.8 38.5 38.6 22.6 22.4 22.5
RNN (Rashkin et al., 2017) 41.4 42.1 41.7 24.4 21.2 22.7
DeClarE† (Popat et al., 2018) 43.4 43.5 43.4 22.9 20.6 21.7
SentHAN† (Ma et al., 2019) 45.7 45.5 45.6 22.6 20.0 21.2
SBERT♢ (Kotonya and Toni, 2020) 51.1 46.0 48.4 24.1 22.1 23.1
GenFE♢ (Atanasova et al., 2020) 44.3 44.8 44.5 28.0 26.2 27.1
CofCED† (Yang et al., 2022) 53.0 51.0 52.0 29.5 29.6 29.5

Few-shot Models w/ GPT3.5
Standard Prompt (Brown et al., 2020) 48.5 48.5 48.5 29.1 25.1 27.0
Vanilla CoT (Wei et al., 2022) 42.4 46.6 44.4 22.6 24.2 23.7
Search-Augmented CoT† 47.2 51.4 49.2 27.5 23.6 25.4
ReAct† (Yao et al., 2023) 51.2 48.5 49.8 33.2 29.0 31.0
HiSS† (ours) 53.4 54.4∗ 53.9∗ 46.8∗ 31.3∗ 37.5∗

Table 2: Experimental results of claim verification. Bold denotes the best performance. ∗ means significantly better
than the previous SoTA (CofCED) with p < 0.01. † uses external information obtained via search engines. ♢ uses
gold evidence from fact-check reports. Results of fully supervised models are quoted from (Yang et al., 2022).

ables evidence acquisition via web search when
necessary, mitigating the risk of hallucination.

• The performance of few-shot ICL methods
varies. Despite utilizing the same backbone,
HiSS surpasses standard prompting, vanilla CoT,
and ReAct by 7.95%, 11.65%, and 5.3% in F1
on average, respectively. This observation high-
lights the importance of specific methods prompt-
ing LLM for news claim verification. After con-
ducting an in-depth error analysis on 40 ran-
domly selected samples for vanilla CoT, ReAct,
and HiSS11, as shown in Table 3, we classify
the errors observed in the verification traces into
two categories: (1) fact hallucination and (2)
omission of necessary thoughts. We find that
vanilla CoT exhibits substantial issues of both
hallucination and thought omission. Although
the Search-Augmented CoT improves its perfor-
mance, it still falls short of meeting the stan-
dard prompting method. This suggests that using
the original claim as a search query may end
up with insufficiently detailed and informative
search results, which explains its subpar perfor-
mance. In contrast, ReAct, with its ability to au-
tonomously generate search queries and access
external knowledge, effectively mitigates failures

11We omit standard prompting as it directly outputs the final
prediction without providing intermediate or reasoning steps.

Error Types CoT ReAct HiSS

Fact Hallucination 43% 28% 5%
Thoughts Omission 60% 53% 13%

Table 3: Distribution of errors based on 40 examples
from RAWFC, where Vanilla CoT, ReAct, and HiSS
give incorrect verification results.

caused by hallucinations. However, it encounters
challenges of thought omission as it may ignore
noteworthy points of a claim due to the lack of
claim decomposition and a fine-grained step-by-
step process. Our HiSS prompting method in-
stead effectively addresses both issues, thanks
to its ability to cover both explicit and implicit
points of the claim to get checked and the ability
to seek necessary external knowledge supported
by the search engine.

4.3 Ablation Study

To analyze the impact of different configurations
of HiSS, we conducted an ablation analysis on
RAWFC as shown in Figure 3.

Effect of claim decomposition: Firstly, we con-
sider HiSS without claim decomposition, where we
directly pose probing questions based on the origi-
nal claim, bypassing the claim decomposition step
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Figure 3: Ablation results on RAWFC dataset.

while keeping the step-by-step process. In this set-
ting, the performance of HiSS decreases by 1.5%.
This result demonstrates that claim decomposition,
which separates the claim based on explicit points,
is helpful in improving the final predictions.

Effect of subclaim step-by-step verification:
Next, we conduct an ablation study on the step-by-
step verification process for each subclaim. Instead
of generating probing questions, we let LLM di-
rectly verify subclaims by searching for relevant
background information. Subsequently, the LLM
made predictions based on the subclaims and the
retrieved information. Notably, this modification
resulted in a 2.9% performance drop, underscoring
the importance of employing the subclaim step-by-
step verification approach to address the implicit
points associated with each subclaim.

Effect of strategy using search: We compared
three approaches to explore the effect of differ-
ent strategies on using the search function or not
and how it is used: 1) HiSS w/o search, which re-
lies solely on the internal knowledge from LLM,
2) HiSS always search, which always queries the
search engine to access the external knowledge,
and 3) HiSS, which lets LLM self-decide whether
to use the search results in each step based on its
own confidence (see Section 3.3).

As expected, the performance of HiSS w/o
search is poor which achieves only an F1 of 49.8%,
indicating that reliance solely on LLM’s internal
knowledge is unreliable and insufficient. An in-
teresting finding is that HiSS prompted to decide
whether to leverage search results or not based
on the self-confidence of LLM achieves an F1 of
54.4%, which is just slightly worse than the HiSS
always search by 1.0%. Our further inspection re-
veals that out of the 200 test claims on RAWFC,
a total of 934 questions are generated, and LLM
flags 690 of them as being confident to answer.
This indicates that in cases where the model is con-
fident, external knowledge from the search engine

can only marginally improve its performance, as
the model is capable of providing accurate answers.
In contrast, for the cases where the model lacks
confidence, leveraging search results can enhance
its performance much more greatly. Assuming that
we can basically trust the factuality of search re-
sults from the web, this suggests that the model
demonstrates a reasonably good estimation of its
own confidence.

4.4 Human Evaluation

We conduct a human evaluation to study the expla-
nation quality of three different types of explana-
tions: Gold justification given by human journalists,
explanations generated by the strongest supervised
explainable model CofCED, and the reasoning tra-
jectory generated from the HiSS method. We ask
three English-speaking judges to rate these expla-
nations with scores of 1, 2, and 3 (higher is better)
according to the following criteria:

• Coverage. The explanation and reasoning does
not miss any important points that contribute to
the check.

• Non-redundancy. The explanation and reason-
ing provided only includes relevant information
that is necessary for understanding the claim and
fact-checking it, without any redundant or re-
peated information.

• Readability. The explanation and reasoning is
straightforward and simple to read.

• Overall. The overall quality of the generated
explanation and reasoning.

We randomly sample 34 claims from the LIAR test
set. Three annotators rate them independently. We
compute Krippendorff’s α inter-annotator agree-
ment (IAA) (Hayes and Krippendorff, 2007) and
get 0.36 for coverage, 0.42 for non-redundancy,
0.30 for readability and 0.38 for overall.

Table 4 shows the averaged scores of human
evaluation. We find that the gold explanations are
slightly better than HiSS-based explanations, while
the state-of-the-art automatic explainable claim ver-
ification model CofCED is the worst. In particular,
for the coverage criteria, HiSS can elicit explana-
tions that are on par with the human-written ones.
This explains that our HiSS elicits GPT-3.5 to gen-
erate more fine-grained checking points and steps.
In addition, the non-redundancy score is relatively
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RAWFC

Gold CofCED HiSS

Readability 2.75 1.63 2.44
Coverage 2.65 1.99 2.63
Non-redundancy 2.72 1.28 2.25
Overall 2.69 1.74 2.54

Table 4: Average human ratings on explanations of ver-
ification for the claims in the RAWFC dataset. Gold,
CofCED, and HiSS correspond to the explanations pro-
duced by human journalists, CofCED and HiSS, respec-
tively. A higher score means a better explanation. The
highest score is in bold, and the second is underlined.

lower, since GPT-3.5 may generate repeated sub-
claims. We conjecture that this may be due to the
intrinsic problem of greedy sampling of language
models (Holtzman et al., 2019).

5 Conclusion and Future Work

In this paper, we study different prompting methods
for using LLMs in news claim verification. We in-
troduce a hierarchical step-by-step (HiSS) method
that prompts LLM to perform the verification in
fine-grained steps, aiming to mitigate the omis-
sion of thoughts and fact hallucination. Validated
on two public datasets, HiSS prompting improves
the performance of LLMs on the task over fully-
supervised SoTA models and its strong few-shot
ICL-based counterparts. HiSS prompted explana-
tions show superior explainability in their coverage
and readability.

In the future, we will build a conversational fact-
checking model based on LLMs which can be user-
friendly and incorporate human fact-checkers in
the loop.

6 Limitations

Despite the promising performance of LLMs based
on few-shot ICL, fact verification is a challenging
research problem given the fact that performance
scores are still quite low in general. There are a few
limitations. Firstly, in this work, we highlight that
all the baselines and our proposed method solely
rely on textual information. We focus on an uni-
modal approach utilizing language models and do
not consider the potential assistance from other
modalities, such as images and videos, for this task.
Although the exploration of multimodal approaches
has gradually drawn some research attention (Wang

et al., 2018; Silva et al., 2021; Bu et al., 2023), it
falls outside the scope of our current work.

Meanwhile, the scope of this study is limited to
the verification of news claims, which represents
only a subset of the broader issue of misinforma-
tion. Misinformation encompasses a wide range
of false or misleading information, including ru-
mors, fake news articles, and spams (Wu et al.,
2019). While our focus was specifically on news
claims, future research could explore the detection
and mitigation of misinformation in other formats.

Further, our proposed prompting method heav-
ily relies on the capabilities of backbone LLMs,
which can come with substantial computational
costs. Our method leverages the advancements
in multi-step reasoning exhibited by these LLMs,
necessitating high-performance expectations. How-
ever, it is worth noting that most state-of-the-art
LLMs are currently not open-source and only avail-
able as services. For instance, GPT-3.5 can only
be accessed via API. The reliance on such LLMs
makes deep model control infeasible, and the need
for API access poses challenges in terms of cost.

Finally, while our approach leverages search en-
gines to mitigate the fact hallucination issue in
LLMs, it operates under the assumption that perti-
nent information is readily accessible through web
search. However, not all information is indexed or
available in search engines. For instance, if some-
one claims to have witnessed a rare meteorological
phenomenon in a small town, such event might not
be reported on major news websites or databases.
Such firsthand, non-digitized accounts might be
retrieved or fact-checked. This underscores the
limitation in relying solely on search engines as
a primary source of external knowledge for fact-
checking with LLMs. Another limitation of our
method lies in the claims that are beyond estab-
lished world knowledge when necessary relevant
knowledge is not complete or even not available.
This necessitates the model’s ability to infer novel
knowledge by formulating and subsequently vali-
dating appropriate hypotheses, a task that remains
beyond the capabilities of existing technologies.
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A Case Study

Table 5 shows the example from LIAR where CoT
1) generates sentences containing fact hallucination,
with inaccurate percentages (i.e., 57 and 1 percent),
and 2) omits necessary verification of the given per-
centage. While its final prediction is correct, it still
encounters the issue of omitting necessary thoughts
by not verifying the authenticity of the “1 percent-
age to food and agriculture” claim before making a
judgment on the entire claim’s correctness. In con-
trast, our HiSS method examines each component
of the claim, along with leveraging search engine
to gather comprehensive information. However, it
is worth noting that even though HiSS can gener-
ate a more detailed reasoning process, it still faces
challenges related to repeated generations.

B Demonstration Examples

We show the demonstration examples used in the
LIAR dataset. Table 6 and 7 present the prompts
we used for standard prompting and vanilla CoT, re-
spectively. Table 8 (a) and 8 (b) present the prompts
used for HiSS.
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Ground-truth: False.
Claim: Says 57 percent of federal spending goes to the military and just 1 percent goes to food and agriculture, including
food stamps.

Standard Prompting
True.

Vanilla CoT
According to the Congressional Budget Office, the federal government spent $4.1 trillion. Of that, 57 percent went to the
military and 1 percent went to food and agriculture, including food stamps. Thus the claim is classified as true.

ReAct
Thought 1: I need to search for information about federal spending to verify the claim that 57 percent goes to the military

and 1 percent goes to food and agriculture, including food stamps.
Action 1: Search[federal spending breakdown]
Observation 1: This means federal spending was equal to 25%

of the total gross domestic product (GDP), or economic ..."
Thought 2: The observation contradicts the claim that 57 percent goes to the military and 1 percent to food and

agriculture, including food stamps. The claim appears to be false.
Action 2: Finish[False]

HiSS
A fact checker will decompose the claim into 2 subclaims that are easier to verify:

1. 57 percent of federal spending goes to the military.
2. Just 1 percent of federal spending goes to food and agriculture, including food stamps.

To verify subclaim 1, a fact-checker will go through a step-by-step process to ask and answer a series of questions
relevant to its factuality. Here are the specific steps he/she raise each question and look for an answer:

Question: What percentage of federal spending goes to the military?
Tell me if you are confident to answer the question or not. Answer with “yes” or “no”: Yes.
Answer: About one-sixth of federal spending goes to national defense. CBO estimates the budgetary effects of
legislation related to national security and assesses the cost-effectiveness of current and proposed defense programs.
CBO also analyzes federal programs and issues related to veterans.

To verify subclaim 2, a fact-checker will go through a step-by-step process to ask and answer a series of questions
relevant to its factuality. Here are the specific steps he/she raise each question and look for an answer:

Question: What percentage of federal spending goes to food and agriculture, including food stamps? Question: What
percentage of federal spending goes to food and agriculture, including food stamps?
Tell me if you are confident to answer the question or not. Answer with “yes” or “no”: No.
Answer: Federal spending on USDA’s food and nutrition assistance programs totaled $182.5 billion, 49 percent more
than the ... USDA’s food and nutrition assistance programs accounted for about 5 percent of total federal outlays.

Based on the answers to these questions, it is clear that among pants-fire, false, barely-true, half-true, mostly-true, and
true, the claim can be classified as false. Based on the answers to these questions, it is clear that among pants-fire, false,
barely-true, half-true, mostly-true, and true, the claim can be classified as false.

Table 5: Case study. Labels and predictions from different methods are in pink, generated sentences containing fact
hallucination are in purple, and repeated sentences are in yellow.

Q: Among pants-fire, false, barely-true, half-true, mostly-true, and true, the claim "Emerson Moser, who was Crayola’s
top crayon molder for almost 40 years, was colorblind." is classified as
A: mostly-true.

Q: Among pants-fire, false, barely-true, half-true, mostly-true, and true, the claim "Bernie Sanders said 85 million
Americans have no health insurance." is classified as
A: half-true.

Q: Among pants-fire, false, barely-true, half-true, mostly-true, and true, the claim "JAG charges Nancy Pelosi with
treason and seditious conspiracy." is classified as
A: pants-fire.

Q: Among pants-fire, false, barely-true, half-true, mostly-true, and true, the claim "Cheri Beasley “backs tax hikes —
even on families making under $75,000." is classified as
A:barely-true.

Table 6: Demonstration examples of standard prompting.
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Q: Choose a label from pants-fire, false, barely-true, half-true, mostly-true, and true for the following claim.
Claim: "Emerson Moser, who was Crayola’s top crayon molder for almost 40 years, was colorblind."
A: Moser did have a type of colorblindness. However he said he only had blue-green colorblindness, So only some colors
were confusing to him. Thus the claim is classified as mostly-true.

Q: Choose a label from pants-fire, false, barely-true, half-true, mostly-true, and true for the following claim.
Claim: "Bernie Sanders said 85 million Americans have no health insurance."
A: Sanders accurately cited the Commonwealth Fund report in an October op-ed. His statement on CNN was partially
accurate but left out important details and context. Sanders omitted that his figure included people who either have no
health insurance or are underinsured. Thus the claim is classified as half-true.

Q: Choose a label from pants-fire, false, barely-true, half-true, mostly-true, and true for the following claim.
Claim: "JAG charges Nancy Pelosi with treason and seditious conspiracy."
A: A spokesperson for the U.S. Navy Judge Advocate General’s Corps told PolitiFact it isn’t true that Pelosi has been
charged. The original claim appeared on a website that posts fantastical, false stories and has a disclaimer that the
site contains “humor, parody, and satire.” Thus the claim is classified as pants-fire.

Q: Choose a label from pants-fire, false, barely-true, half-true, mostly-true, and true for the following claim.
Claim: "Cheri Beasley “backs tax hikes — even on families making under $75,000."
A: Beasley does support the Inflation Reduction Act but the claim is wrong to suggest it includes a change in tax rates
for that income bracket. Expert analyses show that any effect on those earners would be on the scale of $350 and, by one
estimate, delayed for several years. Thus the claim is classified as barely-true.

Table 7: Demonstration examples of vanilla CoT prompting. The CoT process is highlighted in green.
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Q: Claim: “Emerson Moser, who was Crayola’s top crayon molder for almost 40 years, was colorblind.”
A: A fact checker will decompose the claim into 4 subclaims that are easier to verify:

1. Emerson Moser was a crayon molder at Crayola.
2. Moser worked at Crayola for almost 40 years.
3. Moser was Crayola’s top crayon molder.
4. Moser was colorblind.

To verify subclaim 1, a fact-checker will go through a step-by-step process to ask and answer a series of questions
relevant to its factuality. Here are the specific steps he/she raise each question and look for an answer:

Question: Is there any official record or documentation indicating that Emerson Moser worked as a crayon molder
at Crayola?
Tell me if you are confident to answer the question or not. Answer with “yes” or “no”: Yes.
Answer: Yes.

To verify subclaim 2, a fact-checker will go through a step-by-step process to ask and answer a series of questions
relevant to its factuality. Here are the specific steps he/she raise each question and look for an answer:

Question: Are there any official records or documentation confirming Emerson Moser’s length of employment at
Crayola?
Tell me if you are confident to answer the question or not. Answer with “yes” or “no”: No.
Answer: Emerson Moser, who is retiring next week after 35 years, isn’t colorblind in the sense that he can’t see
color at all. It’s just that some ...

To verify subclaim 3, a fact-checker will go through a step-by-step process to ask and answer a series of questions
relevant to its factuality. Here are the specific steps he/she raise each question and look for an answer:

Question: Are there credible sources or publications that mention Emerson Moser as Crayola’s top crayon molder?
Tell me if you are confident to answer the question or not. Answer with “yes” or “no”: Yes.
Answer: Yes.

To verify subclaim 4, a fact-checker will go through a step-by-step process to ask and answer a series of questions
relevant to its factuality. Here are the specific steps he/she raise each question and look for an answer:

Question: Are there any credible sources or records indicating that Emerson Moser was colorblind?
Tell me if you are confident to answer the question or not. Answer with “yes” or “no”: Yes.
Answer: Yes.
Question: Was Emerson Moser’s colorblindness only confusing for certain colors?
Tell me if you are confident to answer the question or not. Answer with “yes” or “no”: No.
Answer: Moser has had tritanomaly, a type of colorblindness that makes it difficult to distinguish between blue and
green and between yellow and red.

Based on the answers to these questions, it is clear that among pants-fire, false, barely-true, half-true, mostly-true, and
true, the claim can be classified as mostly-true.

Q: Claim: “Bernie Sanders said 85 million Americans have no health insurance.”
A: A fact checker will not split the claim since the original claim is easier to verify.
To verify the claim, a fact-checker will go through a step-by-step process to ask and answer a series of questions relevant
to its factuality. Here are the specific steps he/she raise each question and look for an answer:

Question: How many Americans did Bernie Sanders claim had no health insurance?
Tell me if you are confident to answer the question or not. Answer with “yes” or “no”: No.
Answer: “We have 85 million Americans who have no health insurance,” Sanders said Dec. 11 on CNN’s State of
the Union.
Question: How did Bernie Sanders define “no health insurance”?
Tell me if you are confident to answer the question or not. Answer with “yes” or “no”: No.
Answer: Sanders spokesperson Mike Casca said the senator was referring to the number of uninsured and
under-insured Americans and cited a report about those numbers for adults.
Question: How many Americans were uninsured or under-insured according
to the Commonwealth Fund survey?
Tell me if you are confident to answer the question or not. Answer with “yes” or “no”: No.
Answer: The Commonwealth Fund survey found that 43% of working-age adults 19 to 64, or about 85 million
Americans, were uninsured or inadequately insured.
Question: Is the statement “we have 85 million Americans who have no health insurance” partially accurate according
to the information in the passage?
Tell me if you are confident to answer the question or not. Answer with “yes” or “no”: No.
Answer: Bernie Sanders omitted that his figure included people who either have no health insurance or are
under-insured.

Based on the answers to these questions, it is clear that among pants-fire, false, barely-true, half-true, mostly-true, and
true, the claim is classified as half-true.

Table 8 (a): Demonstration examples of HiSS prompting. The CoT process is highlighted in green.
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Q: Claim: “JAG charges Nancy Pelosi with treason and seditious conspiracy.”
A: A fact checker will decompose the claim into 2 subclaims that are easier to verify:

1. JAG has made a claim or accusation against Nancy Pelosi.
2. The specific charges or allegations made against Nancy Pelosi are treason and seditious conspiracy.

To verify subclaim 1, a fact-checker will go through a step-by-step process to ask and answer a series of questions
relevant to its factuality. Here are the specific steps he/she raise each question and look for an answer:

Question: Is it true that JAG has made a claim or accusation against Nancy Pelosi?
Tell me if you are confident to answer the question or not. Answer with “yes” or “no”: No.
Answer: There is no evidence to support this claim and a spokesperson for the U.S. Navy Judge Advocate General’s
Corps has stated that it is not true.

To verify subclaim 2, a fact-checker will go through a step-by-step process to ask and answer a series of questions
relevant to its factuality. Here are the specific steps he/she raise each question and look for an answer:

Question: Is it true that the specific charges or allegations made against Nancy Pelosi are treason and seditious
conspiracy?
Tell me if you are confident to answer the question or not. Answer with “yes” or “no”: No.
Answer: There is no evidence to support this claim.
Question: Where is the source of the claim?
Tell me if you are confident to answer the question or not. Answer with “yes” or “no”: No.
Answer: Real Raw News, a disclaimer stating that it contains “humor, parody and satire” and has a history of
publishing fictitious stories.

Based on the answers to these questions, it is clear that among pants-fire, false, barely-true, half-true, mostly-true, and
true, the claim is classified as pants-fire.

Q: Claim: “Cheri Beasley “backs tax hikes — even on families making under $75,000.”
A: A fact checker will decompose the claim into 2 subclaims that are easier to verify:

1. Cheri Beasley supports tax increases.
2. Cheri Beasley supports tax increases for families with an income under $75,000.

To verify subclaim 1, a fact-checker will go through a step-by-step process to ask and answer a series of questions
relevant to its factuality. Here are the specific steps he/she raise each question and look for an answer:

Question: Does Cheri Beasley supports tax increases?
Tell me if you are confident to answer the question or not. Answer with “yes” or “no”: Yes.
Answer: Beasley supports student loan bailouts for the wealthy.

To verify subclaim 2, a fact-checker will go through a step-by-step process to ask and answer a series of questions
relevant to its factuality. Here are the specific steps he/she raise each question and look for an answer:

Question: Does the ad accurately link Beasley’s position on student loan debt forgiveness with her stance on tax hikes
for families making under $75,000 per year?
Tell me if you are confident to answer the question or not. Answer with “yes” or “no”: No.
Answer: The ad makes a misleading connection between the two issues and does not accurately represent Beasley’s
position on tax hikes for families making under $75,000 per year.
Answer: No.

Based on the answers to these questions, it is clear that among pants-fire, false, barely-true, half-true, mostly-true, and
true, the claim is classified as barely-true.

Table 8 (b): Demonstration examples of HiSS prompting. The CoT process is highlighted in green.


