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Abstract
Event extraction from multimodal documents
is an important yet under-explored problem.
One challenge faced by this task is the scarcity
of paired image-text datasets, making it diffi-
cult to fully exploit the strong representation
power of multimodal language models. In this
paper, we present Theia, an end-to-end mul-
timodal event extraction framework that can
be trained on incomplete data. Specifically,
we couple a generation-based event extraction
model with a customised image synthesizer
that can generate images from text. Our model
leverages capabilities of pre-trained vision-
language models and can be trained on incom-
plete (i.e. text-only) data. Experimental results
on existing multimodal datasets demonstrate
the effectiveness of our approach for both syn-
thesising missing data and extracting events
over state-of-the-art approaches.

1 Introduction

Event extraction is an important task in natural
language processing that aims to identify and ex-
tract structured information about events and their
arguments from text. Despite the challenging na-
ture of this task, being rooted in the ambiguity,
complexity and diversity of natural language, re-
cent years have seen significant improvements from
end-to-end deep learning models (Wadden et al.,
2019; Du and Cardie, 2020; Hsu et al., 2022) over
the traditional rule-based approaches (Valenzuela-
Escárcega et al., 2015; Bui et al., 2013).

There is a rapid increase of multimodal docu-
ments online, propelled by the high prevalence
of camera-enabled devices. It has been shown
that other modalities supplement the information
that is available in text (Li et al., 2020). However,
event extraction from multimodal information is
an under-explored area, as existing methods were
primarily developed for textual information.

Some recent works studied this question through
the use of the visual modality (Li et al., 2022a,

2020). These approaches, however, suffer from
two shortcomings. Firstly, existing models formu-
late event extraction as a classification problem, in
which trigger words and entity recognition modules
are used as features. This limits their performance
in capturing high-level complex event structures.
Secondly, these methods require a complete set of
text-(corresponding)image pairs at the time of train-
ing, which limits their performance when models
face missing data, where images are unavailable for
all or a portion of the training data.

To overcome these shortcomings, we propose an
end-to-end sequence-generation-based multimodal
event extraction model. Our proposed approach
incorporates an image synthesizer model to han-
dle the missing images during training. The image
synthesizer, conditioned on the given textual infor-
mation, generates a visual representation that helps
to train the encoder-decoder structure of our event
extraction model, and customises the generated
images by reducing the domain shift between the
original domain of the pre-trained models and the
target domain (Figure 1). Experiments on the task
of multimodal event extraction confirm the strong
superiority of our model, by a margin of 7%, over
state-of-the-art models. Furthermore, empirical
results using the images synthesise show the capa-
bility of our model to portray domain-dependant
visual context.

2 Related Work

The task of event extraction has been widely stud-
ied (Ahn, 2006; Hogenboom et al., 2011), where
initially rule-based classification approaches were
developed to address this task (Bui et al., 2013; Rit-
ter et al., 2012). With the advances in deep learning,
models based on neural networks have also been
developed for this task (Nguyen and Nguyen, 2019;
Zhang et al., 2019). More recently, several studies
leverage the strong representation and reasoning ca-
pabilities of pre-trained language models (Li et al.,
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Figure 1: An overview of our proposed model. The textual encoder (ENCL) takes the text as input and feeds
the encoded version to the image synthesizer, as well as the decoder. The visual encoder (ENCV ) takes the
synthesised image as input and feeds the encoded image into the multimodal transformer-based decoder, and the
structured event information is generated as a sequence.

2021; Wu et al., 2022; Hsu et al., 2022).
While these studies achieve excellent perfor-

mance on text-only benchmarks, they fail to ac-
count for other modalities. By proposing a new
dataset and a multimodal event extraction model,
Li et al. (2020); Zhang et al. (2017); Moghimi-
far et al. (2023) showed that including the visual
context results in better extraction performance.
Li et al. (2022a) proposed an approach based on
pre-trained vision-language models (Radford et al.,
2021) for addressing multimodal event extraction.
However, these approaches cast event extraction
as a classification problem, whereby their model is
limited to a fixed schema. Furthermore, these mod-
els require a complete set of text-image pairs for
training, which hinders their real-world practicality
where it is highly likely that a part of the visual
data is missing. Unlike these approaches, we pro-
pose a sequence generation model that is capable
of synthesising the visual context to alleviate the
problem of missing data.

3 Multimodal Event Extraction

Problem Formulation. Given a corpus of se-
quences of tokens X = {x1, . . . , xN} of length
N , where each xi = (w1

i , w
2
i , . . . ) represents the

i-th sentence of the corpus and wmi is a token from
the vocabulary W . In addition, there is the cor-
responding visual context V = {v1, . . . , vM} of
length M , where M < N , and for each v ∈ V ,
it is paired with one sentence x ∈ X . Our goal
is to extract event mentions, including the event
type e ∈ E , and roles r ∈ R together with their
arguments a ∈ W .

Multimodal Event Generation. We formulate
the task of multimodal event extraction as a
sequence generation task, where our proposed
model outputs a linearised representation of event
mentions in a given sentence-image pair (xi, vi).
Each event then is represented in the form of
yi = 〈ti, ei, 〈ai, ri〉1, 〈ai, ri〉2, . . . 〉, where ti ∈W
refers to a trigger word, ei ∈ E indicates the event
type, and ai ∈ W and ri ∈ R represents an argu-
ment token and role, respectively. Thus, given an
input pair (x, v), the goal of our proposed model is
to generate sequence y of length T as follows:

pθSEQ(y|x, v) =
T∏
t=1

pθSEQ(yt|y<t, x, v) (1)

=
T∏
t=1

DECθDEC(yt|y<t,ENCθENC(x, v)),

where ENCθENC = (ENCL,ENCV ) and
DECθDEC refers to an encoder and a decoder struc-
ture, respectively, and θSEQ := {θENC, θDEC} de-
notes the parameters of our sequence generation
model.

Multimodal Architecture. The encoder ENC(·)
consists of a language encoder (ENCL) and a vi-
sual encoder (ENCV ) to compute hidden represen-
tations of the textual (HL) and visual (Hv) inputs
separately. Hence, the hidden representation (H)
of the input (x, v) is formulated as:

H = ENC(x, v) = [ENCL(x);ENCV (v)] (2)

The DEC(·) is a multi-layer Transformer-based
decoder, where each layer is a Transformer block.
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At step t, the decoder generates the t-th token of
sequence yi and the hidden state ht as follows:

yt,ht = DEC(yt−1;Hy<t,H), (3)

where Hy<t ∈ R(t−1)×d denotes the past hidden
state used for self-attention during decoding. Given
the complete data (x, v, y), the ENC-DEC archi-
tecture can be trained by minimising the loss:

Lseq = Ex,v,y[− log p(y|x, v; θseq)] (4)

4 Training with Incomplete Data
During training, when the visual context of an input
xi is unavailable, we leverage an image synthesizer
that produces visual representation zi based on xi.
We then adapt the image synthesizer based on the
complete and incomplete event extraction data.

Our proposed method is based on Denoising Dif-
fusion Probabilistic Models (Ho et al., 2020). This
generative model consists of a pre-trained autoen-
coder that maps images to a spatial latent code, a
corresponding decoder that learns to map the la-
tent representation back to the image, and a dif-
fusion model that is conditioned on the textual
input (xi). Inspired by Ruiz et al. (2022), dur-
ing training, we use the textual input of complete
pairs of (xcom, vcom) to condition the model to re-
generate vcom. Furthermore, we use the textual
input of incomplete data points xinc to synthesise
visual context z. We then resort to the following
reconstruction-based loss function to train the im-
age synthesiser on the synthesised image z,

Lsyn = Excom,xinc,vcom,z,ε,ε′,t,t′ (5)

[ωt||V̂θsyn(αtv + σtε, x
com)− vcom||22+

λsynωt′ ||V̂θsyn(αt′z + σt′ε
′, xinc)− z||22],

where V̂θsyn is the image synthesizer function,
ε ∼ N (0, I) is a noise term, and ωt, αt, σt and
ωt′ , αt′ , σt′ are the terms that control the noise
schedule and sample quality for complete and in-
complete data, respectively, where t ( and t′) ∼
U([0, 1]). λsyn controls the trade-off between the
images synthesizer’s capability to regenerate the
vcom conditioned on xcom and synthesising images
conditioned on xinc. The only trainable parame-
ters of the image synthesier are those of the textual
encoder, and we keep the other parameters frozen.

We train our models in an end-to-end manner,
where the overall optimisation objective is defined
as a weighted sum of the sequence generation loss
and the image synthesizer loss:

L = Lseq + λLsyn, (6)

where the hyperparameter λ controls the trade-off
between extracting textual and visual semantic in-
formation for sequence generation and synthesising
the visual features.

To train our model, we apply online hard EM
(Neal and Hinton, 1999) by interleaving the follow-
ing steps in an iterative manner:
• E-step: generate images z for data points xinc

using the current parameters of our proposed
image synthesizer θsyn.
• M-step: the model parameters (θseq and θsyn)

are the updated by minimising the loss Eq. 6.

5 Experiments

In this section, we report the performance of our
model on the task of multimodal event extraction in
comparison to the current state-of-the-art models.

5.1 Experimental Setup

Evaluation Metrics. Following previous work
on multimodal event extraction (Li et al., 2020),
we report the results of the macro-averaged F1
score (F1), precision (P) and recall (R). Since we
have formulated this as a sequence generation task,
we also report the BLEU score.

Baselines. We compare our model, Theia (VL),
against Valhalla (Li et al., 2022b), RMMT (Wu
et al., 2021), and Gated Fusion (Wu et al.,
2021)1. Furthermore, we report the perfor-
mance of GPT3.5 (Brown et al., 2020) and
Flamingo (Alayrac et al., 2022), as two in-context
learning approaches. In order to use visual infor-
mation, we use BLIP-2 (Li et al., 2023) to extract
scene description from images and then we feed
them to the context of the model (GPT3.5/SC). In
addition, we report the performance of our model
in two ablation settings, firstly, when the visual
context is fully disregarded in training (Theia (L)),
and secondly, instead of the image synthesizer, we
use an image retrieval model to fill in the missing
data with the most relevant images from the full set
of images in the dataset (Theia (R)).

Dataset. M2E2 (Li et al., 2020) is a multimodal
news event extraction dataset that expands upon
ACE (Doddington et al., 2004). It consists of 6,167
sentences, with 1,297 event mentions and 1,965

1The results of Li et al. (2022a, 2020) are not reproducible,
due to incomplete source code/data.
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Event Argument

Model BLEU F1 P R F1 P R Size Method
Gated Fusion (Wu et al., 2021) 13.34 21.45 21.38 22.50 12.24 12.36 13.59 21.7M SL
RMMT (Wu et al., 2021) 10.81 26.41 36.12 23.96 11.67 12.90 12.37 127.9M SL
Valhalla (Li et al., 2022b) 15.23 19.19 17.53 24.62 10.83 10.51 15.10 49.1M SL
OpenFlamingo (Awadalla et al., 2023) - 7.7 13.49 14.17 5.42 7.68 8.27 9B ICL
GPT3.5 (Brown et al., 2020) - 19.56 17.78 31.31 12.11 10.77 21.62 - ICL
GPT3.5/SC (Brown et al., 2020) - 11.49 12.62 17.77 6.95 7.9 8.62 - ICL

Theia (VL) 18.48 52.48 51.84 53.05 16.44 16.31 18.39 1.4B SL
Theia (L) 17.83 46.75 47.31 48.03 15.21 15.70 17.47 1.4B SL
Theia (R) 17.74 48.38 48.12 50.75 13.56 15.00 14.93 1.4B SL

Table 1: Experimental results of multimodal event extraction and ablation studies, on M2E2 dataset. The column
“Method” refers to the learning method, where ICL and SL indicate in-context and supervised learning.

argument roles. We split M2E2 into training, devel-
opment, and test sets with a ratio of 60:20:20. We
consider a missing data setting, where the training
session has only 10 complete data points with text-
image pairs, and the rest of the data lacks the visual
modality. During inference, complete data points
of text-image pairs are provided to the model.

Results. Table 1 summarises the performance of
the models on M2E2, where at the training stage
only 10 data points include both modalities. On the
BLEU score, our model outperforms the second-
best model by more than 3 absolute points. This
indicates a higher quality of text generation, which
results in better extraction of event information.
This superiority is also backed up by the F1, pre-
cision and recall scores associated with both event
and argument extractions. On F1 score, our model
achieves a substantial 32% improvement on event
trigger detection and a 5% improvement over the
second-best model on argument extraction. The
comparatively lower improvements of argument
role extraction, when compared to event extraction,
suggest the difficulty and complexity of argument
representations. This is explained by the diversity
of the mentions and the lower frequency of the men-
tions in the training data. Furthermore, we believe
that this be caused by the degradation in the quality
of longer generated sequences.

Compared to our full model, the poorer
performance when the visual context is dis-
carded (Theia (L)) suggests that using the visual
context indeed improves the extraction of events.
Moreover, the lower performance of Theia (R) in-
dicates the positive effect of our image synthesizer
in providing more context-related features.

To evaluate the effect of missing visual data,
we reconfigure the training settings from 10 com-
plete data points to 5, 50, 100, and the full set of
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Figure 2: Performance of the models on M2E2, with
different numbers of data point with both modalities
during the training time.

data points, respectively. Figure 2 shows the re-
sults of this study. The x-axis shows the number
of data points that, during training, include both
textual and visual inputs, and the y-axis shows the
F1 score. We see that on event trigger detection,
our model outperforms all of the baselines in all
settings. This observation suggests that the im-
ages generated by our image synthesizer model
can capture more contextual information related
to the textual input, hence resulting in improved
performance. For argument extraction, our model
performs the best in all settings except full, where
Valhalla and Gated Fusion achieve better perfor-
mance. The drop in performance of our model
from 100 to full setting, suggests that the images
associated with textual inputs (on full setting) carry
less relevant information, and on the 100 setting
when missing images are synthesised, the auxiliary
images can provide better contextual information.

6 Conclusion

In this work, we address the task of multimodal
event extraction, when the model faces missing
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vision modality in the training data. We propose
an end-to-end sequence generation model, which
leverages a customised image synthesizer model
to provide visual context to the model. Empirical
results show that our proposed approach effectively
exploits the incomplete training data, and outper-
forms state-of-the-art techniques in this task.

7 Limitations

This paper discusses multimodal event extraction
where textual input is represented at sentence level,
therefore our model is limited by the length of
the inputs and performs poorly on document-level
event extraction. While our model showed a strong
ability in addressing this task, real-world scenarios
are more challenging due to distributional shift in
data and noisy environments. While our model has
proven to generate context-dependent images, its
ability in generating facial features is limited, hence
generated images of people are unrecognisable. In
addition, the core part of our model, which is based
on large-scale vision-language pre-trained models,
can limit the deployment in situations with limited
resources. Besides, all the reported results are by
fixing a random seed and running all experiments
once.

8 Ethics Statement

This project aimed at customising existing pre-
trained image generation models (Stable Diffusion)
towards the domain of news. While our image syn-
thesizer might be biased toward specific attributes
of the domain, it enables our model to extract better
events from the text. Similar to existing generative
models, the generated content might be used to
mislead or manipulate. Therefore, our model in-
herits similar potential risks from this family of
generative models.
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A Examples of Images by Theia

In this section, we present two samples of images
generated by our model, Theia. We randomly se-
lected two data points from the test set of M2E2.
We then used the textual information to condition
our image synthesizer into generating the visual
representation of the text (Figure 3). As it can be
seen, in the first example, churches is properly cap-
tured in the image generated by our model, Theia.
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Figure 3: The images generated by our model for given textual inputs, compared to the original images from the
news article, and the image generated by Stable Diffusion model (Rombach et al., 2022).

Similarly, in the second example, while stable dif-
fusion fails to portray the smoke, our model repre-
sents this with fire/smoke, similar to the original
image.

B Data Preparation

In order to develop our model, and run the experi-
ments for all of the baselines as well, we convert
the structured events into a sequence of tokens. To
this end, a structured event represented in form of
yi = 〈ti, ei, 〈ai, ri〉1, 〈ai, ri〉2, . . . 〉 (Section 3), is
converted to the following span of tokens:
<TRIGGER> ti </TRIGGER> <EVENT> ei
</EVENT> <ARG> ai </ARG> <ROLE> ri
</ROLE>

where the tokens between <·> are special tokens
added to the vocabulary setW , and the embedding
space of our encoder is then adjusted to the new
length of vocab.

C Experimental Details

To train our model, we use CLIP ViT-L/14 (Rad-
ford et al., 2021) as a text and vision encoder. We
also use the parameters of the pre-trained stable
diffusion model (Rombach et al., 2022) to initialise
the image synthesizer. This model is licensed with
a CreativeML OpenRAIL++ license and free to use.
We use an embedding size of 768, and a dropout of
0.3 over the textual encoder. We use Transformer-
Base decoder in the sequence generator. Our model

include more than 1.4B parameters, which belongs
to both image synthesise and sequence generator.
Optimisation is handled by Adam (Kingma and
Ba, 2015) with a square root learning rate schedule
and warm-up steps. We set the λ to 0.01 and use
beam search with a beam size of 5 during inference.
We ran our model on a machine with one NVIDIA
A100 gpu. For the baselines, we follow the im-
plementation details explained in their papers, and
each model is trained with the same data prepara-
tion as our model. The best performing checkpoint
on the development set then was used for testing.
Since we kept the random seed constant throughout
the experiments, we report the single-run results
of each model. For running the experiments of
GPT3.5, we prepare a prompt including task defi-
nition, definition of each event type and argument
type and one example per event type, in addition
to scene description, and ask the model to generate
event information according to the instruction. We
use model engine gpt-3.5-turbo. BLIP-2 2 is
used to extract description of the images, as a part
of the prompt. The experiments related to Open-
Flamingo 3 are conducted by using the open source
implementation of Flamingo (Alayrac et al., 2022),
where a prompt similar to prompt used in GPT3.5
experiments is used to instruct the model to gener-
ate information about events given a text and the
corresponding image.

2https://github.com/salesforce/LAVIS/tree/main/projects/blip2
3https://github.com/mlfoundations/open_flamingo


