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Abstract

To what extent do personal attributes affect the
way we are spoken to? Answering this question
requires the precise reproduction of a conversa-
tional context except for one personal attribute
of interest, amounting to a classical, yet infea-
sible, causal inference problem. We present a
method based on counterfactual analysis by ma-
nipulating speaker attributes in observational
data. We propose a case study of Advocate re-
sponses to Justices in debates in the Supreme
Court of the United States. Specifically, we
measure changes in politeness and coordination
of Advocates when responding to (a) real Jus-
tices and (b) counterfactually-manipulated Jus-
tices, with responses generated with GPT2. We
first validate our method, showing that GPT2-
generated outputs capture coordination and po-
liteness. Our results confirm a known impact
of the attribute gender, and suggest a weaker
effect of seniority on coordination.1

1 Introduction

Does the way we speak to others depend on the
personal attributes of the addressee? Speakers em-
ploy different strategies when replying to persons
of different social status (Niederhoffer and Pen-
nebaker, 2002; Taylor and Thomas, 2008; Danescu-
Niculescu-Mizil et al., 2012, 2013; Mizukami et al.,
2016). Well-known strategies are linguistic ac-
commodation, e.g., in adjusting in style to a more
senior conversation partner (Kulesza et al., 2014;
Danescu-Niculescu-Mizil et al., 2012; Noble and
Fernández, 2015; Xu et al., 2018), and politeness,
where speakers vary the level of formality and word
choice (Danescu-Niculescu-Mizil et al., 2013; Fu
et al., 2020; Li et al., 2020). A better understanding
of the factors that cause such strategies is not only
of interest to social scientists, but could also render
dialogue systems more natural.

∗Now at Google DeepMind.
1Dataset and code are made available at

https://github.com/biaoyanf/SCOTUS-counterfactual.

[BADER-GINSBURG]

[ADVRES] [. . . ] This is an obstacle preemption case mas-
querading as a field preemption case. [. . . ] and the Nuclear
Regulatory Commission have repeatedly reaffirmed that
states have the ability to regulate mining up to and includ-
ing by banning it altogether [. . . ]

[KAVANAUGH] Yeah. So the mining and milling occur to-
gether, correct? In other words [. . . ] you don’t have mining
without milling; you don’t have milling without mining

[ADVRES] [. . . ] there’s a way – the in situ leaching process,
they literally occur at the same time.

Figure 1: An example instance from our dataset. We
measure politeness and coordination in the true or gen-
erated [ADVRES] response (bottom) to a question from
a Justice (middle) in context (top). Counterfactuals
replace the true Justice identity tag (male) with a dif-
ferent one (female).

To directly address this question would require a
dataset of paired situations which are identical ex-
cept for one speaker’s personal attribute of interest.
This would allow us to measure the causal effect
of the attribute value (treatment) on language style
(outcome) (Pearl, 2009; Imbens and Rubin, 2015).

Since this is not achievable, we present a coun-
terfactual methodology based on manipulation of
observational data and the power of pre-trained lan-
guage models. Specifically, we require a dataset
of observed conversations involving persons for
which: (a) personal attribute values are known;
(b) sufficient conversational data is available to fine-
tune LMs; and (c) these conversations occur in a rel-
atively controlled context. Here, we use conversa-
tions between Advocates and Justices in arguments
from the US Supreme Court (SCOTUS) and investi-
gate differences in politeness (Danescu-Niculescu-
Mizil et al., 2013) and coordination (Danescu-
Niculescu-Mizil et al., 2012) of Advocate re-
sponses to questions asked by Justices with differ-
ent personal and professional attributes (Figure 1).

To validate our approach, we first show that
pre-trained language models reliably capture po-
liteness and coordination (Section 3). We do so

https://github.com/biaoyanf/SCOTUS-counterfactual
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by comparing the politeness and coordination lev-
els of real Advocate answers in the SCOTUS data
against answers generated by a large pre-trained
language model (GPT2; Radford et al. (2019))
when prompted with the same context (Figure 1,
blue).

We consider three binary Justice attributes —
gender, nominating party, and seniority — and
compare politeness and coordination in GPT2 gen-
erated responses in factual vs. counterfactually-
manipulated situations where the inquiring Justices’
attribute value is flipped (Section 4; Figure 1, red
→ blue). We ask would an Advocate’s response
change in politeness (coordination) had the ques-
tion been asked by a Justice from a different social
group?

We show that LMs are sensitive to social cues,
beyond the inherent biases in LMs and data sets
(Section 6), prompting further research on fairness
and bias from a sociolinguistic perspective.

2 Methodology

Data We use a subset of a published set of SCO-
TUS arguments2 (Chang et al., 2020), covering
transcripts from 1955 to 2019, comprising 4.5K
cases, 35 Justices, and >1M utterances. We ran-
domly selected one case per year to include in the
dev and test sets, respectively, and used the remain-
der to fine-tune GPT2. We removed Justices with
<80 turns from the test set.3

The published SCOTUS data includes the
speaker identity (name) and function (e.g., Jus-
tice or Advocate) for each turn. We retain the
full Justice name and map the Advocates to the
side they stand for, i.e. petitioner ([ADVPET]) or
respondent ([ADVRES]).4 From this, we construct
our final dataset, where each instance consists of
400 words of preceding context, followed by a Jus-
tice turn directly followed by an Advocate’s re-
sponse. Figure 1 shows an example context. The
statistics of our dataset are listed in Table 1 and
Appendix A provides additional details on the data
set.

Demographic and Personal Attributes We
study the impact of three binary attributes of a Jus-
tice on the politeness and coordination levels of the

2https://convokit.cornell.edu/documentation/supreme.html
3See Appendix A for data construction details.
4Note that while the distinction is not strictly necessary for

the experiments, it is intuitive that social alignment is impacted
by the position of the conversation partner. See Appendix C
for a detailed analysis of advocates’ attributes.

Train Dev Test

Number of Instances 402,230 6,366 6,129
Number of Cases 4,445 65 65
Number of Justices 35 35 20
Total #Turns 981,492 15,653 14,901
Avg. #token/Turn 48.38 45.33 48.11
Avg. #token/Justice Turn 29.93 29.64 29.49
Avg. #token/Advoc. Turn 64.93 60.05 63.56

Table 1: Statistics of our SCOTUS dataset, where indi-
vidual instances are comprised of 400-token preceding
context + Justice Turn + Advocate Turn.

Advocates’ response to their questions: gender (m,
f); seniority (Chief Justice or not); and the party
which nominated the Justice (Democrat, Republi-
can).

Coordination and Politeness Prior work has
proposed measures of coordination (Danescu-
Niculescu-Mizil et al., 2012) and polite-
ness (Danescu-Niculescu-Mizil et al., 2013),
which have been used to study the connection
between linguistic choices and personal attributes.
We consider those measures to analyze the behav-
ior of Advocates in the courtroom. Particularity,
we directly use the coordination indicator from
ConvoKit,5 which quantifies the coordination of a
respondent adv to a speaker jst wrt. a linguistic
marker6 lm by calculating how much the fact
that jst used lm increases the probability of adv
using lm in a direct response. We average across
markers, and instead of considering individual jst,
we measure coordination to groups of jst who
share an attribute value a (e.g., all male or female
Justices), obtaining coordination measure ŷjst=a

c .
We similarly measure politeness as the proba-

bility of observing a politeness marker7 pm in an
utterance by adv in response to jst, normalized
by the prior probability of adv using pm; again,
we average over values pm and all jst that share
an attribute value, obtaining a politeness measure
ŷjst=a
p .

Method We used GPT2 to generate responses
given factual (Figure 1, red) and counterfactual
(Figure 1, blue) contexts. We fine-tuned GPT2
on the SCOTUS training set for 50 epochs to in-
corporate a notion of typical Advocates’ response

5https://convokit.cornell.edu/
6E.g., auxiliaries, conjunctions, or quantifiers;

cf., Danescu-Niculescu-Mizil et al. (2012) for full list.
7E.g, greetings, apologies or hedges; cf. Danescu-

Niculescu-Mizil et al. (2013) for the full list.

https://convokit.cornell.edu/documentation/supreme.html
https://convokit.cornell.edu/
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behavior, and selected the best model based on dev
set perplexity. We generated Advocate responses
with GPT2 given a Justice question with preced-
ing context. Each turn includes a speaker tag (see
[TAGs] in Figure 1). We chose GPT2 because, un-
like its successors GPT3 and ChatGPT, it can be
fine-tuned to a target domain.

Factuals We first present factual SCOTUS con-
texts cxt (Figure 1, top and middle context) with
true speaker tags (Figure 1, red) as prompts to
GPT2 and have it generate a factual response. We
obtain a final coordination (or, equivalently, po-
liteness) score, by averaging over all generated
responses to questions by Justices with attribute a:

yjst=a|{cxt}a, jst=a, (1)

where scores y can pertain to coordination or po-
liteness, and we omit subscripts to avoid clutter. In
Section 3 we verify that GPT2 scores yjst=a mirror
the true values ŷjst=a across attribute values, for
both coordination and politeness.

Counterfactual Speakers We next manipulate
only a Justices’ attribute of interest while keeping
the rest of the context fixed, to examine its effect
on the Advocate’s response. We do so by changing
the speaker tag (Figure 1, red → blue). For in-
stance, to test the effect of gender on politeness (or,
equivalently, coordination), we take all contexts in-
volving male Justices {cxt}m and replace the male
Justice’s indicator (e.g., [KAVANAUGH]) with a female
Justice’s name (e.g., [BADER-GINSBURG]). We do this
exhaustively for all male-female combinations and
average over counterfactually generated responses
towards female Justice tags to obtain a ‘generic
female’ f̂ politeness (coordination) score yjst=f̂ |m

under male context {cxt}m. Equivalently, we ob-
tain a ‘generic male’ m̂ politeness (coordination)
score yjst=m̂|m under male context {cxt}m by sub-
stituting male indicators with other male tags:

yjst=f̂ |m|{cxt}m, do(jst=m→f̂),

yjst=m̂|m|{cxt}m, do(jst=m→m̂),
(2)

where we denote the counterfactual manipulation
with the do operator from the causal inference liter-
ature (Pearl, 2009). In sum, we fix the context (e.g.,
{cxt}m) but manipulate properties of the Justices
(e.g., m̂ vs. f̂ ) and measure the difference between
politeness (or, equivalently, coordination) scores to

Factual (Exp 1) C’factual (Exp 2)
Preference Rel Info Cons Rel Info Cons

None 0.88 0.53 0.71 0.77 0.43 0.52
Real 0.04 0.37 0.14 0.07 0.23 0.16

Generated 0.08 0.10 0.14 0.16 0.34 0.32

Table 2: Human preferences of Relevance (Rel), Infor-
mativeness (Info) and Consistency (Cons).

test the effect of attribute values in speakers.8

Counterfactual Contexts Alternatively, to un-
derstand the effect of context spoken by groups
with different values, we hold the properties of the
Justices constant, and change the conditioning con-
texts. E.g., we fix the gender of the asking Justice,
e.g., to a ‘generic male’ m̂ by exhaustively insert-
ing male Justice names as described above, and gen-
erate responses when (i) contextualized with male
Justices’ contexts {cxt}m, or (ii) female Justices’
contexts {cxt}f , and compare their differences:

yjst=m̂|m|{cxt}m, do(jst=m→m̂),

yjst=m̂|f |{cxt}f , do(jst=f→m̂).
(3)

In sum, we fix the properties of the Justices (e.g.,
m̂) but manipulate the context from different jus-
tices (e.g., {cxt}m vs. {cxt}f ) and measure the dif-
ference between politeness (coordination) scores
to test the effect of spoken context.

In Section 4 we apply both counterfactual com-
parisons (Equations (2) and (3)) across our three
binary attributes, and politeness and coordination
measures.

3 Experiment 1: Factual generation

First, we validated that generated Advocate
responses to Justice questions resemble
true responses in both content and coordina-
tion/politeness. We compared scores as estimated
from the SCOTUS data against those generated
by GPT2 when prompted with factual contexts
(Equation (1)).

Content validity We observed a decrease in dev
perplexity (116.22 to 2.75) after fine-tuning GPT-2.
Additionally, we manually evaluated the generated
responses in terms of their informativeness, rel-
evance, and consistency (Finch and Choi, 2020).
We hired two English native-speaker social scien-
tists not involved in the project and presented them

8Analogously we obtain yjst=m̂|f and yjst=f̂ |f by manip-
ulating Justice groups in female contexts {cxt}f .
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Figure 2: Coordination and politeness scores in
Advocates’ responses to factual Justices. Gender:
(m=Male, f=Female); Nominating party: (d=Democrat,
r=Republican); Seniority (c=Chief jst, nc=Non-Chief).
The coordination and politeness scores are scaled by
100 and 10 for clarity, respectively, and the same scaling
applies to the following Figures.

with the same prompt as GPT2 and the real and
generated answers, and asked to indicate for each
category which answer is preferred or whether both
are equal. Table 2 (left) shows that overwhelmingly
both answers were rated as equal. For cases where
one answer was preferred, we verified that the dis-
tribution did not differ significantly from random
(Binomial test, p>0.05, n=46).

Coordination and Politeness Do GPT2 re-
sponses reflect the differences in coordination and
politeness in responses observed in the original
SCOTUS data? Figure 2 shows that predicted co-
ordination scores (green bars) consistently align
with true scores (purple bars) in terms of direction
and magnitude; the same holds for politeness in
Figure 2b. Gender produces the largest difference
in coordination (Figure 2a left), echoing the finding
of Danescu-Niculescu-Mizil et al. (2012) that gen-
der impacts speaker coordination in legal discourse.
Gender and seniority incur politeness differences.9

4 Experiment 2: Counterfactual
Generation

Having demonstrated that GPT2-generated re-
sponses reflect content and group-specific social
signaling (Section 3), we now apply the counter-
factual framework (Equations (2) and (3)). First,
we ensured the content validity of counterfactually
generated utterances via human evaluation as in
Section 3. Table 2 (right) confirms that annotators
did not prefer real responses over generated ones

9Appendix C presents further evidence for this, over 7
personal attributes across Advocates and Justices.

(a) Coordination. (b) Politeness.

Figure 3: Coordination and politeness scores in Advo-
cate responses to counterfactually-manipulated Justices.
x-labels as in Figure 2. Colors indicate attribute-specific
contexts. Shading indicates Justice attribute value. Pair-
wise significant differences according to Welch’s t-test
at p<0.1 (*) and p<0.05 (**).

(or vice versa) for the vast majority of instances.10

We first ask to what extent social cues in an Ad-
vocate response vary wrt. a manipulated attribute
of the asking party (Justice). This corresponds to
Equation (2) and comparison of lined vs. dotted
bars of the same color in Figure 3a (coordination)
and Figure 3b (politeness). We find a significant
difference (Welch’s t-test, p<0.05) in politeness in
response to Justice gender: Advocates are signifi-
cantly more polite to real and counterfactual female
Justices given the same context. This holds in both
directions (a significant increase when manipulat-
ing ‘generic male’ m̂→f̂ (red) and decrease when
turning ‘generic female’ f̂→m̂ (blue)).

Next, we investigate the impact of context on
social signals in a response, by keeping properties
of Justices fixed, but embedding them in different
contexts originating either from Justices with bi-
nary attribute label a or ¬a (Equation (3)). We
inspect the results by comparing the blue vs. red
bars of the same shade (both lined or both dotted)
in Figure 3. We find a significant difference in
coordination, when embedding female Justices in
female vs. male contexts (left block Figure 3a blue
lined vs. red lined) and male Justices in female
vs. male contexts (same block, blue dotted vs. red
dotted). With marginal significance (p<0.1, n=16),
we observe a decrease in coordination and increase
in politeness when embedding non-Chief Justices
in non-Chief vs. Chief contexts (blue vs. red lines
in the right blocks in Figures 3a and 3b).

10Example pairs of real and generated responses are in
Appendix D. Preferences are again not significantly different
from random (Binomial, p>0.05).
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5 Discussion

Does the way we speak depend on the personal
attributes of our interlocutor? We addressed this
question with a new methodology involving coun-
terfactual manipulation and high-quality response
generation from a powerful language model. Our
method isolates social cues in responses to ques-
tions from groups of people with different social
or demographic attributes in otherwise controlled
contexts. We presented a case study on Advocate
responses to Justices in SCOTUS arguments, where
we manipulated the Justices’ attributes of gender,
seniority, and nominating political party.

We found that (1) the Justice’s gender has a sig-
nificant impact on Advocate politeness: Advocates
are more polite toward female Justices; (2) Advo-
cate coordination changes significantly in response
to the context invoked by male vs. female Justices.
We also found weak evidence that Advocate coor-
dination and politeness change in response to the
context invoked by Chief vs. non-Chief Justices.

Our method extends a line of work of leveraging
LMs for causal inference with observational text
data (Keith et al., 2020; Veitch et al., 2020; Pryzant
et al., 2021; Feder et al., 2022), which has predom-
inantly studied the causal effects of different lin-
guistic properties (treatment) on some non-textual
outcome, whereas we manipulate speaker attributes
(treatment) and study their effect on language as an
outcome. We address the problem of confounding
(variables that affect both treatment and outcome)
by: (a) tight control of contexts as legal court ar-
guments; and (b) verification that our method of
GPT2 fine-tuning and attribute-conditioned gen-
eration is both faithful in content to the original,
and captures real-world differences in expression
pertaining to our attributes of interest.

Our proposed counterfactual framework can be
further applied to other conversations such as on-
line discussions (Danescu-Niculescu-Mizil et al.,
2012), interviews (Fu et al., 2016) and congres-
sional records (Gentzkow et al., 2018), to investi-
gate the effect of attribute groups in various scenar-
ios; and to other sociolinguistic phenomena, such
as persuasion (Dimitrov et al., 2021) in order to
explore additional perspectives on the social dy-
namics in conversations.

While current debiasing research (Wang et al.,
2020; Kaneko and Bollegala, 2021; Guo et al.,
2022) is focused on the semantic level (i.e. unwar-
ranted associations between attributes and content),

our study shows that LMs also capture subtle soci-
olinguistic biases (i.e. coordination and politeness).
We hope our counterfactual framework spurs fu-
ture work on evaluating fairness and bias from a
sociolinguistic perspective.

6 Ethical Discussion

6.1 Potential Bias
We conduct our counterfactual analysis using LMs,
which have been proven to be biased (Nadeem et al.,
2021; Delobelle et al., 2022). The generated results
might contain inherited bias from the pre-trained
language models. This could introduce confounds
in the generated responses: (1) LMs might be a
prior more likely to (not) generate selective polite-
ness/coordination markers due to exposure in the
training data.11 (2) Historical biases — as LMs
were predominantly trained on contemporary lan-
guage leading to a temporal confound where pre-
dictions on earlier data points might be noisier than
those for more recent SCOTUS discussions. We
acknowledge that this could further bring unde-
tected harm in analyzing Advocate court behaviors,
especially in the counterfactual setting.

Our analysis is based on groups of speakers who
share an attribute value, and makes no claims about
the content/professional level, nor on individuals.
Although our framework could generate intermedi-
ate results for individual Justices and, in theory,
could derive personal conclusions in court, we
strongly caution against this.

6.2 Human annotations
To test the content validity of GPT2, we re-
cruited two native-speakers with social science
backgrounds not involved in this project through
the authors’ contacts. We did not record any per-
sonal information (e.g. demographics). Authors
were debriefed in full after completion of the task,
and paid an hourly rate of USD$38, which far ex-
ceeds the local minimum pay rate.

7 Limitations

For modeling speaker behavior, we consider social
cues based on coordination and politeness. Other
dimensions, such as sentiment (Feldman, 2013),
persuasion (Dimitrov et al., 2021), or rate of inter-
ruption (Epstein et al., 2010), could be further ex-

11We investigate coordination scores under breakdown
markers in Appendix E, with Advocates towards male vs.
female Justices as an example.
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plored to better understand social dynamics in the
courtroom. It would also be interesting to explore
the interactions among the proposed sociolinguistic
perspectives. Also, we focus on the responses from
Advocates toward Justices. A study from the other
direction could complement this work, and aid in
better understanding the dynamics of legal oral ar-
guments. What’s more, another type of speaker,
e.g. amici curiae (“friends of the court”) has been
shown to have influences on legal judgments (Sim
et al., 2015) and is also worthy of investigation.

All experiments were based on GPT2 (Radford
et al., 2019). There is room for exploration of pre-
trained language models, such as GPT3 (Floridi
and Chiriatti, 2020), ChatGPT, BART (Lewis et al.,
2020), or T5 (Raffel et al., 2022). In natural lan-
guage generation, current work (Wu et al., 2020;
Hu and Li, 2021) has introduced casual models to
generate counterfactual text, and this could further
aid the analysis of the impacts of different social
factors.

Our study is based on a subset of SCOTUS
cases.12 While they have similar statistics to full
cases, they do not reflect the full conversation his-
tory of the US Supreme Court or represent the cur-
rent state of the court. Also, all claims in this paper
are bound to this specific use case. They are not
generalizable to other SCOTUS parties, legal sys-
tems, social strategies, etc. Additionally, although,
in preliminary experiments, we applied a temporal
train/test split (holding out the final year, I.e. 2019,
as test data) and verified that the general pattern
of results (i.e. perplexity) is identical in both the
random and the temporal split, temporal effects on
SCOTUS cases, especially from a sociolinguistic
perspective, would be worthy for further investiga-
tion.
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A The SCOTUS data set

Cases were removed if: (i) voting results of indi-
vidual Justices were missing; or (ii) the side of the
Advocate (petitioner or respondent) was unavail-
able; or (iii) the case was associated with more than
one sitting.

When constructing pairs of Justice–Advocate
turns where the Justice utterance is directly fol-
lowed by an Advocate utterance, we disregard the
first four utterances per sitting, as they largely con-
sist of legal boilerplate text.

We removed all nonlinguistic information from
the transcripts, including indicators of cross-talk
(e.g., [voice overlap], [interruption]), nonverbal
expressions (e.g., [laughter], [sighs], [applause]),
and procedural markers (e.g., [luncheon], [recess]).
The full list will be made available as part of the
code repository.

B Fine-tune Configuration

For our experiments, we used GPT2-small,13 with
124M parameters. We fine-tuned the GPT2 model
on our training data for 50 epochs, using the
AdamW optimizer with a learning rate of 5e-5 and
a batch size of 2. We select the model that performs
the best in the Justic-Advocate pairs on the dev set
based on perplexity.

Overall, it took approximately 24h to fine-tune
the GPT2 model on one NVIDIA A100 40GB
GPU.

13https://huggingface.co/gpt2
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Figure 4: Expanded experiments on coordination and
politeness scores in Advocates’ responses toward factual
Justices. Advocate side: (r=respondent, p=petitioner);
Advocate win: (w=Win, l=Lose); Advocate direction:
(l=Liberal, c=Conservative); Justice against Advocate:
(y=Yes, n=No).

C Further Validation of Coordination
and Politeness in GPT2 Responses

We present an extended set of results for Experi-
ment 1 (Section 3), involving an additional four
binary attributes: (1) Advocate’s side (respondents;
petitioner), (2) Advocate wins (the final voting re-
sult is in favor of the side of the Advocate; or not),
(3) Advocate direction (liberal, conservative), and
(4) Justice against Advocate (the Justice votes even-
tually against the side of the Advocate; or not).

Figure 4 shows the comparison of real scores
derived from the SCOTUS data (purple) vs. factual
GPT2-generated responses (green) for coordina-
tion (4a) and politeness (4b), respectively. With the
exception of “Advocate side” in coordination (left-
most block in Figure 4a), factual GPT2-generated
responses align with the real differences. This is in
line with our results for attributes gender, party, and
seniority in Section 3, and confirms the capability
of the fine-tuned GPT2 model to capture coordina-
tion and politeness in Advocates’ responses toward
Justices.

D Generated Samples

We provide two example contexts with real, fac-
tual generated and counterfactually generated re-
sponses. Figure 5 involves a question asked by a
male non-chief judge, and Figure 6 involves a fe-
male non-chief judge. For, each we provide two
counterfactual responses where we flip the jus-
tice attributes gender and seniority, respectively.
We also label politeness indicators with underlin-
ing and corresponding index in the list of polite-
ness markers from Danescu-Niculescu-Mizil et al.
(2013) in Table 3.

https://doi.org/10.18653/v1/2020.acl-main.484
https://doi.org/10.18653/v1/2020.acl-main.484
https://doi.org/10.18653/v1/2020.emnlp-main.56
https://doi.org/10.18653/v1/2020.emnlp-main.56
https://doi.org/10.18653/v1/P18-1056
https://doi.org/10.18653/v1/P18-1056
https://doi.org/10.18653/v1/P18-1056
https://doi.org/10.18653/v1/P18-1056
https://huggingface.co/gpt2


205

0 “Please” 1 “Please start” 2 “Hashedge”
3 “Indirect (btw)” 4 “Hedges” 5 “Factuality”
6 “Deference” 7 “Gratitude” 8 “Apologizing”
9 “1st person pl.” 10 ’1st person” 11 “1st person start”
12 “2nd person” 14 “2nd person start” 13 “Indirect (greeting)”
15 “Direct question” 16 “Direct start” 17 ’Positive lexicon”
18 “Negative lexicon” 19 “Counterfactual modal” 20 “Indicative modal”

Table 3: List of politeness markers from Danescu-Niculescu-Mizil et al. (2013). See Table 3 in the cited paper for
details and explanations.

Overall, compared to real advocate responses,
GPT2-generated responses contain more politeness
indicators. Compared to responses toward male jus-
tices, generated responses toward female justices
exhibit more politeness strategies.

E Breakdown Coordination Scores for
Markers in Advocates’ Responses
toward Male vs. Female Justices

As shown in Figure 7, to study the confounds in pre-
trained LMs, we investigate the breakdown coordi-
nation scores for markers with Advocates towards
male vs. females Justices.

For every coordination marker, the GPT2-
generated ratio for male vs. female corresponds
to the real-world relative prevalence observed in
the SCOTUS data. In addition, the absolute preva-
lence per gender was comparable between real and
generated texts for all categories except the use
of adverbs, where GPT2 generates significantly
more adverbs than were observed in the text (likely
a reflection of the less institutional language that
dominates the GPT2 training data).

F Annotation Instructions for Evaluating
Legal Court Advocates’ Responses

The goal of this annotation project is to evaluate the
“quality” of conversations in a court room along a
variety of criteria. Specifically, you will rate the
quality of an advocate’s response to a preceding
justice’s turn. This document includes two sections:
Annotation Instructions and Rating Explanations.

F.1 Annotation Instructions

You will be provided with extracted excerpts from
the US supreme court transcripts. Each excerpt
contains three parts:

1. Previous context of 2-6 utterances preceding
Justice’s turn.

2. Justice’s turn.

Evaluation Di-
mension

Explanation Evaluation
Dimension
Explanation
Corresponding
number

Relevance The advocate’s re-
sponse is on-topic with
the previous context
and justice’s turn

Informativeness The advocate’s re-
sponse provides
unique and non-
generic information
Note that high infor-
mativeness does not
always mean the re-
sponses are providing
consistent results.

0: Both responses
are equally good.

1: Response
1 is better.

2: Response
2 is better.

Consistency Consistency The advo-
cate’s response does
not produce contradic-
tory information wrt.
the context.
Note that high consis-
tency does not neces-
sarily means high infor-
mativeness

Table 4: Rating metrics

3. Advocate’s response to Justice’s turn.

The (3) advocate’s response is the part that you
will evaluate. More specifically, two advocates’ re-
sponses are provided, and your task is to compare
the two advocate’s responses based on the Previ-
ous context and Justice’s turn, with the evaluation
metrics defined in the following section.

F.2 Rating Explanations
We detail the rating metrics for pairwise evaluation
on the advocate’s responses in Table 4.
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Preceding context: [ADVRES] Mr. Chief Justice, and may
it please the Court: This is an obstacle preemption case
masquerading as a field preemption case. There is no field
preemption here because of the undisputed fact that the Nu-
clear Regulatory Commission does not and cannot regulate
any aspect of uranium mining, including the safety aspects
of uranium mining. And there is no obstacle preemption
here because the Atomic Energy Act and the Nuclear Reg-
ulatory Commission have repeatedly reaffirmed that states
have the ability to regulate mining up to and including by
banning it altogether. [KAVANAUGH] They – they can regu-
late milling, correct? [ADVRES] Excuse me, I want to make
– the federal government regulates milling – [KAVANAUGH]
Right. [ADVRES] – Justice Kavanaugh, yes.

Justice turn: [KAVANAUGH] Yeah. So the mining and
milling occur together, correct? In other words [. . . ] you
don’t have mining without milling; you don’t have milling
without mining

Real response to [KAVANAUGH]
[ADVRES] Justice Kavanaugh, there’s a way – the in situ
leaching process, they literally occur at the same time.

Factual GPT2 to [KAVANAUGH]
[ADVRES] We4,9 assume2,4 that the states aren’t going to
misstate their reasons for doing something. But16 I10 will
tell you12 that it is a lot more difficult18 for a state to,
for example, rezone all land that nuclear activity is taking
place on as residential, even if it’s totally unsuitable for
residential dwelling, if they know they’re going to have to
come forward and justify that. And16 may2 I10 finish the
second point, Your12 Honor17?

Counterfactual GPT2 to [KAVANAUGH]→ [KAGAN]
[ADVRES] That’s correct17. And16 – and – and that’s –
that’s exactly what the NRC has said. It has said that it
has the authority to regulate the milling and the – and the
operation of the plant. And16, in fact5, it has done so in
a number of ways. First of all, it’s done so on a case-by-
case basis. The NRC does not have the authority under the
Clean17 Air Act or the Clean17 Water Act to regulate all of
the operations of a nuclear plant. That’s not the case here.
This is not a case where there is a single federal regulation
of the entire operation of a plant.

Counterfct’l GPT2 to [KAVANAUGH]→ [REHNQUIST]
[ADVRES] That’s correct17, Justice Rehnquist. And16

that’s – that’s exactly what the NRC has done here. The
NRC regulates the operation of nuclear power plants.
That’s what it has done in the past. It has regulated the
operation –

Figure 5: Example 1 with context, Justice question (top)
and real, factual-generated and two counterfactually gen-
erated Advocate answers (bottom). The factual Justice
is [KAVANAUGH] (male, non-chief) who is counterfac-
tually replaced with [KAGAN] (female, non-chief) and
[REHNQUIST] (male, chief), respectively.

Preceding context: [BADER-GINSBURG] And do we know
– do we know what costs Blue Shield then passes on to
those other self-insured plans? [ADVRES] We don’t know
it. We were not able to get it from Blue Cross at the time
the case was before the district judge. But in any event,
as the Chief Justice’s question suggests, the – this issue
doesn’t end at Vermont. It – it has to take account of
a burden that Congress was very, very aware of, it was
very cognizant of the regime under the Repeal Disclosure
Act, [. . . ] Just as if – if Vermont decides next week, if
it wins this case, that it wants to get information about
pension plans, and how they’re being administered, and
what benefits are being provided and not provided, those
are all 100 percent self-funded plans. If my employer has
to provide all that information, that is coming out of my
401(k) benefits.

Justice turn: [KAGAN] Mr. Waxman, could a State pass
a tax law that requires information about – about pension
disbursements, about claim payments, about assets held in
trust? Could a State do that?

Real response to [KAGAN]
[ADVRES] I4,11 don’t think2,4 that a State – when you12’re
saying requested information or imposing18 a tax?

Factual GPT2 to [KAGAN]
[ADVRES] stuff that they are asking for is so obviously
critical18 to what the plan does.

Counterfct’l GPT2 to [KAGAN]→ [BADER-GINSBURG]
[ADVRES] Yes, Your12 Honor17. I11 – I11 don’t believe
that that would be preempted by ERISA. And16 I4 think2,4

that the – the key point here is that this is not an ERISA plan.
This is a plan that is created by the Federal government.
The Federal government is the one that created the plan
here, and it’s the only one that has the authority to create a
plan here. And16 so I4 think2,4 it’s – it’s very important17
to understand that this plan is not a plan for the benefit17 of
the – of the plan participants. That is, it’s a plan to provide
benefits17 to people who are already covered by the plan,
and that’s what Congress was trying to do when it passed
the ERISA statute. Congress wanted to make sure that
people who were already covered under the plan would get
the benefits17 they were entitled to. So16 it’s not like17 a
plan where the plan participant is going to have to pay all
of the costs

Counterfct’l GPT2 to [KAGAN]→ [REHNQUIST]
[ADVRES] No, I10 don’t believe so, Your12 Honor17. I4,11
don’t think2,4 that that would be preempted by ERISA.
ERISA preempts State laws that regulate ERISA plans.

Figure 6: Example 2 with context, Justice question (top)
and real, factual-generated and two counterfactually gen-
erated Advocate answers (bottom). The factual justice
is [KAGAN] (female, non-chief) who is counterfactually
replaced with [BADER-GINSBURG] (female, non-chief)
and [REHNQUIST] (male, chief).
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Figure 7: Breakdown coordination scores for markers in
Advocates’ responses toward male vs. female Justices.


