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Abstract

While structure learning achieves remarkable
performance in high-resource languages, the
situation differs for under-represented lan-
guages due to the scarcity of annotated data.
This study focuses on assessing the efficacy
of transfer learning in enhancing dependency
parsing for Javanese—a language spoken by 80
million individuals but characterized by limited
representation in natural language processing.
We utilized the Universal Dependencies dataset
consisting of dependency treebanks from more
than 100 languages, including Javanese. We
propose two learning strategies to train the
model: transfer learning (TL) and hierarchi-
cal transfer learning (HTL). While TL only
uses a source language to pre-train the model,
the HTL method uses a source language and
an intermediate language in the learning pro-
cess. The results show that our best model uses
the HTL method, which improves performance
with an increase of 10 % for both UAS and LAS
evaluations compared to the baseline model.

1 Introduction

Despite over 80 million native speakers of Javanese
(Simons et al., 2023), this language is underrepre-
sented in NLP due to a scarcity of annotated re-
sources. Limited works in Javanese have focused
on stemmer (Soyusiawaty et al., 2020), POS tag-
ger (Askhabi et al., 2020), sentiment analysis (Tho
et al., 2021), and machine translation (Lesatari
et al., 2021). However, few have explored language
structure prediction, such as dependency parsing.
Dependency parsing is a process that makes a struc-
tural representation of a sentence (Kübler et al.,
2009) that produces a structure in the form of a
dependency tree represented in a graph consisting
of several connected links between words in a sen-
tence.

Recent work, Alfina et al. (2023) created a pub-
lic gold standard dataset for Javanese with 1000
sentences, published as part of the Universal Depen-

dencies dataset (Zeman et al., 2023). This dataset
covers annotation for tokenization, POS tagging,
morphological features tagging, and dependency
parsing tasks. The most recent parser performance
(Alfina et al., 2023) using this dataset is not satisfac-
tory, with only 77.08% on Unlabeled Attachment
Score (UAS) and 71.21% on Labeled Attachment
Score (LAS). The lack of training data is a typ-
ical low-resource problem considered one of the
biggest NLP research problems (Ruder, 2023).

Transfer learning (TL) involves leveraging a
model’s knowledge from a high-resource source
domain to improve performance on various NLP
tasks, particularly in low-resource domains (Weiss
et al., 2016), by transferring learned information to
target tasks. Inspired by Maulana et al. (2022) that
utilizes cross-lingual transfer learning to develop
an Indonesian dependency parser, we want to try
to replicate its outcome in Javanese with a limited
available dataset. Moreover, we also implement hi-
erarchical transfer learning (HTL) with two stages
of transfer learning that offer increased flexibility
over TL by enabling knowledge transfer between
languages with a significant gap (Luo et al., 2019),
as demonstrated in diverse applications, including
Javanese text-to-speech (Azizah et al., 2020) and
biomedical named entity recognition models (Chai
et al., 2022).

We build the dependency parser model for Ja-
vanese by adopting model (Ahmad et al., 2019) that
uses a self-attention encoder and a graph-based de-
coder. We utilize the Universal Dependency dataset
v1.12 (Zeman et al., 2023) that provides depen-
dency treebanks for more than 100 languages, in-
cluding Javanese. Both TL and HTL use a selection
of source languages determined by LangRank (Lin
et al., 2020). Specifically, HTL employs Indone-
sian as an intermediary language, developing from
our referenced research (Maulana et al., 2022). The
empirical results show that transfer learning im-
proves accuracy with a margin of 10% compared to
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the baseline. We also report the word embedding
comparison that fastText performs better than the
Javanese BERT, Javanese RoBERTa, and multilin-
gual BERT. In summary, the main contributions of
this paper are as follows:

1. Provide the first study of Javanese dependency
parsing using TL and HTL strategy. We re-
port that the HTL method can significantly
improve performance compared to the train-
ing from scratch method.

2. Report the investigation of which source lan-
guage and word embedding performs best for
TL and HTL strategy.

2 Related Works

2.1 Dependency Parser
The dependency parser model can be developed
using two methods, the transition-based and graph-
based methods (Das and Sarkar, 2020). The
transition-based method works by processing the
word order one by one in a given sentence (Martin.,
2020). Meanwhile, the graph-based method gives
a score to each edge of the word relation (Martin.,
2020), then looks for the best tree formed from the
edges with the best scores.

Apart from these two methods, there is an ap-
proach in which the parser is built using an encoder-
decoder architecture. It was first developed using
a BiLSTM encoder and a deep biaffine decoder
(Dozat and Manning, 2017). Encoder variations be-
gan to develop using Transformers or self-attention
encoders (Vaswani et al., 2017), then subsequent
studies modified it using relative positional em-
bedding (Shaw et al., 2018). The first Javanese
dependency parser (Alfina et al., 2023) uses UD-
Pipe (Straka, 2018), which also utilizes the biaffine
attention mentioned before.

In the context of transfer learning, it was found
that the best combination is a self-attention encoder
and a graph-based decoder (Ahmad et al., 2019),
which will be used in this research. This combi-
nation has been better than other encoder-decoder
combinations in cross-lingual transfer learning.

2.2 Transfer Learning
Transfer learning involves leveraging a pre-trained
model’s knowledge to enhance the performance
of other models (Sarkar and Bali, 2022), address-
ing resource limitations in low-resource domains.
Besides that, hierarchical transfer learning offers

a transfer learning method in which a new layer
is added before the model is transferred to the
low-resource language (Luo et al., 2019). Recent
work has shown that transferring multiple times
could minimize the dissimilarity between the high-
resource and the low-resource domain languages
(Azizah et al., 2020).

Transfer learning strategy offers direct capability,
which means a model is trained on a source task
and then applied without any labeled data from the
target task. Specifically on the parsing task, pre-
vious research already done by Kurniawan et al.
(2021) and Ahmad et al. (2019) for developing an
unsupervised parsing model in several languages
using only English as its source language. That ap-
proach can be improved by adding fine-tuning with
the available small dataset from low-resource lan-
guage. Recent work (Maulana et al., 2022) shows
the fine-tuning approach is better than the zero-
shot one for building a parsing model in another
low-resource language, Indonesian.

3 Method

This section concerns the model’s architecture with
the addition of the transfer learning method, the
dataset and word embedding used to train the
model, and the evaluation method of how the model
is evaluated.

3.1 Model Architecture

This work uses an encoder-decoder architecture of
Ahmad et al. (2019). No parameter modifications
were made to maintain the success of the previous
work. Because training and fine-tuning the model
involves resources from several different languages,
only language-independent labels are used where
the subtype of the label is not involved.

3.1.1 Encoder

We convert the words and POS tags from the sen-
tence into their embedding form. The self-attention
encoder (Vaswani et al., 2017) in this study re-
ceived an embedding matrix, which concatenates
the word and POS embedding matrices. The en-
coder produces two matrices, M and N . M matrix
represents the probability of a word in column j
having the head of a word in row i. In comparison,
the N matrix represents the probability of a word
in column j having a label in row i.
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3.1.2 Decoder
The decoder receives the two matrices and pro-
cesses them in two following processes. First, M
is processed with the maximum spanning tree algo-
rithm in the following way:

Let G = (V,E) be a graph constructed using
directed weighted graph M . In this case, a vertex
is a word representation, and an edge represents the
dependency score of the two words. Let w : E →
R be a function that assigns a weight to each edge
in E. Then, the maximum spanning tree problem
seeks to find a spanning tree T = (V,ET ) of G
such that:

T = argmax
T ′

∑
e∈ET ′

w(e) (1)

subject to the constraint that T is a tree. Then, a
list of head H is generated from all the destination
nodes in ET . It can be denoted as:

H = {di | ∃(si, di) ∈ ET }, i = 1, . . . , n (2)

Meanwhile, N is processed to generate L, con-
taining the list of labels with the highest probability
for each word. Finally, the H and L arrays are used
to build the final resulting tree from this model.

3.1.3 Word Embedding
This research used two types of word embedding
approaches: the static type in the form of fastText
and the contextual type in the form of BERT. The
two types were selected to compare which type was
most suitable for the Javanese parser model.

We chose fastText because of the similarity with
that used in the previous research (Maulana et al.,
2022). We also used BERT with two scenarios:
using a different word embedding for each lan-
guage (BERT and RoBERTa) and only one word
embedding for all languages (multilingual BERT).
The BERT and RoBERTa scenario uses all the lan-
guages involved except Croatian due to the unavail-
able resources.

3.2 Training Method
We perform two training methods: transfer learning
and hierarchical transfer learning. Each method
generates several models based on the number of
source languages used. All models are fine-tuned
with the Javanese treebank.

Standard transfer learning only uses one transfer
stage from high-resource to low-resource language,

Figure 1: Illustration of standard transfer learning
method

Figure 2: Illustration of hierarchical transfer learning
method

as shown in Figure 1. Meanwhile, Figure 2 il-
lustrates a hierarchical transfer learning scenario,
where transferring stages are performed twice in hi-
erarchical transfer learning. The first stage is done
from a high-source language to an intermediate-
resource language, and the second stage is done
from an intermediate-resource language to a low-
resource language.

3.3 Choosing Source Languages
Some languages are selected as source languages
using the help of LangRank (Lin et al., 2020) and
references from previous studies. This tool con-
siders combining two main feature groups in each
language pair: corpus statistics and typological in-
formation.

3.4 Dataset
3.4.1 The Javanese dataset
For the Javanese dataset, we use the only Javanese
treebank available in the UD dataset v2.12, the
UD_Javanese-CSUI (Alfina et al., 2023). Table 1
shows the statistics of this dataset. The set available
for UD_Javanese-CSUI is only a test set because
the data size is still relatively small. We do our
split process by following the distribution rule of
the data into train, dev, and test sets by 80%, 10%,
and 10% percentages.
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Table 1: The statistics of the Javanese treebank

Description Statistic

Sentence count 1000
Word count 14344
Unique word count 3793
Average sentence length (in words) 14.32
Universal Part-of-Speech (UPOS) tag count 17
Universal dependency relation count 32
Language-specific dependency relation count 14
Total dependency relation count 46

Table 2: List of treebanks chosen for source languages,
with their corresponding size in the number of sentences
and words

Treebank Sentences Words

UD_Croatian-SET (Agic and Ljubesic, 2015) 9010 199409
UD_English-GUM (Zeldes, 2017) 9124 164396
UD_French-GSD (McDonald et al., 2013) 16341 400232
UD_Indonesian-GSD (McDonald et al., 2013) 5598 122021
UD_Italian-ISDT (Bosco et al., 2022) 14167 298343
UD_Korean-GSD (Chun et al., 2019) 6339 80322

3.4.2 The source language dataset
Langrank recommends the top 3 languages in the
following order: Indonesian, Croatian, and Ko-
rean. We also use English, one of the important
languages in NLP research. These four languages
are used in the standard transfer learning scenario.

For the hierarchical transfer learning scenario
using Indonesian as the intermediary language, we
choose English, French, and Italy as the source
languages suggested by Maulana et al. (2022). In
total, we use six languages as the source languages.

For each source language, we only use one tree-
bank. If a language has more than one treebank in
the UD dataset v2.12, we choose the treebank with
the biggest size, as shown in Table 2.

3.5 Experiments Setting

3.5.1 Scenarios
As explained in Section 3.2, we conducted three
main scenarios:

1. Training from scratch (FS) or baseline sce-
nario, in which the models are trained only
using the target language, Javanese.

2. Standard transfer learning (TL). We construct
four distinct models utilizing treebanks from
each source language. Then, each model is
fine-tuned using the Javanese treebank.

3. Hierarchical transfer learning (HTL). First,
we train three different models using treebank

from each source language. After that, the
models were fine-tuned with the Indonesian
treebank before being fine-tuned again with
the Javanese treebank.

We also compared the performance of the four
types of word embeddings for Javanese: fastText
(Grave et al., 2019), Javanese BERT (Wongso et al.,
2021), Javanese RoBERTa (Wongso et al., 2021),
and multilingual BERT (Devlin et al., 2019).

3.5.2 Environment
Implementation is done in Python environments.
The training process is supported by the NVIDIA-
DGX server with GPU NVIDIA A100 10GB,
RAM of 64GB, and storage of 1 TB.

3.6 Evaluation

All models are evaluated using the unlabeled attach-
ment score (UAS) and labeled attachment score
(LAS) metrics, which are the most frequently
used for evaluating the dependency parsing model
(Nivre and Fang, 2017). The margin of error
(MOE) with a 95% confidence level is also used to
estimate the range of values within which the true
population value is likely to fall.

4 Result and Analysis

The evaluation results for all scenarios are shown
in Table 3. Scores in bold are marked as the best
model in a particular word embedding type metric.

4.1 Models Comparison: From Scratch (FS)
Model, Transfer Learning (TL) Model,
and Hierarchical Transfer Learning
(HTL) Model

Table 3 shows that the transfer learning model per-
forms better than the baseline model in all word
embeddings. The performance increase is quite
significant, up to 13% on UAS and 14% on LAS.
This verifies previous studies which explain the
advantages of using transfer learning (Sarkar and
Bali, 2022). The lack of resources in Javanese also
indicates that transfer learning is suitable for use.

Figure 3 also shows that the hierarchical trans-
fer learning method consistently outperforms the
transfer learning method even though it is not too
significant. Specifically, the comparison focused on
the TL-ID and HTL models, as all models from the
HTL scenario use the TL-ID model as its second
base for the transferring method. The difference
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Table 3: Evaluation results of all scenarios

Word Embedding Model UAS LAS

fastText

FS 75.87 ± 2.21 68.97 ± 2.39

TL-ID 84.80 ± 1.85 78.10 ± 2.14
TL-HR 83.40 ± 1.92 76.57 ± 2.19
TL-KO 80.68 ± 2.04 74.13 ± 2.26
TL-EN 83.47 ± 1.92 77.27 ± 2.16

HTL-EN-ID 84.94 ± 1.85 79.22 ± 2.10
HTL-FR-ID 84.87 ± 1.85 77.55 ± 2.15
HTL-IT-ID 85.84 ± 1.80 78.87 ± 2.11

jv-BERT

FS 74.69 ± 2.25 67.29 ± 2.42

TL-ID 79.08 ± 2.10 72.32 ± 2.31
TL-HR - -
TL-KO 77.06 ± 2.17 70.29 ± 2.36
TL-EN 81.73 ± 2.00 75.52 ± 2.22

HTL-EN-ID 83.47 ± 1.92 76.64 ± 2.19
HTL-FR-ID 81.80 ± 1.99 75.38 ± 2.22
HTL-IT-ID 81.03 ± 2.02 73.99 ± 2.27

jv-RoBERTa

FS 69.80 ± 2.37 62.97 ± 2.49

TL-ID 78.45 ± 2.12 72.11 ± 2.32
TL-HR - -
TL-KO 82.22 ± 1.97 76.22 ± 2.20
TL-EN 77.13 ± 2.17 70.92 ± 2.35

HTL-EN-ID 77.41 ± 2.16 70.85 ± 2.35
HTL-FR-ID 83.05 ± 1.94 77.20 ± 2.17
HTL-IT-ID 83.33 ± 1.92 77.20 ± 2.17

multi-BERT

FS 75.80 ± 2.21 69.04 ± 2.39

TL-ID 82.01 ± 1.98 76.01 ± 2.21
TL-HR 83.75 ± 1.90 77.68 ± 2.15
TL-KO 79.78 ± 2.07 73.29 ± 2.28
TL-EN 80.89 ± 2.03 74.13 ± 2.26

HTL-EN-ID 82.98 ± 1.94 76.71 ± 2.18
HTL-FR-ID 83.19 ± 1.93 77.75 ± 2.15
HTL-IT-ID 84.45 ± 1.87 78.52 ± 2.12

Figure 3: Comparison of the best model evaluation for
each scenario

Figure 4: Comparison of the best model evaluation for
each word embedding

between these two scenarios shows that adding suit-
able high-resource language for the initial source
model can give a better performance.

4.2 Source Languages Comparison

Table 3 shows that two of the top three recommen-
dations from LangRank have good results. The
conclusion is that LangRank can help predict the
source language in the Javanese dependency parser.
However, it does not rule out the possibility that
other languages also have good results. For TL,
it cannot be concluded which source language
achieves the best performance since different word
embedding used by the model gives different re-
sults. For HTL using Indonesian as the interme-
diate language, Italy performs best, followed by
English as the source language.

4.3 Word Embeddings Comparison

Figure 4 shows that the model with a higher UAS
score was obtained from word embedding fastText,
followed by multilingual BERT, Javanese BERT,
and Javanese RoBERTa. For LAS evaluation, the
sequence is fastText, multilingual BERT, Javanese
RoBERTa, and Javanese BERT. Although fastText
is slightly superior, the differences are insignificant
when considering the models’ margin of error.
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Table 4: Top 10 errors of the from-scratch model and its
comparison with the transfer-learning model

Ground Truth Prediction FS TL HTL

obl obj 17 16 15
obl nsubj 7 3 7
obj obl 7 13 12

advcl xcomp 5 5 6
nmod flat 4 2 1
xcomp advcl 4 5 5
xcomp obl 3 3 2
nmod obl 3 1 1
nsubj obj 3 1 1
obj nsubj 2 0 3

4.4 Error Analysis

Table 4 displays more detail about the performance
difference. The ten labels taken are obtained from
pairs with the highest errors in the from-scratch
model. Some pairs significantly reduce error, but
there are also pairs with no significant changes
and even more errors in scenarios with transfer
learning.

One noteworthy insight is the significantly in-
creasing error of words with "obj" label that pre-
dicted with "obl". It seems contradictory that model
accuracy is increasing simultaneously with the ad-
dition of transfer learning. It turns out that there are
a few differences in the word labeling of both labels
between the source and the target language, so the
model could not predict the word label correctly.

5 Conclusions and Future Work

This section explains the conclusion and improve-
ments that can be developed from this work.

5.1 Conclusions

This work investigates whether cross-lingual trans-
fer learning works for dependency parsing tasks
of a low-resource language, Javanese. The result
shows that the cross-lingual transfer learning model
is significantly better than the baseline model. Mod-
els with transfer learning can improve performance
on UAS and LAS metrics by up to 10%.

The best model was obtained from the hierar-
chical transfer learning method using Italian and
English as the source and Indonesian as the interme-
diary languages. Meanwhile, the standard transfer
learning method achieved the best accuracy using
Indonesian as the source language. However, the

differences between standard transfer learning and
hierarchical learning are insignificant, considering
the margin of error from each scenario.

5.2 Future Work

We focused more on the model’s learning scheme
than the model’s development with the highest
score. We use architecture from Dozat and Man-
ning (2017) rather than the one built by Mrini et al.
(2020), the state-of-the-art dependency parsing task.
So, better architecture can be used to produce a
model with a higher evaluation score in the future.

Our future works also include further error anal-
ysis, especially related to the languages involved
that LangRank chose. It could investigate lan-
guages with different demography and characteris-
tics (Croatian and Korean) compared to Javanese.

Limitations

The following are the limitations of this research:

1. There is no hyper-parameter tuning treatment
in the model creation process.

2. Cross-validation is not performed in the data
distribution process.

3. Only one language is used as an intermediary
language in hierarchical transfer learning.
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Agić, Amir Ahmadi, Lars Ahrenberg, Chika Kennedy
Ajede, Salih Furkan Akkurt, Gabrielė Aleksandrav-
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Hlaváčová, Florinel Hociung, Petter Hohle, Marivel
Huerta Mendez, Jena Hwang, Takumi Ikeda, An-
ton Karl Ingason, Radu Ion, Elena Irimia, O. lájídé
Ishola, Artan Islamaj, Kaoru Ito, Siratun Jannat,
Tomáš Jelínek, Apoorva Jha, Katharine Jiang, An-
ders Johannsen, Hildur Jónsdóttir, Fredrik Jør-

https://livebook.manning.com/book/transfer-learning-in-action
https://livebook.manning.com/book/transfer-learning-in-action
https://doi.org/10.18653/v1/n18-2074
https://doi.org/10.1088/1757-899X/771/1/012026
https://doi.org/10.1088/1757-899X/771/1/012026
https://doi.org/10.1088/1757-899X/771/1/012026
https://doi.org/10.18653/v1/K18-2020
https://doi.org/10.18653/v1/K18-2020
https://doi.org/10.1088/1742-6596/1869/1/012084
https://doi.org/10.1088/1742-6596/1869/1/012084
https://doi.org/10.1088/1742-6596/1869/1/012084
https://doi.org/10.1186/s40537-016-0043-6
https://doi.org/10.1109/ICACSIS53237.2021.9631331
https://doi.org/10.1109/ICACSIS53237.2021.9631331
https://doi.org/10.1109/ICACSIS53237.2021.9631331
https://doi.org/10.1007/s10579-016-9343-x
https://doi.org/10.1007/s10579-016-9343-x


9

gensen, Markus Juutinen, Hüner Kaşıkara, Nadezhda
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Larraitz Uria, Hans Uszkoreit, Andrius Utka, Elena
Vagnoni, Sowmya Vajjala, Socrates Vak, Rob van der
Goot, Martine Vanhove, Daniel van Niekerk, Gert-
jan van Noord, Viktor Varga, Uliana Vedenina,
Giulia Venturi, Veronika Vincze, Natalia Vlasova,
Aya Wakasa, Joel C. Wallenberg, Lars Wallin, Abi-
gail Walsh, Jonathan North Washington, Maximilan
Wendt, Paul Widmer, Shira Wigderson, Sri Hartati
Wijono, Seyi Williams, Mats Wirén, Christian Wit-
tern, Tsegay Woldemariam, Tak-sum Wong, Alina
Wróblewska, Mary Yako, Kayo Yamashita, Naoki
Yamazaki, Chunxiao Yan, Koichi Yasuoka, Marat M.
Yavrumyan, Arife Betül Yenice, Olcay Taner Yıldız,
Zhuoran Yu, Arlisa Yuliawati, Zdeněk Žabokrtský,
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