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Abstract

This paper describes the approach we followed
for our submission to the Second Run of the
Automatic Minuting Shared Task. Our method-
ology centers around employing BART-based
models fine-tuned on diverse summarization
corpora. The segmented meeting transcripts
are fed into the models, generating summaries
that are subsequently combined and formatted
into the final meeting minutes.

1 Introduction

The COVID-19 pandemic has expedited digital
transformation across industries, significantly im-
pacting the conduct of meetings. With the re-
striction of physical gatherings, online meetings
have emerged as the primary mode of communica-
tion and collaboration. This shift towards virtual
meetings has highlighted the crucial need for au-
tomatic summarization of meeting transcripts. By
harnessing the power of Natural Language Pro-
cessing (NLP), organizations can optimize their
virtual collaboration, ensuring accurate documen-
tation, streamlined processes, and enhanced infor-
mation management.

This paper presents our endeavor to develop a
robust system for generating minutes from meeting
transcripts, undertaken as part of the Second Run
of the Automatic Minuting Shared Task (Ghosal
et al., 2022, Ghosal et al., 2023). The development
of this system for automatic minuting has been
influenced by previous research in the field, serving
as the basis for our work. In particular, we draw
inspiration from the research which pioneered the
use of BART summarization models for meeting
summarization tasks (Shinde et al., 2021).

We begin by looking at the related works from
the previous iteration of the AutoMin Shared Task
(Ghosal et al., 2021). Then we provide a con-
cise overview of the datasets utilized in the task,
followed by a comprehensive description of the

system architecture we implemented. The system
overview encompasses detailed explanations of the
pre-processing steps, the conducted experiments,
and the post-processing techniques applied to refine
the generated minutes. Subsequently, we present
our results and discuss potential avenues for im-
proving the performance of our system.

2 Related Work

Automatic meeting summarization is a relatively
new use case compared to the traditional task of
summarizing text. The first edition of the AutoMin
Shared Task (Ghosal et al., 2021) provides valuable
insight into the work done in this area and explores
numerous methods with which the participants ap-
proached the task.

The use of pre-trained language models, espe-
cially transformer-based architectures like BART
(Shinde et al., 2021), T5-base (Mahajan et al.,
2021), and GPT-2 (Garg and Singh, 2021) was
a prominent approach. These models were then
fine-tuned on the task-specific dataset to improve
performance. One approach used for multilingual
summarization involved translation from Czech to
English, generating the minutes in English and then
translating the results back to Czech (Yamaguchi
et al., 2021).

Incorporating other techniques such as co-
reference resolution and dialogue partitioning dur-
ing pre-processing (Žilinec and Re, 2021), syntac-
tic phrase extraction, redundant word deletion, and
vectorization with TF-IDF scores (Iakovenko et al.,
2021) attempted to enhance the quality of gener-
ated summaries. Argumentation mining techniques
were utilized (Yamaguchi et al., 2021) to improve
coherence and internal structure, highlighting the
importance of organizational and contextual coher-
ence in meeting minutes.
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3 Dataset Description

We participated in Task A of the AutoMin 2023
Shared Task, the goal of which was to generate
minutes from meeting transcripts. The task runs
in two languages, English and Czech, and sepa-
rate meeting corpora were available for both lan-
guages. The first edition of the AutoMin Shared
Task (Ghosal et al., 2021) used the ELITR Minut-
ing Corpus (Nedoluzhko et al., 2022). In addi-
tion to that, this year, a new meeting corpus Eu-
roParlMin created from the European Parliamen-
tary debates was also made available to the partic-
ipants for training. Since we participated only in
the minuting of English meeting transcripts, we
will only describe the datasets corresponding to
English.

The ELITR Minuting Corpus consists of 84, 36,
and 12 transcript-minute instances for train, dev,1

and test sets, respectively. The transcripts, which
are text files, contain ASR outputs of the meetings
and therefore are not very refined. Each transcript
has one or more corresponding minutes generated
in a specific format with details like the date, at-
tendees, the purpose of the meeting, the summary
(in bullet points), and the name of the annotator.
Some transcripts have additional information on
the gender of the attendees and the alignment of
the transcript and minutes.

The EuroParlMin consists of 2065, 187, and 242
transcript-minute instances for train, dev, and test
sets, respectively. Each dataset contains directories
labeled by the date of the session. Each directory
contains the transcripts and minutes of one or more
chapters or sections of the meeting. Chapters are
split further into parts. During the EuroParlMin
transcript revision, grammar and stylistic correc-
tions were already incorporated, resulting in re-
duced cleaning requirements on our part compared
to the ELITR Minuting Corpus. The minutes fol-
low a paragraph-style format and contain only a
summary of the transcript. They do not report other
details like date, list of attendees, etc., which were
present in the minutes of the ELITR Minuting Cor-
pus.

4 System Overview

In this section, we provide a comprehensive
overview of the system architecture implemented
for the automatic minuting of meeting transcripts.

1The dev set also includes the two test sets from the first
run of AutoMin Shared Task.

We begin by presenting the pre-processing steps
undertaken to prepare the input data for the sum-
marization models. Next, we delve into the de-
tails of the experiments conducted, focusing on
the fine-tuning of the BART summarization model
(Lewis et al., 2019) on meeting summarization cor-
pora. We then discuss the post-processing steps em-
ployed for the generation of concise minutes as the
final output of our system. Figure 1 shows the end-
to-end functioning of our system. The source code
can be found at https://github.com/klesnkri/
automin-2023-team-synapse.

Figure 1: System diagram

4.1 Pre-processing

As a first step, we pre-process the transcript data
by splitting them into speaker-utterance pairs and
normalizing the utterances.

For ELITR Minuting Corpus, we apply a se-
ries of text normalization techniques, including the
removal of tags (e.g., <cough/>, <laugh/>, <cen-
sored/>) and ASR stopwords and errors, deletion
of punctuation at the start of sentences, removal
of consecutive duplicate tokens and punctuation,
and sentence normalization. Figure 2 and Figure 3
illustrate the steps involved in the pre-processing of
ELITR Minuting corpus and an example of the raw
text before and after pre-processing, respectively.

Figure 2: Pre-processing of ELITR Minuting Corpus

Figure 3: Example of ELITR Minuting Corpus pre-
processing

https://github.com/klesnkri/automin-2023-team-synapse
https://github.com/klesnkri/automin-2023-team-synapse
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Similarly, for EuroParlMin, we remove lines that
were not speaker utterances, introduce the PER-
SON entity so the speaker-utterance pairs have the
same format as in ELITR Minuting Corpus, remove
punctuation, language codes, and other irrelevant
information from the start of utterances, and nor-
malize whitespaces. See Figure 4, for a detailed
diagram.

Figure 4: Pre-processing of EuroParlMin Corpus

4.2 Segmentation
To address the input length limitation of the BART
architecture, we slice the speaker-utterance pairs
into segments of uniform token length. We exper-
iment with varying segment lengths of 512, 768,
and 1024 tokens.

4.3 Summarization
We use three BART large summarization models
trained on distinct datasets to generate summaries
for the segmented data. All of the models are pub-
licly available on the Hugging Face repository. We
pass the segmented data into these models and re-
join the segment summaries to obtain the raw sum-
mary text.

The first model, MEETING_SUMMARY2 was
trained on the XSUM Dataset (Narayan et al.,
2018), AMI Meeting Corpus (Mccowan et al.,
2005), SAMSUM Dataset (Gliwa et al., 2019),
and DIALOGSUM Dataset (Chen et al., 2021).
The second model, bart-large-cnn-samsum3 was
trained on CNN Daily Mail (See et al., 2017) and
SAMSUM Dataset. Finally, the third model, bart-
large-xsum4 was originally trained on the XSUM
Dataset and we further fine-tuned it on the SAM-
SUM Dataset.

4.4 Post-processing
After obtaining the summarization, we perform fur-
ther post-processing to ensure the deidentified enti-
ties retain the correct format and the summarized

2https://huggingface.co/knkarthick/MEETING_
SUMMARY

3https://huggingface.co/philschmid/
bart-large-cnn-samsum

4https://huggingface.co/facebook/
bart-large-xsum

sentences are formatted as minutes. We experiment
with deleting some non-informative sentences from
the summaries using TextRank (Mihalcea and Ta-
rau, 2004). However, ultimately, we decide to keep
all the sentences to ensure coherence in the min-
utes.

5 Results

We evaluate the generated summaries using the
ROUGE-1, ROUGE-2, and ROUGE-L metrics on
the development data. The automatic evaluation
results are summarized in Table 1 and Table 2.
Since automatic evaluation serves only as a sup-
plementary measure for this task, we also looked
at several outputs and compared them to the min-
utes provided in the development datasets for both
corpora. The final models were chosen based on
our manual assessments of these outputs. The
MEETING_SUMMARY model proved effective
for the ELITR Minuting Corpus, benefiting from
pre-training on similar dialogue datasets. However,
it did not perform well for the EuroParlMin corpus,
where speaker utterances are much longer.

According to our experiments, the MEET-
ING_SUMMARY model with a segment length
of 768 tokens is the most suitable for generating
ELITR Minuting Corpus minutes, while the bart-
large-cnn-samsum model with a segment length of
1024 tokens is the most appropriate for generating
the EuroParlMin minutes.

6 Conclusion

In this paper, we presented our approach for auto-
matic minuting, focusing on fine-tuning the BART
summarization model using meeting summariza-
tion corpora. For ELITR corpus, we chose the
MEETING_SUMMARY model with a segment
length of 768 tokens, and for EuroParlMin corpus,
we settled on the bart-large-cnn-samsum model
with a segment length of 1024 tokens. While our
current approach yields promising results, there
are areas for future improvements, such as explor-
ing dialogue summarization models like DialogLM
(Zhong et al., 2022), which show potential in ad-
dressing the challenge of processing lengthy meet-
ing transcripts. Our intention is to refine our system
continuously and advance the field of automatic
minuting, ultimately providing more accurate and
coherent meeting minutes.

https://huggingface.co/knkarthick/MEETING_SUMMARY
https://huggingface.co/knkarthick/MEETING_SUMMARY
https://huggingface.co/philschmid/bart-large-cnn-samsum
https://huggingface.co/philschmid/bart-large-cnn-samsum
https://huggingface.co/facebook/bart-large-xsum
https://huggingface.co/facebook/bart-large-xsum
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Segment Length 512
Model ROUGE-1 ROUGE-2 ROUGE-L

MEETING_SUMMARY 0.364 0.111 0.179
bart-large-cnn-samsum 0.331 0.121 0.170

bart-large-xsum-samsum 0.367 0.119 0.184
Segment Length 768

Model ROUGE-1 ROUGE-2 ROUGE-L
MEETING_SUMMARY 0.390 0.113 0.191

bart-large-cnn-samsum 0.368 0.126 0.189
bart-large-xsum-samsum 0.388 0.113 0.194

Segment Length 1024
Model ROUGE-1 ROUGE-2 ROUGE-L

MEETING_SUMMARY 0.379 0.102 0.190
bart-large-cnn-samsum 0.380 0.115 0.191

bart-large-xsum-samsum 0.379 0.103 0.190

Table 1: Automatic evaluation for ELITR Minuting Corpus

Segment Length 512
Model ROUGE-1 ROUGE-2 ROUGE-L

MEETING_SUMMARY 0.225 0.072 0.145
bart-large-cnn-samsum 0.261 0.075 0.157

bart-large-xsum-samsum 0.233 0.073 0.150
Segment Length 768

Model ROUGE-1 ROUGE-2 ROUGE-L
MEETING_SUMMARY 0.210 0.069 0.139
bart-large-cnn-samsum 0.251 0.072 0.153

bart-large-xsum-samsum 0.218 0.070 0.145
Segment Length 1024

Model ROUGE-1 ROUGE-2 ROUGE-L
MEETING_SUMMARY 0.198 0.066 0.133
bart-large-cnn-samsum 0.241 0.070 0.150
bart-large-xsum-samsum 0.206 0.068 0.140

Table 2: Automatic evaluation for EuroParlMin Corpus
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Limitations

While our system shows promising progress in gen-
erating meeting minutes, there are several limita-
tions that need to be addressed to enhance its over-
all performance.

Our system lacks a robust sentence-ranking
mechanism to filter out irrelevant content from the
generated minutes. This deficiency may lead to
the inclusion of extraneous information, especially
when the transcripts are generated using automatic
speech recognition, reducing the accuracy and con-
ciseness of the minutes. We are not explicitly track-
ing speaker utterances and the references in them,
and the failure to properly handle references can
result in disjointed and less coherent meeting min-
utes.

Our current system’s limited generalization to
various meeting formats hampers its versatility. It
may struggle to produce satisfactory minutes for
informal or specialized meetings, affecting its prac-
tical applicability.
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