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Preface by the GenChal Chair

The Generation Challenges (GenChal) aim at bringing together a variety of shared-task efforts that
involve the generation of natural language. This year, the Generation Challenges was held during a
special session at the 16th International Conference on Natural Language Generation (INLG 2023,
September 11-15 2023). The session followed the format of previous GenChal results sessions,
with presentations of results by the organisers of recently completed tasks, a poster session for task
participants to present their submissions, as well as presentations of proposals for new shared tasks.

In 2023, we received five new shared task proposals; one was withdrawn by the authors and each of
the other four proposals was reviewed by three or four PC members. Three proposals were accepted as
such, and one proposal was accepted after revision; the four proposals can be found at the beginning of
the present proceedings. Three completed shared tasks are also included in these proceedings, with an
overview report by the organisers and participants’ system descriptions in one single paper (AIWolfDial)
or separate papers (AutoMin, FGC). The system descriptions underwent a light touch review from the
task organisers and the GenChal chair.

New Challenge Proposals

• LOWRECORP: the Low-Resource NLG Corpus Building Challenge — Khyathi Raghavi Chandu,
David M. Howcroft, Dimitra Gkatzia, Yi-Ling Chung, Yufang Hou, Chris Chinenye Emezue,
Pawan Rajpoot and Tosin Adewumi

• Long Story Generation Challenge — Nikolay Mikhaylovskiy

• Visually Grounded Story Generation Challenge — Xudong Hong, Khushboo Mehra, Asad Sayeed
and Vera Demberg

• The VDG Challenge: Response Generation and Evaluation in Collaborative Visual Dialogue —
Nikolai Ilinykh and Simon Dobnik

Completed Challenges

• The Second Automatic Minuting (AutoMin) Challenge: Generating and Evaluating Minutes from
Multi-Party Meetings.

• Shared Task on Feedback Comment Generation for Language Learners (FGC).

• The 5th annual AIWolf international contest (AIWolfDial).

Further information
More information about previous challenges at GenChal can be found through
https://sites.google.com/site/genchalrepository/.
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Abstract
Most languages in the world do not have suffi-
cient data available to develop neural-network-
based natural language generation (NLG) sys-
tems. To alleviate this resource scarcity, we
propose a novel challenge for the NLG com-
munity: low-resource language corpus develop-
ment (LOWRECORP). We present an innova-
tive framework to collect a single dataset with
dual tasks to maximize the efficiency of data
collection efforts and respect language consul-
tant time. Specifically, we focus on a text-
chat-based interface for two generation tasks –
conversational response generation grounded
in a source document and/or image and dia-
logue summarization (from the former task).
The goal of this shared task is to collectively
develop grounded datasets for local and low-
resourced languages. To enable data collection,
we make available web-based software that can
be used to collect these grounded conversations
and summaries. Submissions will be assessed
for the size, complexity, and diversity of the
corpora to ensure quality control of the datasets
as well as any enhancements to the interface or
novel approaches to grounding conversations.

1 Introduction

Around the world, people speak about 7000 differ-
ent languages and nearly all of these have very
weak support in language technologies. While
about 100 languages are included in recent large
language models (e.g. Xue et al., 2021; Devlin
et al., 2019), most languages do not have good
resources. The situation is especially dire when
we examine task-specific datasets, such as for re-
sponse generation, summarisation, and other forms
of natural language generation (NLG).

To address this problem, we propose a
new shared task on dataset creation for NLG:
LOWRECORP1 challenge, which invites partici-
pants to collect a new dataset combining dialogue

1pronounced as <low> <re> /loU ri/, or <Lowry> /laU ri/
followed by <corp> /kOôp/.

Figure 1: Schematic of the data collection interface. Partici-
pants ask questions about a topic (blue, left text bubbles) and
answer them (yellow, right), each with access to the same title
& image but different grounding text (keyword definitions for
the QUESTIONER, a full article for the RESPONDER). After
each conversation, each summarises the discussion (green,
under chat).

grounded in documents and/or images and dia-
logue summarisation for a low-resource language
(LRL) of their choice. Although conversational
response generation and summarization have dis-
tinct objectives, they both aim to generate coherent
output based on a given context. Drawing from
this symbiosis, a new task is proposed that com-
bines the challenges of both tasks into a single
framework. The first task is grounded response
generation and the second is dialogue summa-
rization. Grounded response generation is the task
of generating a conversational response grounded
in a context such as documents, images, or other
modality, to provide more contextually relevant in-
formation (Reddy et al., 2019; Kim et al., 2020;
Wu et al., 2021). Similarly, dialogue summariza-
tion aims to generate a summary of a conversation
while preserving its main ideas, and it is partic-
ularly useful in scenarios such as meeting notes
and doctor-patient conversations where there may
be a lot of irrelevant exchange that can obscure
informative segments, making the task challeng-
ing for traditional approaches (Ghosal et al., 2022).
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To facilitate this challenge, we developed a new
interface for slurk (Götze et al., 2022) which
allows paired participants to view different ground-
ing materials such as text, vision, audio, etc., relat-
ing to the same topics to engage in a conversation
and dialogue summarization task (Figures 1 and 2).
Combining these tasks enables the efficient use of
participant time and energy, which is especially im-
portant when working with LRLs which often have
small communities of use, and will serve broader
research efforts in linguistic analysis, language doc-
umentation, and preservation efforts (Anastasopou-
los, 2019). In contrast to mitigation strategies such
as data augmentation and multilingual language
models (Hedderich et al., 2021; Chandu and Geram-
ifard, 2022), our dual-task design focuses on effi-
ciency during corpus creation. To our knowledge,
this is the first work combining both grounded re-
sponse generation and dialogue summarization to
maximize benefits for LRLs data collection.

2 Task Description

Engaging human participants to build or annotate
corpora typically takes one of two forms. In the
first, bulk annotations2 for a single task are col-
lected via crowdsourcing, but this is challenging to
replicate in LRL settings as recruiting, training, and
maintaining qualified annotators is more difficult.
In the second, annotation tasks are built incremen-
tally, which requires recruiting multiple pools of
participants or having the same participants return
for multiple tasks – for example multiple sessions
to collect annotations for retrieval, localization, and
comparison (e.g. Hessel et al., 2022). In contrast,
we propose a third approach that combines two
tasks within the same experimental session to alle-
viate challenges in recruiting proficient speakers of
low-resourced target languages. The two tasks are:
Task 1: Grounded Response Generation Given
an image or document and the conversation history
as context, respond to the previous utterance.
Task 2: (Dialogue) Summarization Given the full
grounded conversation, summarize the important
points with the goal to maximize reconstructing the
original grounding context.
These 2 tasks of short and long form generation
complement each other well, for instance, using

2Throughout, we will use ‘annotations’ equally to refer
to annotations on or based upon existing texts as well as the
creation of new texts for a corpus and other tasks performed
by participants in the process of creating and annotating a
corpus.

summarization to identify argument facets in a di-
alogue (Misra et al., 2015) or dialogue acts for
summarization (Goo and Chen, 2018). Note that
there can be more such pairs of complementary
generation tasks.

2.1 Setup

Each instance of data collection involves a context
(image/text), keywords with brief descriptions, and
2 participants. We pair participants in the roles of
QUESTIONER and RESPONDER. The RESPONDER

is given access to a full context, which can be an
image, a document, or both. The QUESTIONER is
given access to a list of keywords related to the con-
text in order to familiarize the participants so they
can ask meaningful and relevant questions. This
partially serves the function of world knowledge,
as though a participant knows something about the
topic but not a lot. Note that the descriptions and
the keywords can be in any chosen language.

Both participants are expected to familiarize
themselves with their context (the full context for
the RESPONDER and the keyword context for the
QUESTIONER) at the start of a session. The QUES-
TIONER then needs to ask questions to learn more
about the topic, and the RESPONDER answers those
questions based on the information provided to
them in their context. After the conversation is
complete, both participants write a brief summary
of the topic discussed, based on their conversation.
Figure 2 depicts how our chat interface is used by
the QUESTIONER and the RESPONDER to converse
(left) about the context (right). An example of task
setup is provided in Appendix A.

3 Implementation Strategies

The proposed dual-task design provides a frame-
work for efficiently collecting complementary
datasets. Noting that many large language mod-
els today are trained on a substantial proportion of
the data found online in any given language and
that these models will likely be used as components
in future systems trained on the datasets our partici-
pants create, we encourage participants to focus on
sources of grounding material that are less likely to
be in the training data for such models already (e.g.
information about museum exhibits, children’s sto-
ries, etc.). We invite participants to leverage this
framework to gather datasets in indigenous and lo-
cal languages grounded on topics of local interest,
deciding exactly what data to collect and how to

2



Figure 2: A screenshot of the chat interface used for data collection in Gaelic (Howcroft and Gkatzia, 2023). The chat area is on
the left, and the summary of the instructions for the RESPONDER and the beginning of an entry to be discussed on the right.

Implementation Strategy Technological Access/Literacy Data volume Quality Control
Online across network High High Low

In lab or field Moderate Moderate High
Offline in field Can be low Moderate High

Table 1: Tradeoffs of different implementation strategies

collect it based on the considerations of the tar-
get language and its community. We foresee at
least three possible approaches to data collection,
highlighted in Table 1 along with their tradeoffs.
Online across the network: In this approach,
researchers use a webserver to deliver contextual
materials along with an audio, video, or text chat
interface. This allows researchers to potentially
run multiple pairs of participants simultaneously
and provides digital representations of the resulting
dialogues and summaries from the start. However,
this method relies on linguistic literacy to provide
instructions (and potentially for data collection, if
using a text-based chat interface) and on techno-
logical literacy, since participants must be familiar
with using a computer, tablet, or smartphone and
feel comfortable interacting with the software.
Computer-based in the lab or field: With this
approach, researchers are no longer limited to par-
ticipants with access to technology at home and
can be on-hand to answer questions from partici-
pants about the interface or troubleshoot any prob-
lems.Researchers can use the same kind of software
that they would normally deploy online, hosted on

a single laptop. In cases where the aim is to collect
spoken dialogues, this also allows the researcher
to control the quality of the audio equipment in-
stead of relying on participants to use their own
hardware. This method also ensures that the data is
immediately available in a digital format and may
help address management and/or privacy concerns
since data will not need to be transmitted over the
internet. This approach requires access to a lab
or another controlled space and incurs travel costs
either for the participants (to come to a lab of the
researcher’s choosing) or the researchers (to meet
the participants where they are).

Offline in the field: Developing corpora for LRLs
can be limited by factors such as participant liter-
acy (Hirmer et al., 2021), lack of availability of
technology, systemic societal issues (Ahia et al.,
2021), and unrepresentative user bases for crowd-
sourcing. Therefore, it is possible to implement
this dialogue+summarization task fully offline, us-
ing in-person methods. Researchers can provide
contextual materials (keyword explanations and
source materials) to participants on printed sheets
of paper and use a microphone to record conversa-
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tions and summaries. This method may be most
helpful when working with participants with very
low technological literacy or in communities where
electricity or connectivity is limited. In order for
participants to use the source materials to answer
questions, however, they will need to be literate or
to have materials provided to them in a visual for-
mat. This approach will also generally require tran-
scription in addition to the kind of normalization
and data cleaning required by the other approaches.
Recruitment Considerations Recruiting partici-
pants for LRLs for co-designing, corpus collection,
and system evaluation can be challenging due to
the small number of speakers. For example, Scot-
tish Gaelic (Gàidhlig) has about 57, 000 speakers
living in Scotland, 3 implying the difficulty even
for a wealthy country with good internet access. In
such cases, it can be helpful to collaborate with re-
searchers and institutions that are already involved
with the target community. These contacts pro-
vide access to community leaders and information
exchange structures like community centers and
newspapers to promote experiments to potential
participants. Being able to reach audiences using
spoken or signed media may be especially crucial
for LRLs with lower literacy rates (Wu, 2014).

4 Submissions and Assessment

Submission Details More details about the task
and the interface are available at lowrecorp.
github.io. Researchers interested in par-
ticipating in the challenge can contact us
at lowrecorp@googlegroups.com, where
participating teams can interact and receive updates
and support from the organizers. Researchers will
upload their data in May 2024 to allow sufficient
time for reporting at INLG 2024. Each team is
expected to submit a paper to a special session that
discusses their chosen subject, target language, any
innovations in their approach, and key corpus statis-
tics along with a data card (Gebru et al., 2021).
Assessment A strict evaluation of the diverse sub-
missions expected for this challenge would limit
the creativity and flexibility of the teams. Hence,
we intend to focus on open evaluations aimed pri-
marily at quality control and description of the data,
adapting the data-to-text corpus description guide-
lines of Perez-Beltrachini and Gardent (2017) to
our dialogue and summarisation tasks.For exam-

3https://www.scotlandscensus.gov.uk/
census-results/at-a-glance/languages/

Metric or Corpus Property

Grounding material size, complexity, diversity
Conversation length & duration
Lexical diversity (e.g. TTR, bigram TTR)
Corpus & vocabulary size
Lexical and/or syntactic diversity (if possible)
Language typology, geography, community
Creative grounding sources or interface use

Table 2: Parameters for quality control and evaluation

ple, participants will report the number of different
grounding contexts used, the size of those ground-
ing contexts4, the number of conversations, and
the number of summaries. Conversations should
be characterized in terms of duration (time; the
number of turns) and corpus statistics such as type-
token ratio, vocabulary, and corpus sizes. Measures
of lexical difficulty or syntactic diversity and com-
plexity available for the language being studied
should also be included. Participants should also
prepare a datasheet following Gebru et al. (2018).

We will recognize and celebrate submissions
based on a variety of dimensions, such as corpus
size, lexical diversity, language rarity, most creative
grounding source, etc. (cf. Table 2). Submissions
involving creative use of local grounding sources
especially in areas where technological reach is lim-
ited are particularly recognized and commended.

5 Conclusion

This challenge aims to bring together researchers
interested in corpus building for LRLs to work on
a shared, streamlined, and vetted protocol (tested
in Scottish Gaelic) to build interesting corpora. We
hope that our challenge will contribute toward re-
cent efforts in addressing geographically diverse
NLP (Fan et al., 2021; Nekoto et al., 2020; Ald-
abe et al., 2022) by aiding in the creation of new
datasets for NLG tasks from a wider variety of
languages. We aim to encourage cross-pollination
of ideas and ideally set up for future generation
challenges in a variety of low-resourced languages
which make use of the data collected. The result-
ing (future) task will serve as a text-and-image-
grounded complementary task to efforts like the
semantic-web-grounded WebNLG challenge5 and
the syntactically-grounded Multilingual Surface
Realization challenge (Mille et al., 2020).

4e.g. number of keywords, length of keyword descriptions,
length of full texts for RESPONDER’s, image size/complexity

5https://github.com/WebNLG/
2023-Challenge
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Ethical implications

While we believe that our proposed dual-task
framework can maximize annotation effort, partic-
ularly for low-resource languages, data collection
should be handled carefully. We highlight in this
section several ethical considerations when collect-
ing data in low-resource languages.

Bias The problem of dataset bias is, often, in-
evitable and can lead to false conclusions and poor
generalization of learning methods trained on a
given dataset, regardless of modalities (Tommasi
et al., 2017). It is important that equal represen-
tation is used in the data collection, such as inclu-
sive language, gender, race, and religion (Dhamala
et al., 2021). While our approach aims at balanc-
ing data availability for low-resource languages
by collecting additional data, additional counter-
measures would help, for instance, a data statement
outlining the data collection process and annotator
demographics (Bender and Friedman, 2018). To
promote application fairness, researchers are en-
couraged to quantify dataset bias (Adewumi et al.,
2023) and measure the risks of unintended bias.

Privacy While our task is not privacy-demanding,
we advocate that the resulting dataset/annotation
should adhere to privacy policies such as GDPR
data privacy mandates from European Union (Eu-
rope, 2019). To reduce privacy risks, several mea-
sures should be considered. For instance, when
collecting conversations between questioners and
answerers in this task, it is preferred that annotators
address each other in a way that does not disclose
their private information. Private (or personally
identifiable) information, such as names and so-
cial security numbers, can expose individuals to
potential harm and should not be captured in data
collection unless absolutely necessary (Sokolova
and Matwin, 2016). If sensitive information is col-
lected, anonymization and/or pseudonymization
techniques should be applied to protect participants
(Terrovitis et al., 2012).

Responsible innovation Responsible innovation,
or responsible AI, refers to careful consideration of
the potential impacts and benefits of introducing a
new product or service. In the context of research
in low-resource languages, researchers will need
to consider the impact of using online resources
that might be copyrighted (e.g., digital media from
museum websites). The societal impact will need

to be considered such as the privacy of speakers of
low-resource languages which might be compro-
mised for instance if a dialect is only spoken by a
small number of speakers.

Recruitment and Exploitation When recruiting
participants, high priority should be given to first-
language (L1) speakers of the languages of interest.
This ensures that the data will be representative of
how the language is used by its primary language
community and fulfills the inclusiveness principle.
Researchers should also consider whether profi-
ciency, regardless of L1 or L2 speaker status, is
adequate for inclusion in the corpus collection ef-
forts, depending on the goals of the research. It is
important that participants are not overloaded with
a high volume of keywords and documents per time,
as this may affect the quality of the data collected
negatively in addition to being an unreasonable
amount of work. Adequate compensation should
be established, at a minimum adhering to industry
standards or regulatory provisions but preferably
aiming at providing a ‘living wage’. In situations
where their contribution is based on a voluntary
basis, researchers will need to take extra care to
ensure that participants’ contributions are freely
given and that their needs are respected. One op-
tion worth considering for language communities
with small numbers of speakers is offering partic-
ipants the option of being a named contributor to
the project, to acknowledge their contribution to
the preservation and technological development of
their language, which they may appreciate.

Leveraging Translation Although translation is
not the primary goal of the task, human transla-
tion from a high-resource language or one LRL to
multiple LRLs can be used as a collection strat-
egy. While it serves several benefits (Adewumi
et al., 2022) such as reducing cost while maintain-
ing the correctness of the task, it suffers from chal-
lenges such as entrainment (Mizukami et al., 2016;
Chandu et al., 2018). Besides the difficulty of re-
cruitment from possibly a low population, another
challenge is the representation of local entities in
the target languages. Some ways of solving this
challenge include replacing such entities with local
ones by using the knowledge of native speakers
while keeping in mind that semi-automatic alter-
ations of such technologies might include biases
from the high resource languages reducing the nat-
uralness of the data (Chandu et al., 2017).
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A Example task setup

The roles of QUESTIONER and RESPONDER are de-
signed to converse about the given context. Figure
2 is a screenshot of the developed interface in usage
to collect the desired data in Gaelic language. The
context here is both image and text. An example
set up for text based on Wikipedia is demonstrated
in Figures 3 (textual context) and 4 (conversation
between the QUESTIONER and RESPONDER).

Figure 3 illustrates how information is presented
to the QUESTIONER and RESPONDER in textual
mode. The RESPONDER has access to the doc-
ument and its sub-topics (left), while the QUES-
TIONER is provided with keywords and brief de-
scriptions for each of them (right). The QUES-
TIONER’s keywords are accompanied by the first
sentence of the corresponding Wikipedia page to
provide more context but does not have the details
contextualized with the main topic at hand. This
creates an asymmetry in the amount of information
available to the two parties.

The QUESTIONER and RESPONDER discuss the
document after studying the information provided
to them. An example conversation is shown in
Figure 4. The questioner begins the conversation
by asking about the keywords starting in the first
sub-topic. The order of the keywords within the
sub-topic can be randomized but the order of sub-
topic itself cannot be changed. This is to increase
diversity in the data without affecting the inherent
flow of the whole topic. The role of contextualiza-
tion is further enhanced here as in this example,
asking for the birthplace is not natural when we
look just at the place, however, in the context of the
sub-topic of early life, it is possible to guess that the
context is about a person and hence the questioner
asks about the place of birth. The conversation in-
cludes factual and descriptive answers. At the end,
the questioner summarizes the sub-topic using the

information gathered from the conversation. Data
validation can be performed at any stage by an
additional annotator.

This framework offers several advantages such
as producing trustworthy and grounded responses,
learning surface form style differences, generating
multi-sentence long-form responses, and extensi-
bility to multilingual and cross-lingual scenarios
with multilingual data. Finally, this framework also
offers considerable flexibility, as it can be adapted
based on available technological and linguistic re-
sources (cf. Sec. 3). While the example we have
provided here uses text as context, other approaches
to grounding participant responses fit within this
framework as well. For example, in addition to
the keywords and source text seen by the QUES-
TIONER and RESPONDER, respectively, they can
be presented with an image relating to the topic to
make the topic more concrete and provide some
shared context in addition to the individual ma-
terials they have available. Although having the
advantage of gathering dual task annotations within
the same session is advantageous, this framework
also has some limitations that can be improved in
future iterations. First, the keywords are only ap-
proximately cover the content. In the future, the
plan is to explore metrics that evaluate summaries
around only the keywords. Second, identifying
keywords in multimodal contexts is more complex
than in textual contexts.
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Figure 3: The information provided to the Questioner and the Answerer

Figure 4: The conversation between the Questioner and
the Answerer on an example sub-topic along with the
summary.
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Abstract 

We propose a shared task of human-like 

long story generation, LSG Challenge, that 

asks models to output a consistent human-

like long story (a Harry Potter generic 

audience fanfic in English), given a prompt 

of about 1K tokens. We suggest a novel 

statistical metric of the text structuredness, 

GloVe Autocorrelations Power/ 

Exponential Law Mean Absolute 

Percentage Error Ratio (GAPELMAPER) 

and the use of previously-known UNION 

metric and a human evaluation protocol. 

We hope that LSG Challenge can open new 

avenues for researchers to investigate 

sampling approaches, prompting strategies, 

autoregressive and non-autoregressive text 

generation architectures and break the 

barrier to generate consistent long (40K+ 

word) texts. 

1 Task Overview 

The human-like long story generation (LSG) task 

asks models to output a consistent human-like 

long story (a Harry Potter generic audience fanfic 

in English), given a prompt of about 1K tokens. 

The text will be evaluated by automated metrics 

described in Section 3.1, and a human evaluation 

protocol described in Section 3.2. 

2 Motivation 

Autoregressive probabilistic large language 

models (LLMs) have become a cornerstone for 

solving every task in computational linguistics 

through few-shot learning (Brown et al., 2020) or 

prompt engineering (Sahn et al., 2021). Many users 

now interact with such models as ChatGPT, 

Claude, or Google Bard in chat setting regularly. 

However, these models still have many 

deficiencies. Despite the targeted effort, they can 

generate false information, propagate social 

stereotypes, and produce toxic language (Taori et 

al., 2023). 

The LLM deficiency we particularly want to 

attack is their inability to produce a human-grade 

long text. Current autoregressive language models 

fail to catch long-range dependencies in the text 

consistently. Large language models such as GPT-

3 (Brown et al., 2020), LLaMA (Touvron et al., 

2023), ALPACA (Taori et al., 2023) push the 

boundary of “short text” rather far, but do not 

remove the problem. Commercial instruction-

following language models such as ChatGPT, 

GPT-4, Claude and Google Bard are targeted at the 

use in a dialogue (and probably that is not for 

nothing). They generate a limited number of tokens 

per user input, and only generate further text after 

additional prompting. While the autoregressive 

window for commercial models at the time of 

writing reaches 32K tokens for OpenAI and even 

100K tokens for Anthropic, which is a lot, it does 

not allow them to generate long coherent texts. 

While relevance, consistency, fluency and 

coherence are easily achieved by the latest 

autoregressive generative models on short texts 

(under 10K tokens), all the current models fail 

when one tries to generate a long story in a single 

pass. Modeling long stories requires many 

additional abilities compared to short texts (Guan 

et al., 2022), including (1) commonsense reasoning 

regarding characters’ reaction and intention, and 

knowledge about physical objects (e.g., ‘‘river’’) 

and abstract concepts (e.g., ‘‘irony’’); (2) modeling 

discourse-level features such as inter-sentence 

relations (e.g., causality) and global discourse 

structures (e.g., the order of events); and (3) the 

generation coherence and controllability, which 

require both maintaining a coherent plot and 

adhering to controllable attributes (e.g., topics).  
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Mikhaylovskiy and Churilov (2023) have 

recently studied autocorrelations in long texts 

using pretrained word vectors. That allowed to 

study a wide range of autocorrelation distances in 

human-written and model-generated texts and 

show that the autocorrelations in human-written 

literary texts decay according to power laws on 

distances from 10 to 10K words independently 

from the language. On the other hand, the 

behavior of autocorrelations decay in generated 

texts is quantitatively and often qualitatively 

different from the literary texts. Large language 

models often exhibit Markovian (Markov, 1913) 

behavior with exponential autocorrelations decay. 

Several authors have shown theoretically and 

empirically (Lin and Tegmark, 2017, Alvarez-

Lacalle et al., 2006) that the power law 

autocorrelations decay is closely connected to the 

hierarchical structure of texts. Indeed, the 

hierarchical structure of, for example, Leo 

Tolstoy’s War and Pease consists of at least 7 

levels: the whole novel, books, parts, chapters, 

paragraphs, words, and letters. There are strong 

reasons to think that this structure reflects an 

important aspect of human thinking: people do 

not generate texts autoregressively. Writing a long 

text requires some thinking ahead, and going back 

to edit previous parts for consistency. This going 

back and forth can be reflected by navigating a 

tree-like structure. The autoregressive nature of 

the current state-of-the-art models does not reflect 

this, for example, S4 model (Gu et al., 2021) 

exhibits clear exponential autocorrelations decay 

(Mikhaylovskiy and Churilov, 2023). 

We hope that this challenge can gain interest 

from the NLG community and advance sampling 

approaches, prompting strategies, autoregressive 

and non-autoregressive text generation 

architectures and other subfields of text 

generation. 

3 Task Description 

Formally, the task of LSG Challenge asks 

participants to provide a system that can output a 

consistent human-like long story (a Harry Potter 

generic audience fanfic at least 40K words long), 

given a prompt of about 1K tokens. A set of at least 

three dev prompts will be provided by organizers. 

The systems will be evaluated on a withheld test 

prompt. The prompts similar to the beginnings of 

human-written fan fiction will be developed from 

scratch specifically for the task. 

It is important to note that no copyright-eligible 

texts will be used in the shared task. The evaluation 

protocol below does not require using the original 

Harry Potter texts, and subjective evaluation relies 

on the fact that judges have read Harry Potter 

books/seen the films, but no factual knowledge of 

Harry Potter books is also required for the 

evaluation criteria below.  

Given the open-ended and cutting-edge nature 

of the generation task and ongoing discussion on 

the best corpora and approaches to training LLMs, 

we feel that constraining the training set can be 

harmful to the task performance and participants 

are open to train their models on any dataset, as 

long as it is described in the system report. 

We employ both automatic and human 

evaluation, described below to evaluate the quality 

of the texts. 

3.1 GloVe Autocorrelations Power/ 

Exponential Law Mean Absolute 

Percentage Error Ratio (GAPEL-

MAPER) Metric 

Suppose we have a sequence of 𝑁  vectors 𝑉𝑖 ∈

𝑅𝑑 , 𝑖 ∈ [1, 𝑁] . Autocorrelation function 𝐶(𝜏)   is 

the average similarity between the vectors as a 

function of the lag 𝜏 = 𝑖 − 𝑗  between them. The 

simplest metric of vector similarity is the cosine 

distance 𝑑(𝑉𝑖, 𝑉𝑗) = cos∠(𝑉𝑖, 𝑉𝑗) =  
𝑉𝑖∙𝑉𝑗

‖𝑉𝑖‖‖𝑉𝑗‖
 , 

where ∙ is a dot product between two vectors and 

‖ ‖ is an Euclidean norm of a vector. Thus, 

 

Power 

law 

MAPE 

Exp 

law 

MAPE 

GAPEL-

MAPER 

The Adventures 

of Tom Sawyer 0.21 0.55 0.38 

The Republic 0.13 0.38 0.34 

Don Quixote 0.20 0.44 0.45 

War and Peace 0.09 0.42 0.21 

Critique of Pure 

Reason 0.14 0.25 0.56 

The Iliad 0.19 0.54 0.35 

Moby-Dick or, 

The Whale 0.15 0.47 0.32 

S4 generated 

text 0.062 0.050 1.24 

Table 1: MAPE of power and exp law 

approximations of texts in English, and 

resulting GAPELMAPER 
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𝐶(𝜏) =
1

𝑁 − 𝜏
∑

𝑉𝑖 ∙ 𝑉𝑖+𝜏

‖𝑉𝑖‖‖𝑉𝑖+𝜏‖

𝑁−𝜏

𝑖=1

. (5) 

𝐶(𝜏)  ranges from −1  for perfectly anticorrelated 

sequence (for 𝜏 = 1  and 𝑑 = 1  that would be 

1, −1, 1, −1 etc.) to 1 for a perfectly correlated one 

(for 𝜏 = 1 and 𝑑 = 1 that would be 1, 1, 1, 1 etc.).  

A distributional semantic assigns a vector to 

each word or context in a text. Thus, a text is 

transformed into a sequence of vectors, and we can 

calculate an autocorrelation function for the text. 

Two distributional semantics approaches have 

been proposed for word-level autocorrelation 

computations: Alvarez-Lacalle et al. (2006) 

proposed a bag-of-words (BOW) model, and  

Mikhaylovskiy and Churilov (2023) have 

suggested the use of pretrained GloVe (Pennington 

et al., 2014) vectors. Unlike BOW, which only 

allows measuring long distance correlations, the 

latter approach allows to measure autocorrelations 

at any word distance starting with 1. Thus, we 

suggest using GloVe for autocorrelation 

measurement. 

Mikhaylovskiy and Churilov (2023) have found 

that autocorrelations in long human-written texts 

decay according to a power law at ranges from 10 

to 10K words. We suggest measuring the 

structuredness of a generated text by comparing 

how well the autocorrelations decay is 

approximated by power law and exponential law.  

To do so, one can compute autocorrelations in this 

range, approximate these points by a straight line 

in log-log and log-linear coordinates using the least 

squares regression and evaluate the goodness of fit 

of these regressions by MAPE (Mean Absolute 

Percentage Error). The ratio of these two errors 

constitute a metric we call GloVe Autocorrelations 

Power/Exponential Law Mean Absolute 

Percentage Error Ratio (GAPELMAPER): 

GAPELMAPER =
𝑀𝐴𝑃𝐸𝑝𝑜𝑤𝑒𝑟

𝑀𝐴𝑃𝐸𝑒𝑥𝑝
 

GAPELMAPER  less than 1 means that the 

autocorrelations decay according to a power law 

and the text is structured in a way. GAPELMAPER 

more than 1 means that the autocorrelations decay 

according to a exponential law and the text is 

unstructured. As a matter of example, we take 

Table 3 from Mikhaylovskiy and Churilov (2023) 

and compute GAPELMAPER in Table 1.  

The metric proposed above does not require any 

gold standard, it is a statistical metric of the text 

itself. Thus, in terms of Guan and Huang (2020) it 

is an unreferenced metric. 

3.2 UNION Metric 

UNION is an unreferenced metric for evaluating 

open-ended story generation, proposed by Guan 

and Huang (2020). Built on top of BERT, UNION 

is trained to distinguish human-written stories from 

negative samples. The negative samples are 

programmatically constructed using Repetition, 

Substitution, Reordering and Negation Alteration.  

3.3 Human Evaluation Approach 

A single number is not enough to evaluate the 

quality of a long story. We adopt multiple human 

evaluation metrics to better measure model 

performance. Similarly to Kryscinski et al. (2019), 

we ask annotators to rate the texts across four 

dimensions:  

1. relevance (of topics in the text to the expected 

ones),  

2. consistency (alignment between the parts of 

the text),  

3. fluency (quality of individual sentences), and  

4. coherence (quality of sequence of sentences).  

Additionally, extending (Guan et al., 2022), we 

ask annotators to rate  

5. knowledge about physical objects (LLM 

generated failure example: “I was on shore in 

a boat; but I was not in the water. I was not in 

the water. I was in the water.”) 

6. knowledge about abstract concepts  (LLM 

generated failure example: “The twenty-

eighth one is a twenty-eighth one. The 

twenty-nineteenth one is a twenty-eighth one. 

The twenty-ninth one is a twenty-ninth one. 

The twenty-tenth one is a twenty-tenth one.”) 

7. causality (LLM generated failure example: 

“The first part was pretty easy. The second 

one, on the other hand, took a lot of practice. 

I had a lot of difficulty with the first one.”) 

8. the order of events (LLM generated failure 

example: “This is the way all voyages of 

travel are done in all ages of the earth; they 

come to it and lay it down in the same fashion: 

— They get a wind, sail about awhile, and 
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gather what stores are sufficient for a week, 

or for one night’s stay.”) 

Finally, extending Guan and Huang (2020) we 

ask annotators to rate  

9. repeated plots (repeating similar texts) 

A detailed evaluation manual will be developed 

as a part of the competition preparation and 

provided to judges, including a checklist 

conforming to suggestions of Howcroft et al., 

(2020). 

Each text will be rated by 3 distinct judges with 

the final score obtained by averaging the individual 

scores. We plan to hire linguistics/philology 

students with English knowledge level at least C1 

as the judges in at least two low-cost countries. 

Where possible, the judge assignment will be 

included into coursework. Small non-

government/donation funding will be made 

available to cover judging expenses where the 

above approach is not possible.  

3.4 Protocol  

We propose the following schedule:  

• Phase 1 (from Sep, 2023): The shared task is 

announced at the INLG 2023 conference, and 

the data are available on the shared task 

website; participants can register to the task.  

• Phase 2 (from Dec, 2023): The leaderboard is 

open; participants can submit their systems to 

the organizers and the online leaderboard 

keeps updating the best performance using 

automatic evaluation metrics. 

• Phase 3 (from Mar, 2024): The submission is 

closed; organizers conduct manual evaluation. 

• Phase 4 (Jul, 2024): The LSG Challenge 

shared task is fully completed. Organizers 

submit participant reports and challenge 

reports to INLG 2024 and present at the 

conference.  

For fairness and reproducibility, participants 

should specify what and how external resources are 

used in their system reports. In Phase 3, after the 

submission deadline, the organizers will start to 

evaluate summaries generated by final submitted 

models with the help from linguistic experts. 

Please note that the above schedule can be 

modified accordingly when the schedule of INLG 

2024 is released. The leaderboard and the detailed 

schedule will be announced on the shared task 

website. 

4 Related work 

Shaham et al. (2022) introduced SCROLLS, a suite 

of tasks that require reasoning over long texts. It 

includes earlier introduced works of Huang et al. 

(2021), Chen et al. (2022), Zhong et al. (2021), 

Dasigi et al. (2021), Kočiský et al. (2018), Pang et 

al. (2022), and Koreeda and Manning (2021).  

While all are related to long texts, none of these 

datasets and tasks asks to generate a long text.  

Gehrmann et al. (2021) introduced GEM, a 

living benchmark for natural language Generation 

(NLG), its Evaluation, and Metrics. GEM provides 

an environment in which models can easily be 

applied to a wide set of tasks and in which 

evaluation strategies can be tested and consists of 

11 datasets/tasks. Tay at al. (2020) proposed Long 

Range Arena, a suite of tasks consisting of 

sequences ranging from 1K to 16K tokens, 

encompassing a wide range of data types and 

modalities such as text, natural, synthetic images, 

and mathematical expressions requiring similarity, 

structural, and visual-spatial reasoning. None of 

these tasks asks to generate a long text as well.  

Very recently Köksal et al. (2023) introduced the 

LongForm dataset, which is created by leveraging 

English corpus examples with augmented 

instructions. No evaluation protocol or competition 

is suggested in the cited paper. 

On the unreferenced metrics front, Guan and 

Huang (2020) proposed UNION metric described 

in Section 3.2. Huang et al. (2020) proposed a 

metric dubbed GRADE, which stands for Graph-

enhanced Representations for Automatic Dialogue 

Evaluation. Gao, Zhao, and Eger (2020) suggested 

SUPERT, which rates the quality of a summary by 

measuring its semantic similarity with a pseudo 

reference summary. Vasilyev, Dharnidharka, and 

Bohannon (2020) suggested BLANC that 

measures the performance boost gained by a pre-

trained language model with access to a document 

summary while carrying out its language 

understanding task on the document’s text. 

The most similar effort to ours was most likely 

made by Guan et al. (2022), who proposed a story-

centric benchmark named LOT for evaluating 

Chinese long text modeling. The benchmark 

aggregates two understanding tasks and two 

generation tasks. The authors constructed new 

datasets for these tasks based on human-written 

Chinese stories. Unlike our proposal, LOT 
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benchmark is limited to texts hundreds of words 

long, and Chinese language.  

5 Conclusion  

We propose the LSG Challenge to address the 

task of long text generation, with the hope that it 

can open new avenues for researchers to 

investigate sampling approaches, prompting 

strategies, autoregressive and non-autoregressive 

text generation architectures and break the barrier 

to generate consistent long (40K+ token) texts, and 

the frontier of text generation can be pushed 

further. 
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Abstract
Recent large pre-trained vision-and-language
models have achieved strong performance in
natural language generation. However, most
previous generation tasks neither require coher-
ent output with multiple sentences nor control
the output text by grounding the output in the
input. We propose a shared task on visually
grounded story generation, where the input is
an image sequence, and the output is a story
that is conditioned on the input images. This
task is particularly challenging because: 1) the
output story should be a narratively coherent
text with multiple sentences, and 2) the pro-
tagonists in the generated stories need to be
grounded in the images. We aim to advance
the study of vision-based story generation by
accepting submissions that propose new meth-
ods.

1 Introduction

Vision-based language generation (VLG) is to gen-
erate text from visual input. It is a challenging
but interesting task because it requires joint vi-
sion and language modeling. Recent large pre-
trained vision-and-language models (VLMs) like
GPT-4 (OpenAI, 2023) or MiniGPT-4 (Zhu et al.,
2023) have shown great success on several multi-
modal tasks, such as image captioning (Vinyals
et al., 2016), visual question answering (Goyal
et al., 2017) and visual dialog generation (Das et al.,
2017).

Despite recent breakthroughs, current tasks only
require models to predict a label or generate short
texts (i.e., less than 30 words). It is unclear whether
the newest VLMs can generate coherent texts with
multiple sentences from visual input. On the con-
trary, humans can produce long and localy coherent
texts from the same visual input. To investigate
machine intelligence, we need a task that is more
similar to human behavior (Bubeck et al., 2023).

Several previous tasks have been proposed to
test the capabilities of VLMs to handle longer

output, such as visual paragraphs (Krause et al.,
2017), localized narratives (Pont-Tuset et al., 2020),
and video captioning (Voigtlaender et al., 2023).
However, these tasks are designed for literal de-
scriptions where sentences are independent of each
other, rather than for coherent text. Coherence is
a fundamental property of human language. In
particular, local coherence, which refers to the rela-
tions between entities in context, affects language
comprehension and production. Local coherence is
essential for vision and language (V&L) research
because: 1. It has many applications in vision and
language tasks. For example, a better model of
local coherence can improve the performance of
text-to-image retrieval (Park and Kim, 2015). 2.
Modeling coherence is a prerequisite for modeling
event knowledge as events center around entities.
Better event modeling improves vision and lan-
guage pre-training (Zellers et al., 2021, 2022).

Story generation is a well-studied task in nat-
ural language generation, widely used for testing
whether large pretrained models can track entities
(Paperno et al., 2016) and generate locally coher-
ent texts. Unlike image captions, stories contain
several characters and events involving recurrent
characters and their interactions with each other
and the environment. In addition, characters and
relevant content are among the most critical aspects
of story writing (Goldfarb-Tarrant et al., 2020). We
argue that story generation is a suitable benchmark
for testing whether VLMs can generate coherent
texts.

In this work, we propose a new shared task, Vi-
sually Grounded Story Generation (VGSG), which
requires the VLMs to generate stories with protago-
nists grounded on images. We aim for coherent and
visually grounded stories with high diversity. This
task is particularly challenging for two reasons: 1.
The protagonists in the generated stories need to
be grounded in the images, meaning that their ac-
tions and descriptions should be consistent with the
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Travel Blogs
sorry to be absent lately 
mes cheris but it was 
necessary to put myself on a 
little nyc staycation. with 
all the running around i 
have done in the last couple 
months i finally had the 
opportunity to rest …

went shopping in soho. i 
love passing all the 
creative storefronts around 
that nabe. how fun and regal 
are these doors?

you know it's going to be a 
good day when you start off 
your morning with magnolia 
bakery breakfast. raspberry 
crumb muffin coffee infinity 
scarf and gaga glasses. done 
and done. 

i watched the enterprise 
space shuttle fly over 
manhattan as it made its 
voyage to its new nyc home 
at the intrepid air and 
space museum. bonus points 
for living on the hudson 
river? …

had an all day long 
adventure to ikea on 
saturday which of course 
consisted of taking the nyc 
water taxi out to brooklyn's 
ikea. the southstreet 
seaport is always a great 
photo …

Visual Wri0ng Prompts (Ours)
Jack was on a call 
with a client, 
getting stressed 
over a business 
deal that wasn't 
going well.

Jack put the phone 
down after an 
unsuccessful deal 
and decided to go 
get a coffee at 
the nearby coffee.

At the coffee 
shop, he started 
talking to the 
waiter Will about 
the unfortunate 
call.

Will told him he 
would convince the 
client to accept 
the deal if he 
could work for 
Jack.

Will then called 
the client and 
successfully 
struck the deal.

Will

Jack

Jack

Jack

Will Jack

Jack Will

Visual Storytelling  
Shoppers riding 
the escalator at 
the mall.

So many people 
are shopping 
today.

Two friends 
going into the 
mall for the 
great sales.

Three men in 
yellow vest 
outside the 
mall.

Picture of the 
old home we will 
visit on 
vacation.

Figure 1: Example of Visual Grounded Story Gener-
ation on Visual Writing Prompts dataset. The dataset
has recurring characters across all five images and sub-
stories. Each occurrence of a character in a sub-story
has a bounding box in the corresponding image, which
grounds the textual appearance to visual input.

visual information provided. 2. The output story
needs to be a coherent text, meaning that it should
have a clear beginning, middle, and end, and flow
logically from one sentence to the next.

We hope that this task will help the exploration
of VLG by encouraging participants to propose
new methods that generate coherent and visually
grounded stories. We welcome submissions from
researchers around the world who are interested in
tackling this exciting challenge. We also seek for
researchers who are interested to join the organiza-
tion of this shared task.

2 Related Work

VLG with Coherence. One relevant task is Vi-
sual Storytelling (Huang et al., 2016), where the

input is a sequence of images and the output is a
coherent story. Another task that requires some
sort of coherence in the generated text is movie
description (Rohrbach et al., 2015), where the in-
put is a video clip from the movie and the output
is the corresponding text description of the scene.
Chandu et al. (2019) propose a dataset of proce-
dural text from recipes with instructional images,
but characters are not explicitly annotated. Unfor-
tunately, the local coherence of the generated text
is not evaluated in either of these tasks (Mitchell
et al., 2018).
Visual Story Generation. Most of the previous
tasks for visual story generation have several limi-
tations: there is no sequence of events behind the
images (Park and Kim, 2015; Huang et al., 2016) or
the dataset is limited in scale (Xiong et al., 2019).
None of them can be used for evaluating visual
grounding. Mitchell et al. (2018) hosted the first
shared task of visual story generation. But there
are no automatic evaluations of either coherence
or visual grounding. Our shared task is the first to
jointly evaluate the coherence and visual grounding
of generated stories.

3 Task Description

We define the VGSG task as follows: given a se-
quence of images (like the first column of Figure
1) the system needs to generate a coherent short
story conditioned on the image sequence (like the
second column of Figure 1). In addition, the gener-
ated story should contain the characters seen in the
image sequence.

The VGSG shared task focuses on coherent and
visually grounded stories with high diversity.

3.1 Datasets

To evaluate the submissions, we will use two
datasets that provide grounding annotations for
characters:
Visual Writing Prompts (VWP; Hong et al.,
2023b), a vision-based dataset that contains 2K
image sequences aligned with 12K human-written
stories in English.1 Each image is corresponding to
a part of a story. Instances of each protagonist are
annotated with the character’s name (see Figure 1).
VIST-Character by Liu and Keller (2023) which
has visual and textual annotations for recurring
characters in 770 stories from the test split of the

1https://vwprompt.github.io/
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Name Image Story Story # Story # image # token
Genre Genre Source per Story per Story

VWP movie short story crowdworker 12 K [5, 10] 83.7
VIST photo short story crowdworker 50 K 5 57.6
Travel blogs photo blog blogger 10 K 1 222.3‡
MSA movie movie synopsis fan 5 K 92 129

Table 1: Statistics of datasets. Numbers with ‡ are obtained from a small sample of the Disney split of the dataset
that is available in their repository.

VIST dataset (Huang et al., 2016), along with an
importance rating of all characters in any story.2

We only use it for evaluation.
We also evaluate on these datasets:

Visual Storytelling (VIST; Huang et al., 2016) is
a widely used dataset with 50K image-story pairs.
Travel blogs (TB; Park and Kim, 2015) are two
datasets with 10K image sequence-story pairs ex-
tracted from travel blogs of visiting New York City
or Disneyland.
Movie Synopses Associations (MSA; Xiong et al.,
2019) contains movie synopses from 327 movies
where there are 4494 scenes aligned with corre-
sponding paragraphs in synopses.

These data sets are publicly available so there’s a
risk of exposure to the participants. To ensure a fair
comparison and make the task more challenging,
we collect additional data following the data collec-
tion process of these works combine with selected
subsets as blind test sets. The statistics of all the
datasets are in Table 1.

3.2 Tracks

The VGSG shared task contains three tracks: Strict
Track focuses on exploring Language and Vision
Mapping methods and Language Generation mod-
els through a controlled experiment. We provide
extracted visual features from a pre-trained vision
model, which participants can only use as input to
train their models with the provided dataset.
Open Track aims to test the state-of-the-art of the
task. Participants can use all kinds of resources,
including pre-trained models and additional text
or vision-only datasets. However, they cannot use
other vision and language datasets apart from the
provided dataset.
Grounding Track is based on the Open Track,
but participants are required to submit a mapping

2https://github.com/iz2late/
VIST-Character

of all entities in the generated text and provided
characters (see Figure 2 for an example). The sub-
missions to this track will be evaluated on the VIST-
Character dataset (Liu and Keller, 2023).

3.3 Schedule

We propose the following tentative schedule:
Dec 1st, 2023 We will announce the joint task at
the INLG 2023 conference (if accepted), with data
available on the task’s dedicated website. This is
the point when individuals can sign up for the task.
Feb 1st, 2024 The submission is opened. Partici-
pants can submit their systems to the organizers.
May 1st, 2024 Submission ends at this point and
organizers start the process of automatic evalua-
tion on blind test sets and human evaluation of the
systems.
Jun 1st, 2024 The VGSG shared task comes to
a conclusion. The organizers will submit reports
regarding participant performance and overall chal-
lenge outcomes to the INLG 2024 conference and
will present these findings at the event. The pre-
viously concealed test set will be released to the
public.

Jack Will

Jack was on a call with a client, 
getting stressed over a business 
deal that wasn't going well. 1 -1
Jack put the phone down after an 
unsuccessful deal and decided to go 
get a coffee at the nearby coffee. 1 -1
At the coffee shop, he started 
talking to the waiter Will about 
the unfortunate call. 1 1
Will told him he would convince the 
client to accept the deal if he 
could work for Jack. 1 1
Will then called the client and 
successfully struck the deal. -1 1

40

Figure 2: Example a matching matrix between entities
in the generated story and the character in the images.
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4 Evaluation

We will perform both automatic and human eval-
uations for the submissions. The scripts for all
automatic metrics will be provided after the sub-
mission system is open; human evaluation will
be conducted after all submissions have been re-
ceived. We will release the annotator instructions
and source code of all metrics after the shared task.

4.1 Automatic Evaluation

We will use metrics in the following categories to
evaluate the submissions:
Reference-based metrics including unigram (B-
1), bigram (B-2), trigram (B-3), and 4-gram (B-
4) BLEU scores (B; Papineni et al., 2002), ME-
TEOR (M; Banerjee and Lavie, 2005), ROUGE-
L (R; Lin, 2004), and CIDEr (C; Vedantam et al.,
2015), which were used in the previous visual sto-
rytelling shared task (Mitchell et al., 2018). We
will also use BERTScore (BS; Zhang* et al., 2020)
which is effective in text summarization.
Grounding To measure the correctness of referring
expressions of human characters in stories, we will
use the character-matching (CM) metric defined in
(Hong et al., 2023a).
Event diversity we will use metrics used by Hong
et al., 2023b (based on (Goldfarb-Tarrant et al.,
2020)) including the unique number of verbs, verb-
vocabulary ratio, verb-token ratio, percentage of
diverse verbs not in the top-5 most frequent verbs
and unique:total ratios of predicate unigram, bi-
gram, and trigram.
Coherence following Hong et al., 2023b we will
use the generative Entity Grid model to calculate
the log-likelihood based on entity transitions in
system outputs.

4.2 Human Evaluation

In natural language generation tasks, automatic
metrics do not provide a full understanding of the
quality of the generated text. Reference-based met-
rics, in particular, have been shown to not correlate
well with human judgment. In addition, several
important aspects of narratives such as creativity,
and logical coherence are hard to judge using auto-
matic evaluation. Therefore, we will also conduct
a human evaluation for the submissions, focussed
on narrativity (whether the generation is a story or
simply a description of images), character ground-
ing (correctness of referring expressions, model

hallucinations), and coherence. The scale of the
evaluation depends on the funding we have. We
also encourage participants to perform their own
human evaluation and include the results in their
reports.

4.3 Baselines

Our baselines are:
Seq2Seq (Huang et al., 2016) is a simple but pow-
erful model with an encoder-decoder architecture.
Visual features are first projected with an encoder
which is a feed-forward neural network, then fed to
the decoder which is a pre-trained language model.
TAPM (Yu et al., 2021) is a Transformer-based
model which adapts the visual features with pre-
trained GPT-2.
Other V&L models We also include other vision
and language models that are competitive on simi-
lar vision and language tasks like Cho et al. (VL-
T5; 2021), Li et al. (BLIP; 2022) and Zhu et al.
(MiniGPT-4; 2023).

5 Conclusions

This proposal introduces a novel shared task called
Visually Grounded Story Generation, which ne-
cessitates that Visual Language Models formulate
narratives with protagonists based on image in-
puts, ensuring the production of coherent and vi-
sually grounded stories with high diversity. The
task poses dual challenges: the need for protago-
nists’ actions and descriptions to align with the pro-
vided visual information and the requirement for
the output story to logically progress with a clear
beginning, middle, and end. By initiating this task,
the authors aim to foster advancements in Visual
Language Generation, inviting global researchers
to contribute new methodologies that facilitate the
creation of visually consistent, logically structured
stories.
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Abstract

We propose the VDG Challenge: a shared
task that addresses and benchmarks the task
of utterance generation in collaborative visual
dialogue. The task features two challenging
datasets, an evaluation protocol and a tenta-
tive schedule. Our shared task will allow re-
searchers to unravel problems of modelling
multi-modal interaction and fit of the existing
approaches in the NLP and NLG communities.

1 Introduction

In the early 70s, the SHRDLU system (Winograd,
1971) was a revolutionary development. Many be-
lieved it had the ability to understand human lan-
guage, as it was able to describe what it saw in an
environment based on human queries. However,
the illusion of intelligence of SHRDLU was dis-
pelled as it became clear that the system did not
know, for example, what a “box” is. Fast forward to
today’s world, we have made significant progress
with more advanced language models. For instance,
models like ChatGPT (OpenAI, 2023) and various
Transformer-based architectures for language un-
derstanding and generation (Devlin et al., 2019;
Brown et al., 2020) have demonstrated the ability
to understand language to some extent. Moreover,
integrating language with other modalities has be-
come essential in improving these models and mak-
ing them more applicable to real-world scenarios
(Bender and Koller, 2020). In fact, language-and-
vision research has been making steps in this direc-
tion (Bernardi et al., 2016), as its aim is to build
language systems that can map language with the
world (Wittgenstein, 1953).

Despite the progress made, research efforts in
multi-modal NLP have primarily concentrated on
more specific tasks, such as referring expression
generation (Krahmer and van Deemter, 2012), im-
age description generation (Karpathy and Fei-Fei,

2017), and visual question answering (Antol et al.,
2015). This focus is understandable because mod-
elling human-human or human-world interaction
is a challenging task, and there are several reasons
for this. Firstly, human language use is highly
dynamic, adaptive, and difficult to represent com-
putationally. Successful communication relies on
understanding the context, which can encompass
textual and multi-modal information, as well as
grasping the speaker’s intentions. Deciding what
to say, how to say it, and when to say it are fun-
damental aspects of effective communication that
require a nuanced understanding of language and
context. Secondly, building a robust model requires
high-quality dialogue data, which is challenging to
gather and ensure that it possesses the properties
observable in human language use. Simply put,
there are multiple components involved in mod-
elling human dialogue, and they must all be in-
tegrated harmoniously to create a truly effective
conversational model.

Our proposal, the Visual Dialogue Generation
(VDG) challenge, aims to create a platform that
addresses the challenges in modelling multi-modal
human-like situated dialogue (Clark et al., 1991).
Specifically, our setup revolves around a collab-
orative visual dialogue, where two participants
are placed in an environment with individual vi-
sual scenes and are asked to solve a specific task
through language interaction. Within this setup,
we focus on a particular task of next utterance
generation, which is part of a broader communica-
tive context. The primary goal of the challenge is
to build and evaluate (neural) modelling proposals
that can generate better responses given specific
contexts. These contexts are defined as sets of pre-
viously generated utterances and visual scenes that
collectively form a single language game. Each lan-
guage game may serve a different purpose, such as
describing, asking, or clarifying. Importantly, our
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aim is not to build a conversational agent capable of
holding a full-scale dialogue with a human. Instead,
we narrow our focus to a single step: generating a
response given a particular situation. By doing so,
we can concentrate on examining the quality and
value of the generated texts, which is important for
building a model of conversation.

The challenge will use two datasets: the Cups
(Dobnik et al., 2020) and MeetUp (Ilinykh et al.,
2019), both of which are multi-modal and rich in
various dialogue phenomena, such as clarification
requests and turn-taking, crucial for a complete col-
laborative process (Clark and Wilkes-Gibbs, 1986).
In addition, Cups corpus has data in two languages,
English and Swedish. While there have been a
few proposed visual dialogue models and datasets
(Das et al., 2017; de Vries et al., 2017), they suffer
from rigidity and a lack of many phenomena fre-
quently observed in natural human dialogues. Our
proposal aims to learn from better high-quality dia-
logue data, even though the datasets are relatively
small in size. As a result, this challenge specifically
focuses on transfer learning, learning from small
data, and benchmarking the ability of existing gen-
erative models to generate responses in human-like
multi-modal dialogues. An important feature of our
data is that the dialogues were produced with spe-
cific (and different) tasks in mind, resulting in high-
quality interactions. This raises questions about
how much interactive knowledge is shared between
different contexts and domains, and how much of
it is specific to certain situations. Additionally, we
aim to learn from the Natural Language Generation
(NLG) community about the challenges and issues
that arise when building generative multi-modal
models, including biases, ethical concerns, and the
naturalness of generated responses.

2 Datasets

Both Cups and MeetUp were collected in a task-
oriented setting. In Cups (Figure 1), two partici-
pants were asked to locate missing cups on a table
in a virtually generated scene. It is worth noting
that the cups missing for each participant were not
necessarily the same ones. These cups varied in
colour, type, and location, and each participant
could only see a subset of them from a different
view. To communicate and identify each other’s
missing cups, participants used the chat interface.
Importantly, there were no restrictions on how the
task should be approached, allowing participants
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Figure 1: The Cups corpus: an allocentric view of the
scene with annotated objects. Participants (labelled as
“1” and “2”) cannot see objects marked with their colour
(either red or blue). Katie (labelled as “3”) is a passive
observer of the scene.

the freedom to choose their strategies. For addi-
tional scenes from the Cups corpus, refer to Ap-
pendix A.

Figure 2: The MeetUp game interface. A view for player
A is presented. The image on the right side changes if
the player moves to a different room.

In MeetUp (Figure 2), participants are randomly
placed in a room, which is shown as a real image.
This room is part of a larger house area, consist-
ing of connected real images. Participants are in-
formed that they can move around the house by
executing specific actions, for example, using “/s”
to move south from the current room shown in the
image. Through navigation and interaction in the
chat interface, participants are required to ensure
that they end up in the same room, where they both
see an identical image. It is worth noting that the
house layouts often contained multiple rooms of
the same type, and participants were frequently
asked to meet in a room of this specific type. Sim-
ilar to Cups, there were no restrictions placed on

24



the participants regarding how they should solve
the task.

3 Task description

The main objective of this challenge is to bench-
mark and evaluate generative models in the context
of multi-modal dialogues. Specifically, the task
is to generate the utterance ui given the context
C, where i represents the utterance number. The
context C is formed by the dialogue history and
visual scene(s). An important question arises: how
effectively can the models utilise the context for
generating the next utterance? To address this, we
first split each dialogue in the dataset into conver-
sational games (Dobnik and Storckenfeldt, 2018).
Each game corresponds to a specific sub-task such
as asking for more information or describing a
scene. In the Cups corpus, game annotations for
dialogues in Swedish are already available, and
we plan to prepare annotations for dialogues in
English and MeetUp dialogues as well. These con-
versational games can be seen as mini-contexts that
help achieve a particular goal (Kowtko et al., 1991).
The sentences we select belong to the context of a
specific conversational game CL, which, in turn, is
part of a broader dialogue context CD. We provide
two types of contexts: (i) conversational game con-
text CL: this includes the utterances preceding the
target utterance ui within a single conversational
game, and (ii) dialogue context CD: this provides
information on how the target utterance fits into the
overall context of all other utterances and games.
It is important to include the full dialogue con-
text, as the flow of dialogues is not always linear;
sometimes, a single conversational game can be
embedded within another game. We emphasise
that a single utterance can often be just a fragment
of a broader set of utterances that together convey
a specific idea.

3.1 State of the data and statistics

The challenge will be conducted on the data avail-
able in public repositories. The MeetUp repository
1 contains 430 dialogues, where each dialogue is
a sequence of events. An event can be a message
from either a bot or a player. This can also be a
navigation action executed by one of the players.
Each valid navigation action changes position of
the player in the house resulting in change of the

1https://github.com/clp-research/
meetup

scenery that the player sees. The images of house
environments are taken from the ADE20k corpus
(Zhou et al., 2017) and can be referred back to it.
The MeetUp dialogues have on average 13.2 turns
per dialogue, with each turn consisting on average
of 5.1 tokens. There are 28.3 navigation actions
performed on average per dialogue which means
that there are approximately 2 moves per message.
There are a few instances in the dataset when a
single participant played the game multiple times,
e.g. one worker participated in the game 49 times.
Novice players played with each other only in 22
games. This information can be potentially use-
ful for modelling because, participants adopt and
change their strategy based on the familiarity with
the game and they carry some of that knowledge to
new conversations2.

The Cups corpus3 consists of dialogues and cor-
responding individual static views of the same
scene. We provide the views for each participant
along with the ground-truth top-down view of the
scene with no missing objects. We will also pro-
vide files with bounding box annotations of ob-
ject ids as shown in Figure 1. The textual part of
the dataset includes annotations of turns, dialogue
acts, frame of reference (FoR), repair, and dialogue
games (Swedish only) with the goal of capturing sit-
uated collaborative referring (Dobnik et al., 2015).
Cups also contains annotations of reference and co-
reference to scene entities Dobnik and Silfversparre
(2021) using the CoNLL 2011/2011 annotation
scheme (Pradhan et al., 2011). The Cups dataset
has a fewer dialogues: 2 dialogues in English and
6 dialogues in Swedish. However, as they can take
over an hour they are much longer and are struc-
tured in more dialogues games than MeetUp dia-
logues. There are on average 299 turns per dialogue
in the English data and 171 turn per dialogue in the
Swedish data.

The information on downloading the data will
be available to the participants. We plan to com-
plete annotations of dialogues with conversational
games before INLG 2023. In terms of the splits,
we are planning to follow the standard 80/10/10
split for training, validation and test data. Note
that these splits are not for dialogues themselves,

2Based on our observations expert players tend to produce
fewer messages, instead relying on the strategy of asking the
other player to stay in the room and describe it, while they are
looking for it.

3https://github.com/sdobnik/
cups-corpus

25



but for target utterances U, which are part of an-
notated conversational games. Our datasets are
relatively small. However, they contain rich natural
interaction data (rather than short crowd-sourced
interactions or artificially generated dialogue data
found in some popular datasets). We would like
to encourage challenge participants to exploit the
possibility of applying transfer learning by training
the multi-modal dialogue model first on the other
(larger) datasets (Zhang et al., 2018; Galetzka et al.,
2020) and then fine-tuning them on our data and
evaluate the possibility of such transfer as well as
compare the datasets with each other.

Visual dialogue is a task that has previously been
addressed in the Visual Dialog Challenge4 where
the goal is to answer a question given an image
and a dialogue history. The challenge has attracted
several submissions and has been conducted three
times. However, the data used in this challenge
lacks several linguistic phenomena found in Cups
and MeetUp (Byron, 2003) which go beyond sim-
ple question-answer pairs (Das et al., 2017; Dong
et al., 2021). In appendix B we provide a linguistic
analysis of dialogues from both Cups and MeetUp
and demonstrate that complexity and richness of
dialogue phenomena found in our data.

4 Evaluation campaign

Table 1 presents the preliminary schedule for the
proposed challenge. Initially, we will provide a de-
scription of the available infrastructure, which will
serve as the hosting server for managing system
submissions. Participants are expected to adhere
to these requirements, and they should specify the
use of GPUs, external APIs, and other components
in their systems. For the submission and review of
papers, we will use the OpenReview platform. For
evaluating the generated responses, we will com-
pare the outputs of each model against a held-out
test set, using various metrics such as BLEU (Pap-
ineni et al., 2002), METEOR (Banerjee and Lavie,
2005), ROUGE (Lin, 2004) and CIDEr (Vedantam
et al., 2015), BERTScore (Zhang et al., 2020), and
BARTScore (Yuan et al., 2021).

We will conduct a human evaluation and develop
an evaluation protocol for the system submissions.
To collect human judgments, we will leverage Ama-
zon Mechanical Turk, and we might also explore us-
ing Prolific as an alternative platform, which could

4https://visualdialog.org/challenge/
2020

potentially provide more qualified human crowd-
workers5. The human evaluation procedure will be
modelled after the one used in the WebNLG+ 2020
challenge (Castro Ferreira et al., 2020), given that
one of the authors of this proposal has experience
in running human evaluation. For the human evalu-
ation, crowd-workers will assess the quality of the
generated responses based on the dialogue history
and visual history (in the case of MeetUp) or scene
views (in the case of Cups). These evaluations may
be compared against the ground-truth human re-
sponses. To rank the responses, a Likert scale from
1 to 5 will be employed, where a higher score indi-
cates better quality of the generated response. In
human evaluation we will focus on several aspects
including:

1. Relevance: Does the response align with the
available history of linguistic interaction be-
tween participants? Does the utterance sound
like something a person would say? We refer
to this criterion as local relevance. Addition-
ally, we will consider context provided after the
generated response (from the ground-truth dia-
logue) and ask human evaluators to assess if the
response fits the overall topic of conversation
(global relevance).

2. Usefulness: Does the response contribute to
solving the task? Can people identify the visual
elements that the utterance refers to? We will
present human crowd-workers with examples
of situations where a response is relevant but
not useful, and vice versa. The aim is to mea-
sure the degree of informativeness of responses,
considering the nature of the task.

3. Correctness: Is the response well-structured,
grammatical, and written in fluent language?

Additionally, we will ask human evaluators to
perform fuzzy matching of the generated utterances
with the ground-truth responses. This approach
takes into consideration that the system’s output
might not be entirely relevant locally but could still
be relevant globally. By doing so, the models will
not be penalised by automatic metrics for gener-
ating responses that differ from the ground-truth

5As our focus is not solely on conversational agents, the
evaluation will be on assessing the quality of the generated
utterances within a given context. Implementing a more so-
phisticated evaluation setup, where a submitted system ac-
tively plays the full game, would require a different type of
challenge task.
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Period Phase
September 2023 Announcement at INLG 2023 along with the call for participation. The training and validation

data are made available on the challenge website. Release of automatic evaluation scripts.
Registration of participants is open.

December 2023 Test data is released, system submission. The baseline model is released along with its results
for automatic evaluation.

January 2024 Deadline for system submission.
February 2024 Results of automatic evaluation are announced.
April 2024 Results of human evaluation are announced. Authors are asked to submit their system reports.
May–June 2024 System report reviewing and notification. Camera-ready submission of the system reports.
June 2024 The challenge is completed. Participant reports and challenge report are submitted to INLG 2024

and presented at the conference.

Table 1: Tentative protocol for the challenge. The schedule might change depending on the timeline of INLG 2024.

significantly, as long as they remain relevant to the
conversation itself.

To ensure the quality of human evaluation, we
will prepare a set of utterances in contexts that
clearly represent both low and high points on the
Likert scale for each of the aspects mentioned ear-
lier. These examples will be shown to crowd-
workers before they begin evaluating the actual
outputs of the submitted systems. Conducting a
few test rounds for human evaluation will help us
understand the workers’ performance and the level
of guidance they require to perform well in our
task. This process will help us build a pool of
highly skilled workers who are trained to evaluate
challenge submissions6.

The challenge winners will be selected based on
multiple criteria. Instead of focusing solely on mod-
els that perform well overall, we will also consider
models that excel in specific tasks. For instance,
we will look for better transfer learning approaches,
multi-lingual models, or uni-modal approaches that
perform well across various metrics. By examining
individual properties of the submitted systems, we
aim to document and benchmark the task of utter-
ance generation in visual dialogue from multiple
perspectives.

5 Conclusion

We present the VDG Challenge as a platform to ad-
vance research in grounded situated dialogue. We
believe that the task of generating the next utterance
in collaborative visual dialogue holds significant
value for the NLG (Natural Language Generation)
community, especially considering the remarkable
performance and attention achieved by large lan-
guage models in the NLP field. Our primary ob-
jective is to establish a comprehensive task bench-

6We will also recruit workers from external websites such
as https://www.mturkcrowd.com.

mark, and as such, we welcome novel ideas for
multi-modal dialogue modelling. We would be
delighted to host the challenge at INLG 2024.
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A Cups corpus: individual views

Figure 3: Individual scene view of the speaker 1 from
Figure 1.

Figure 4: Individual scene view of the speaker 2 from
Figure 1.

B MeetUp and Cups examples

Here is an example from the MeetUp corpus:

(1) a. Game Master: You have to meet in a room of
type utility room.

b. A: Hi. I’m in a bedroom with pink walls.
c. B: I seem to be in a kitchen.
d. A: I’ll go look for a utility room.
e. A (privately): north
f. A (privately): west
g. B (privately): east
h. A: Found a room with a washing machine. Is

that a utility room?
i. B: Was wondering as well. Probably that’s

what it is.
j. B: I’m in the pink bedroom now. I’ll come to

you.
k. B (privately): north
l. B (privately): west
m. B: Poster above washing machine?
n. A: Mine has a mirror on the wall.
o. B: yeah, could be mirror. Plastic chair?
p. A: And laundry basket.
q. A: done
r. B: Same
s. B: done

MeetUp has many high-level descriptions of the
scene ((1-b)–(1-c)), which require understanding of
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room types. Strategy coordination ((1-d)–(1-j)) and
revisions of previously made references (“poster”
to “mirror” in (1-m)–(1-o)) occur as well. There is
also a need for memory (1-j), which is important
for co-reference. Another property of the dataset is
the presence of indirect dialogue acts ((1-p)–(1-o)).

Below is an excerpt from the Cups corpus:

(2) a. A: i see lots of cups and containers on the table
b. B: me too
c. A: some white, some red, some yellow, some

blue
d. B: I see six white ones
e. A: i see seven
f. A: but maybe we should move in one direc-

tion...
g. B: ok, lets do that
h. A: shall we take it from katies point of view?
i. B: ok
j. . . .
k. B: so what do you see in the “second row” from

my perspective?
l. A: i see red, then space, then white and blue

(same as katie’s)
m. A: no yellow
n. B: is it on the edge of the table?
o. B: on your left
p. A: ok, yes!

We observe reference to the same (or different!)
objects using attributes such as colour and identi-
fication of object mismatch, e.g. (2-a)–(2-e). In
(2-f)–(2-i) participants negotiate interactive strat-
egy. Adjusting a perspective (or frame of reference)
for spatial relations is also important in dialogue
games, e.g. (2-k)–(2-p).
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Abstract

In the context of language learning, feedback
comment generation is the task of generating
hints or explanatory notes for learner texts that
help understand why a part of text is erro-
neous. This paper presents our approach to the
Feedback Comment Generation Shared Task,
collocated with the 16th International Natu-
ral Language Generation Conference (INLG
2023). The approach augments the genera-
tion of feedback comments by a self-supervised
identification of feedback types in a multitask-
learning setting. Within the shared task, other
approaches performed more effective, yet the
combined modeling of feedback type classifi-
cation and feedback comment generation is su-
perior to performing feedback generation only.

1 Introduction

Several studies have dealt with identifying and cor-
recting grammatical errors to help language learn-
ers improve their writing skills (Imamura et al.,
2012; Bryant et al., 2017; Rozovskaya and Roth,
2019; Grundkiewicz et al., 2019). However, these
approaches do not provide learners with a ratio-
nale for why a piece of text is erroneous. To help
learners better understand and adapt the underlying
writing rules, Nagata (2019) introduced the task of
feedback comment generation: Given a learner text
in which some span is known to be erroneous, au-
tomatically generate a comment containing helpful
hints and explanations. Specifically, the comment
should prompt the learner to come up with a solu-
tion rather than pointing out an error (grammatical
error detection) or correcting it (grammatical error
correction).

Towards this end, the Feedback Comment Gen-
eration Shared Task (Nagata et al., 2021) at the
16th International Natural Language Generation
Conference (INLG 2023) has provided a corpus of
erroneous English sentences written by non-native
learners of English. Each sentence comes with a

feedback comment that is targeted towards a given
position of the sentence. The focus is on errors
related to the use of prepositions in order to re-
strict the extensive task of generating feedback to
a manageable setting. The generated comments
are supposed to explain to the writer why the text
part in question is erroneous, possibly with related
writing rules. One exemplary instance of the task
looks as follows:

Input Text “They can help their father or mother
about money that we must use in the university
too.”

Feedback Comment “«About» is not the appro-
priate <preposition> to be used when a <noun>
follows the structure <help + someone>. Look up
the use of the <verb> «help» in a dictionary to learn
the appropriate <preposition> to be used.”

As our contribution to the shared task, we
present an approach that relies on multitask-
learning to simultaneously (a) classify the type of
the target feedback for the given erroneous input
sentence and (b) generate an appropriate feedback
comment of this type. Since no feedback type
labels are given in the data, we tackle the type
classification in a self-supervised manner. In par-
ticular, we apply an unsupervised clustering based
on TF-IDF vector representations of the feedback
comments. Each cluster is assumed to represent
one feedback type. We then learn a mapping from
input texts to feedback types. The rationale is that
an explicit distinction between different types of
feedback may help to generate targeted feedback
comments per type and, hence, more diverse com-
ments for different types. Overall, the generated
feedback comments may then better match the in-
put text by exploiting the feedback patterns per
comment type.

Our evaluation results in the shared task sug-
gest that the combined modeling of feedback type
classification and feedback comment generation is
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superior to performing feedback generation only.
Our approach improves over sequence-to-sequence
baselines in automatic and manual evaluation.

2 Related Work

Supporting non-native speakers of a language to
improve their writing skills has been approached
from multiple perspectives. So far, however, the
main focus has been on detecting and correcting
grammatical errors in text.

Early research often targeted only on one com-
mon error type, such as incorrect article usage (Han
et al., 2006), preposition and determiner usage (Ga-
mon et al., 2008; De Felice and Pulman, 2008),
singular and plural usage (Nagata et al., 2006), or
false friends (Katrenko, 2012). More recent work
proposed approaches to detecting (Nagata et al.,
2022) and correcting (Chollampatt et al., 2016;
Takahashi et al., 2020; Junczys-Dowmunt et al.,
2018) grammatical errors in general using large-
scale neural networks, including transformer-based
language models. Some works go beyond grammar
to assess argumentative structures in learner texts
(Wachsmuth et al., 2016; Stab and Gurevych, 2016;
Chen et al., 2022). Creutz and Sjöblom (2019) pro-
posed the usefulness of rewriting language learner
texts not only to correct errors but also to improve
the fluency and naturalness of a text.

The task of feedback comment generation, as
proposed by Nagata (2019), goes beyond detecting
and correcting errors in that it includes to provide
explanations for why some text part is erroneous.
With this, language learners can better understand
and adapt the underlying writing rules. Hanawa
et al. (2021) compared a neural retrieval-based
method to a sequence-to-sequence model and a hy-
brid of these two that edits retrieved feedback com-
ments. They found that the sequence-to-sequence
model works best in a setting with few feedback
variations, for example, concerning preposition use
only. At the same time, the hybrid approach seems
most promising for general feedback generation.

3 Task and Data

This section summarizes the Feedback Comment
Generation Shared Task as well the data provided
as part of the task.

3.1 Task

In the context of the Feedback Comment Genera-
tion Shared Task, the definition of feedback com-

ment generation can be summarized as follows (Na-
gata et al., 2021):1

Given an input text and a position known to be
erroneous regarding preposition use, automatically
generate hints or explanatory notes (feedback com-
ment). The generated feedback comment should
explain to the writer why the input text is erro-
neous at the specified position, possibly with re-
lated writing rules. Alternatively, the special to-
ken <NO_COMMENT> can be generated if an
approach cannot generate reliable feedback.

3.2 Data
Each instance in the dataset provided by the or-
ganizers consists of an English erroneous input
sentence, the position of the error, and a manually
written feedback comment targeted towards the er-
ror position, as described in Nagata (2019). A total
of 4868 training, 170 development, and 215 test
instances was provided.

The sentences come from essays of the Interna-
tional Corpus Network of Asian Learners of En-
glish (ICNALE) that were written by Asian col-
lege students with proficiency levels in English
estimated to be between A2 and B2+ in the CEFR
metric (Ishikawa, 2013). The essays discuss two
topics: (a) “It is important for college students to
have a part-time job”, and (b) “Smoking should be
completely banned at all restaurants in the coun-
try”. The feedback comments were written by pro-
fessional annotators with good English skills. They
were asked to use special symbols in their writing
to highlight specific tokens: (<,>) to surround
grammatical terms, (<<,>>) to surround cita-
tions from the input text.

4 Approach

We now present our approach to feedback comment
generation. Its core idea is to classify the type of
feedback to be given and to generate an according
feedback comment simultaneously.

4.1 Overview
As illustrated in Figure 1, our approach consists of
two main stages:

1. Feedback Clustering. We first perform clus-
tering on the TF-IDF vector representation of
the training feedback comments in order to
identify different feedback types.

1https://fcg.sharedtask.org/task/, last ac-
cessed: 2022-09-12
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Figure 1: Overview of our approach: First, the training
feedback comments are clustered into feedback types
based on their TF-IDF vector representations. Given
an input text and the position of an error, a multitask-
learning model then jointly classifies the feedback type
and generates the target feedback comment.

2. Model Training. Then, a pre-trained language
model is trained jointly on feedback type clas-
sification and feedback comment generation,
using the cluster number from Step 1 as the
target label for the classification.

Notice that the feedback type classification is per-
formed based on the erroneous input sentences and
not on the target feedback comments, since the lat-
ter are not available at inference time. The model
is therefore expected to infer the feedback type to
be given from the input text only.

4.2 Details
For the feedback clustering, we remove citations
from the erroneous input texts as highlighted with
(<<,>>) from the feedback comments, to im-
prove the generalizability. For model training and
inference, we provide the model with the error po-
sition by surrounding the erroneous text part with
special tokens (< e >,< /e >), as shown in Fig-

ure 1.
For the joint classification and generation, we

use a transformer-based encoder-decoder model in
a multitask-learning setting. Multitasking is per-
formed by sharing the encoder between the two
tasks and combining it with task-specific decoders
and language modeling and classification heads, re-
spectively. The training of the model is performed
alternately for both tasks, so the encoder weights
are updated in each step, while only one decoder
and one model head are updated at a time. The
hypothesis is that this setting leads to encodings
that differ more between different types of feed-
back comments and are more similar for similar
target feedback comments compared to a single
task setting. We expect this to help generate more
targeted feedback towards the feedback comment
types identified in the training data.

5 Evaluation

This section reports on our experiments with joint
feedback type classification and feedback comment
generation before presenting the evaluation meth-
ods and results.

5.1 Experimental setup

In our evaluation, we relied on the following setup:

Feedback Clustering For clustering feedback
comments, we use the scikit-learn implementation
(Pedregosa et al., 2011) of TF-IDF to transform
the training feedback comments into their vector
representations. We excluded vocabulary entries
with an absolute document frequency below 5 and a
relative document frequency above 95% in order to
remove rare tokens and stop words. On this basis,
we ran k-means clustering with pseudo-random
centroid initialization (seed 42). We optimized
the number of clusters against the BLEU score
(Papineni et al., 2002) of the generated feedback
comments and found k = 12 clusters to perform
best in this regard.

Feedback Type Classification Next, we em-
ployed the TF-IDF model and the k-means model
to infer feedback types for the validation examples,
which we then used to evaluate classification perfor-
mance. On the validation set, our model achieved a
macro-averaged F1-score of 0.80 for feedback type
classification. The score varied between 0.59 and
0.89 for numbers of clusters between 6 and 30.
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Automatic Manual
Approach (BLEU) (F1)

Generation-BART 0.394 n/a
Generation-Pointer (Nagata et al., 2021) 0.334 0.312

Multitask-BART (our model) 0.437 0.358

Table 1: Automatic and manual evaluation results: Our
model outperforms both baselines in terms of BLEU
score, and it also improves over the shared task baseline
of Nagata et al. (2021) in the manual evaluation.

Feedback Comment Generation In our lan-
guage model experiments, we used the Hugging-
Face implementation (Wolf et al., 2020) of the pre-
trained BART language model with 139M parame-
ters (Lewis et al., 2020). Together with the cluster
number optimization, we tuned the hyperparame-
ters for the training of the model and found a learn-
ing rate of 5−5, batch size of 4, 8 training epochs,
and length penalty of 1.0 to perform best regard-
ing the feedback comment generation. Below, our
model is called Multitask-BART.

Baselines We compare the Multitask-BART
model against to two baselines:

• Generation-BART. A modification of our
model, trained only on feedback comment
generation.

• Generation-Pointer. The baseline model pro-
vided by the shared task organizers, which is
an encoder-decoder model with a copy mech-
anism based on a pointer generator network
(Nagata et al., 2021).2

5.2 Results
Table 1 presents the results of both the automatic
and the manual evaluation.

Automatic Evaluation We automatically as-
sessed the feedback comment generation quality of
all models on the test set using BLEU score (Pap-
ineni et al., 2002), as suggested by the organizers.
Among the evaluated approaches, our proposed
model achieves the highest BLEU score (0.437),
that is, its output has the highest overlap with the
human-written reference comments.

Manual Evaluation In addition, our submitted
shared task approach was manually evaluated by
the organizers, who compared the generated feed-
back comments to the corresponding reference

2https://github.com/k-hanawa/fcg_
genchal2022_baseline, last access: 2022-09-12

feedback comments. A generated feedback com-
ment was considered correct when (1) it contains
information similar to the reference and (2) it does
not contain information irrelevant to the error posi-
tion. The overall performance was then measured
as F1-score based on the correctness labels (Nagata
et al., 2021).

With an F1-score of 0.358, our model outper-
forms over the strong baseline based on a pointer
generator network (0.312), even though the perfor-
mance difference is not as big as in the automatic
evaluation. Compared to the other submissions to
the shared task, our model achieved the sixth place
in the automatic evaluation and the seventh place
in the manual evaluation.

Error Analysis To obtain insights into the weak-
nesses of our approach, we finally looked at those
feedback comments generated by the model that
were flagged as incorrect by the organizers. We
found that the main contents of the comments are
often correct or somewhat correct, but the impor-
tant details, which were highlighted in the target
feedback comments by brackets, are wrong. For
example, a wrong word is cited from the input text,
or a word not present in the input is generated as if
it was a citation from the input (using the brackets
<<,>>). The generated grammatical terms (sur-
rounded by <,>) are the other common error of
our model, which is more problematic as it cannot
be identified easily as an error by a language learner.
The organizers made the same observations when
they assessed our model output.

6 Conclusion

This paper has described our approach to the Feed-
back Generation Shared task Collocated with the
16th International Natural Language Generation
Conference (INLG 2023). The key idea of our
approach is to jointly model the classification of
feedback types and the generation of feedback com-
ments in order to exploit found patterns per com-
ment type during the generation. Our experiments
suggest that the generation quality improves by
modeling both tasks together. We also observed
open issues, though, that indicate a wrong integra-
tion of parts of the input into the generated output.
A refined control of the interaction of input and
output may resolve such issues in future work.
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Abstract

This paper presents a solution to the GenChal
2022 shared task dedicated to feedback com-
ment generation for writing learning. In terms
of this task given a text with an error and a
span of the error, a system generates an ex-
planatory note that helps the writer (language
learner) to improve their writing skills. Our
solution is based on fine-tuning the T5 model
on the initial dataset augmented according to
syntactical dependencies of the words located
within indicated error span. The solution of our
team “nigula” obtained second place according
to manual evaluation by the organizers.

1 Introduction

Feedback comment generation for language learn-
ers is the task of generating an explanatory note
that helps the writers (language learners) improve
their writing skills for text with error and a span
of this error. In terms of GenChall20221, the tar-
get language is English, but this task applies to
any language. Moreover, this task is mostly de-
signed not for such cases as simple typos or mis-
spellings (something which can be easily detected
by standard grammar-error detection systems) but
for erroneous, unnatural, or problematic words. See
Table 1 for examples of such types of errors and
corresponding comments.

Detecting the aforementioned misuse of words is
not enough to prevent the same error in the future.
It is important to provide some explanation and
reference to the error-specific rule and give a direct
hint on which correct word should be used in this
particular case.

While any language follows certain rules which
can be encoded manually to obtain the solution
relying on rules and templates, in our work we try
to use the benefit of the availability of parallel data
and explore the limits of modern seq2seq models

∗Work mostly has been done while at Skoltech
1https://fcg.sharedtask.org/task/

with the minimal number of rules and manual labor
involved.

The contributions of our work are as follows:

• We present our solution based on tuning the
T5-large model on the dataset augmented in
the special error syntax-based approach.

• We opensource the model on Huggingface
Model Hub2 and code for experiments on
GitHub3.

2 Related works

The first attempts to provide feedback on a partic-
ular error type were based on rules (Nagata et al.,
2014). In Morgado da Costa et al. (2020) authors
used the English Resource Grammar parser to an-
alyze the learner’s sentence. If the parser fails to
process a sentence, this sentence is supposed to
have an error, and, so-called, mal-rules are used to
detect the particular type of error. If the mal-rule
works, the user is provided with a mal-rule-specific
comment.

The steps towards the usage of more modern ap-
proaches, such as neural networks, have also been
performed in this task. In Andersen et al. (2013),
the authors use a combination of basic machine
learning approaches to detect errors and rules to
provide feedback on some common types of errors.
Nagata (2019) showed that a neural retrieval-based
method can be effective in preposition feedback
comment generation. Lai and Chang (2019) pro-
posed a method that provides context-sensitive ex-
planations using grammatical error correction and
templates. Gkatzia et al. (2014) suggested meth-
ods for automatically choosing feedback templates
based on learning history. In Kaneko et al. (2022),
the sentence with an error is first corrected with

2https://huggingface.co/SkolkovoInstitute/
GenChal_2022_nigula

3https://github.com/skoltech-nlp/feedback_
generation_nigula
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Learner’s sentence Golden feedback / Our system’s output

Maybe at holiday and have free time
then I can to have part-time job .

<Verbs> that follow an <auxiliary verb> are used in
their <infinitive form> instead of a <to infinitive>.
<verbs> that come right after an <auxiliary verb>

are used in their <infinitive form>.

Become college student
requires a lot of money .

A <verb phrase> needs to be converted into into a
<noun phrase> in the form of a <to infinitive> or a

<gerund> to be used as the <subject>.
A <verb phrase> needs to be converted into into a
<noun phrase> in the form of a <to infinitive> or a

<gerund> to be used as the <subject>.

They might face with the danger
of exploring of the battery or the

problems of the electronic .

Since the <verb> «face» is a <transitive verb> and
its <direct object> indicates the confronted object, it

does not require a <preposition>.
Since the <verb> «face» is a <transitive verb>, the

<object> does not require a <preposition>.

There are many advantages
to have a part-time job .

Use <preposition + gerund> instead of a
<to-infinitive> to describe the “advantage”. Look up
the use of the <noun> «advantage» in a dictionary.

Use the structure <preposition+gerund> instead of a
<to-infinitive> with the <noun> «advantage».

Table 1: Input and output (golden and system). Example of feedback comments from the competition test set and
generated without system. The word with an error is highlighted in red. < > signs indicate grammar terms, « » mean
reference to the word in the learner text.

the grammar error correction system and then the
K-nearest neighbors algorithm is used to provide
the learner with the pair of an incorrect and cor-
rected sentence which contains a similar kind of
error. In Getman (2021), the authors use unusual
n-grams, out-of-vocabulary words, and several pre-
trained models to find an error in the learner’s text.
This system does not provide text feedback in natu-
ral language, but it generates a structured report of
found errors in the text.

The useful subtask of the feedback comment
generation is grammar error classification. The in-
formation on the particular type of error made in
the text could be used either directly by creating
a template comment to this error or by using the
error type as an additional signal in training data.
One example of such work is Bryant et al. (2017)
which automatically extracts the edits between
parallel original and corrected sentences using a
linguistically-enhanced alignment algorithm. In
this paper, a rule-based framework that relies solely
on dataset-agnostic information such as lemma and
part-of-speech is developed as well. Beyond this,
the paper of Choshen et al. (2020) uses universal
dependencies syntactic representation scheme.

The main limitation of using the most modern
text-to-text models had been the non-availability
of parallel datasets with errors and corresponding
annotation. In Pilan et al. (2020), a unique dataset
where feedback comments on linking words were
annotated was released. The dataset used in Gen-
Chal 2022 was collected in Nagata (2019); Nagata
et al. (2020) for the English language. The main
types of errors in this dataset are misuse of preposi-
tions and other writing items such as discourse and
lexical choice.

3 Task description

In this section, we introduce the formal definition
of the task and the dataset provided for it.

3.1 Task definition

The system is provided with the text that by de-
fault contains an error. Moreover, the exact error
span is provided as well. The output of the sys-
tem should be the text which provides explana-
tory feedback on the error. If the system fails to
generate the feedback it is supposed to return the
<NO_COMMENT> string.
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Preprocessing

Augmentation

Augmented and initial
train datasetError

syntax
based

clipping

Language
model
based

expanding

Training T5-based
seq2seq model

Inference with
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Figure 1: Method workflow. Description of the main steps of our feedback generation approach. The initial dataset
is first preprocessed, then it is augmented by clipping the learner sentences according to the syntax relations of the
word within error spans and the clipped sentences are then expanded with a large language model. The initial and
augmented versions of the dataset are then used to train the T5 model in seq2seq mode. After that, the trained model
is used to generate the feedback comments on the test data and the final text is post-processed.

3.2 Dataset
The form of the data in the task dataset is as fol-
lows:

• I agree it . \t 3:10 \t < <Agree > > is an <in-
transitive verb> and thus it requires a <prepo-
sition> before its object.

where \t stands for the tab character. If a sentence
contains more than one error, it appears two or
more times with different spans, so the input text
always consists of only one sentence with one span.
Also, the texts are pre-tokenized where tokens are
separated by whitespace.

The feedback texts contain special symbols: <,
> for grammatical terms (e.g. <intransitive verb>,
<noun>, etc.) and < <, > > for citations of the
words from learners’ sentence (e.g. «agree»).

The dataset consists of the train (4867 samples)
and development (169 samples) sets which were
provided at the beginning of the competition and
the test set (214 samples) which was provided in
the last week of the competition and had only text
and error span information.

4 Our method description

In this section, we introduce the main steps for
training the model used for the final submission.
These steps are also shown in Figure 1.

4.1 Preprocessing
Even though the text in the dataset is pre-tokenized,
the special symbols described in 3.2 (<, >, < < ,
> >) can interfere with the tokenizer of a large pre-
trained model. Thus, we lowercase the text and
insert whitespace between words and the special
symbols. Refer to Table 2 to have a look at the
example of an initial and preprocessed sample.

As mentioned in 3.2, one sentence can have mul-
tiple errors, but according to the task definition,
the system is supposed to provide feedback only
to one slot of the error. To explicitly point out the
exact error span in the learner’s sentence we put
similar special symbols (< < , > > ) around the
error span.

4.2 Augmentation

Even though the dataset has a limited amount of
error types the variability of natural language yields
an almost unlimited amount of situations in which
each particular error can occur.

Let’s demonstrate it in the following example of
learner’s text - They can help their father or mother
about money that we must use in the university too.
According to the span, the error is in the misuse of
the preposition "about". To be more specific, the
student has used an incorrect preposition after the
"help + someone" construction. So, if we generate
a new sentence that would be similar to the initial
one by ’help someone about something’ construc-
tion and would be different from other points of
view, it will still correspond to the initial feedback
and it could be applied to training the model in
seq2seq mode as an additional training sample.

Our approach to augmentation consists of two
parts. First, we cut the initial sentence by the last
word which is syntactically related to the words
within an error span. Second, we use the remaining
text as a prompt to the language model, so it gener-
ates an alternative end to the sentence with a given
prefix. Refer to Figure 2 for the principal scheme
of the augmentation approach. More details can be
found below in Sections 4.2.1 and 4.2.2.
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Sentence Comment
They can help their father or mother about
money that we must use in the university

too .

< <About > >is not the appropriate
<preposition>to be used when a

<noun>follows the structure <help +
someone >. Look up the use of the

<verb> < <help > > in a dictionary to
learn the appropriate <preposition> to be

used.
they can help their father or mother <
< about > > money that we must use

in the university too .

< < about > > is not the appropriate
< preposition > to be used when a <
noun > follows the structure < help +
someone > . look up the use of the <
verb > < < help > > in a dictionary

to learn the appropriate <
preposition > to be used .

Table 2: Preprocessing. Example of the preprocessing of learner’s text and the corresponding feedback comment
(the initial one is at the top, the preprocessed one is at the bottom).

They can help their father or mother about money that we must use ...

They can help their father or mother about money Large language
model

They can help their father or mother about money so that we ...,

Figure 2: Augmentation workflow. The sentence with an error passes automatic syntactical analysis. The sentence
is cropped by the last word that is syntactically connected to any word within the error span or by the error span
itself (if no syntactically dependent words are located after the span). The cropped sentence is used as a prompt for
a large language model to generate an alternative phrase with a similar error.

4.2.1 Learner sentence clipping

We use the spacy4 package to perform syntactic
parsing of the learner text. In the case of the sen-
tence from our example, the error word "about" is
syntactically connected to the verb "help" and the
noun "money". We assume that these words form
the skeleton of the error in this particular sentence.
Thus, we crop everything after the last connected
word ’money’ and the cropped sentence becomes
they can help their father or mother about money.
If the syntactically connected words are located
before the error span we crop the sentence by the
error span.

4https://spacy.io/models/en#en_core_web_md

4.2.2 Text generation
The cropped version of the text can be used as a
prompt to infer an entire sentence with a large pre-
trained language model. We use EleutherAI/gpt-
neo-1.3B (Gao et al., 2020; Black et al., 2021)5 to
generate new texts.

This approach allows us to get a new sample
consisting of the new sentence (which consists of
the prefix similar to the initial one and the extension
generated by the language model) and the feedback
similar to the initial sample.

Here are some examples of the sentences gener-
ated by the model from the prompt they can help
their father or mother about money:

• they can help their father or mother about
5https://huggingface.co/EleutherAI/gpt-neo-1.

3B
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Exp. # Data BLEU
1 Initial 0.64
2 Augmented 0.65
3 Initial&augmented 0.67

Table 3: Training steps. Sequence of experiments con-
ducted to train the final model. BLEU is shown for the
validation dataset.

money, so that we can be independent. We
have to work hard to earn our bread.

• they can help their father or mother about
money." "Well, if I do that I’ll have to buy
clothes, and pay my own expense." "The girl
has

• they can help their father or mother about
money, they can help the mother, who can
give us some medicine? We are able to keep
the household alive from the old and the sick
with

Some examples in the original dataset have simi-
lar feedback comments. If the learner’s sentence is
related to the group of samples which have ten or
more similar feedback sentences, we assume that
there is enough information for training the final
model and do not apply augmentation to it.

Thus, we apply the augmentation technique to
more than 4700 samples from the initial dataset.
Each sample is augmented with 8-10 sentences.
The final versions of the augmented dataset con-
sist of 43,174 samples. We use these samples as
additional data for training the final model.

4.3 Model training
The final solution is based on tuning T5 model (Raf-
fel et al., 2020)6. The model’s training input is the
preprocessed sentences (see Section 4.1) and its
target output is the corresponding feedback com-
ments. Our default training parameters are batch
size 8, Adam optimizer, gradient clipping by 1, and
learning rate 1e-5. During training, we evaluate
the current version of the model by calculating the
BLEU score (Papineni et al., 2002) on the valida-
tion dataset.

As shown in Table 3 the main training steps are
as follows:

• We train the model on the initial dataset. The
best validation BLEU score is 0.64

6https://huggingface.co/t5-large

• We tune the best version of the model on the
augmented dataset (just newly generated sam-
ples). The best validation BLEU score is 0.66

• We merge both datasets, decrease the learning
rate to 1e-6 and tune it for 4000 steps. This
increases the validation BLEU score up to
0.67

The final version of the model is open-sourced
to HuggingFace ModelHub.

4.4 Postprocessing

During inference, the final model demonstrates
unusual behavior in terms of placing the special
marks. To be more specific, the model correctly
generates the closing brackets (>, > >) but fails
to generate opening brackets (<, < <). We apply
some postprocessing to the generated text. For
doing this, we collect all possible grammar term
references within train and validation texts, find the
longest possible term before the closing bracket,
and put opening brackets before the found term.

4.5 Other experiments

Except for the data augmentation approach, we also
tried other hypotheses, which did not work well
according to the preliminary analysis. We do not
provide a full comparison with our main solution,
but we find it useful to share them because this is
the first generation challenge of feedback comment
generation and there seems to be no or very little
relevant work.

First, we tried various ways to enrich the training
samples with auxiliary information, such as part of
speech of the words inside the error span, corrected
words, or grammar error classes (obtained with
ERRANT7 classification model). The results of
this group of approaches were slightly worse than
the main solution, however, we may assume that
we did not dedicate much time to that, so it could
be promising to conduct further experiments in this
direction.

Second, we tried to find some easy heuristics
that can be used for retrieving the existing suitable
comment from the train data. We clustered learn-
ers’ texts using similar words or parts of speech
within the error span or vector representation of
the text and then manually analyzed the feedback
comments corresponding to every cluster. We also

7https://pypi.org/project/errant/
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Preprocessed input Reference comments System output Manual
evaluation by

orgs
most < < of > >
restaurant separate

smoking are and non
smoking are , but the

smoking smell is remain
this place .

Something defined
follows < < most

of > > . When referring
to restaurants in general,
use < < most > > as an
<adjective>instead of a

<noun>.

A group of something
specific follows

< < most of > > . Use
< < most > > as an

<adjective>rather than a
<noun>when simply

referring to something in
general.

correct

most of restaurant
separate smoking are and
non smoking are , but the
smoking smell is < <
remain > > < < this

> > place .

The
<verb> < < remain > >

is an <intransitive
verb>and cannot take

<direct objects>without a
<preposition>of place.

When the
<verb> < < remain > >
is used as an <intransitive

verb>, a
<preposition>needs to
precede the <object>.

Look up the
<verb> < < remain > >
in the dictionary to find

the appropriate
<preposition>.

correct

part time job is a very
important < < of > >

people in present .

Use the <preposition>‘for’
to express “to be

important for people”.

It is not grammatically
incorrect to use the

<preposition> < < of > > ,
but using < < of > >
emphasizes the part in

one’s opinion”. It is more
natural to use the

<preposition>for’to
express to be important

for...”.

incorrect

part time job is a very
important of people < <

in > > present .

The <preposition>used in
the <idiom>with the

<noun> < < present > >
to express “now” is not

< < in > > .

The <preposition>used in
the <idiom>with the

<noun> < < present > >
to express for the moment”

or now” is not
< < in > > .

correct

Table 4: Examples of system output to similar sentences with different error span

tried to do similar experiments in the opposite di-
rection (clustered feedback comments and analyze
the learners’ sentences). This approach let us find
some heuristics that were used as an auxiliary tool
for the language model-based feedback generation.
However, the decision that used this tool with the
trained model did not show any significant improve-
ment over the pure model-based approach, which
most probably means that such heuristics can be
learned by the language model itself.

5 Results

The results of the system output are scored auto-
matically and manually.

Automatic and manual scoring compares the sys-
tem’s outputs with manually created feedback com-
ments. The automatic approach uses the BLEU
score. In terms of manual scoring, a system output
is regarded as appropriate if it contains informa-
tion similar to the reference and does not contain
information that is irrelevant to the offset; it may
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contain information that the reference does not con-
tain as long as it is relevant to the offset. If these
conditions are met, the output is labeled as correct.
The task definition (see Section 3.1) allows systems
to generate <NO_COMMENT> phrase which is
excluded from both the numerator and the denomi-
nator of precision and the numerator of recall. That
is why the final score is calculated as precision,
recall, and F1-score.

We do not make any filtering of the generated
feedback, thus there is no case when our system
generates <NO_COMMENT> phrase, so all met-
rics are equal. Refer to Table 5 for the results of
manual evaluation by organizers of top-3 solutions.
Our solution took second place.

It is also worth mentioning that the approach of
using double brackets as a signal of the exact lo-
cation of the error span to train the model worked
well. To be more precise, the system always gener-
ates different feedback for similar sentences with
different error spans and 12 out of 20 sentences in
the test set (similar sentences with different slots
were presented by pairs, so in total there are ten
pairs of such samples) were scored as correct by or-
ganizers. Examples of such sentences can be found
at Table 4.

6 Future work

There are several possible ways to improve the pro-
posed data augmentation approach, that we leave
for future work.

In our approach, we use the large language
model to generate a new text using the prompt that
contains a grammar error. The error could gener-
ally affect the quality of the generated text, which
is why it could be interesting to first automatically
correct the error in the clipped sentence, use the
language model to generate a new version of the
sentence, and then replace the corrected word with
the erroneous word in the new sentence.

Another promising direction of the improvement
of the augmentation approach is to apply changes
not only to the right part of the error span but also
to the left part. This could be done, for example by
filling the masks placed on the position of random
words that are not syntactically related to the words
within the error span.

The amount of data generated for our experi-
ments was based on a "the good the better" ba-
sis. However, it is also worth studying the relation
between the amount of augmented data and the

# Team ID Precision Recall F1
1 ihmana 0.6244 0.6186 0.6215
2 nigula (ours) 0.6093 0.6093 0.6093
3 TMUUED 0.6132 0.6047 0.6089

Table 5: Results. Manual evaluation by organizers.

improvement in the quality of the trained model.

7 Conclusion

In this paper, we present our solution for GenChal
2022 shared task dedicated to feedback comments
generation to improve the English language learn-
ing experience. Our solution uses the error span
based preprocessing of the learner’s text, augmen-
tation of the dataset by clipping of the learner’s text
w.r.t syntactic dependency to the words within the
error span, and then the inference of large language
model, using clipped text as a prompt, and finally
training large T5-based model with both initial and
augmented version of the dataset. Our solution
took second place in this competition according to
manual evaluation by organizers. The model and
code of our experiments are open-sourced.

We also share the track of unsuccessful ex-
periments and general ideas about alternative ap-
proaches to this task to prepare the ground for fu-
ture researchers.
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Abstract
We report on the results of the first ever shared
task on feedback comment generation for lan-
guage learners held as Generation Challenge
(GenChal) in INLG 2022, which we call FCG
GenChal. Feedback comment generation for
language learners is a task where, given a text
and a span, a system generates, for the span, an
explanatory note that helps the writer (language
learner) improve their writing skills. We show
how well we can generate feedback comments
with present techniques. We also shed light on
the task properties and the difficulties in this
task, with insights into the task including data
development, evaluation, and comparisons of
generation systems.

1 Introduction

Feedback comment generation for language learn-
ers is a task where, given a text and a span, a system
generates, for the span, an explanatory note that
helps the writer (language learners) improve their
writing skills as exemplified in Fig. 1 (for conve-
nience, the task will be abbreviated as feedback
comment generation, hereafter). In this regard,
feedback comment generation is related to gram-
matical error detection and correction. In many
cases, however, it is not enough to just point out
an error with its correct form in order to help lan-
guage learners with writing learning. Instead, it is
often essential for them to explain the underlying
rules. In other words, it is essential in feedback
comment generation to include more information
than grammatical error detection and correction
provide.

*Currently also with Earth Species Project, USA
†Currently with KODANSHA LTD., Japan
‡Currently also with CyberAgent, Inc., Japan

We report on the results of the first ever shared
task on feedback comment generation held as Gen-
eration Challenge (GenChal) in INLG 2022, which
we call FCG GenChal. One of the goals of this re-
port is to reveal how well we can generate feedback
comments with present techniques. There is a wide
variety of choices for generation methods that are
applicable to this task. Nevertheless, they have not
yet been explored (at least, much less than in other
generation tasks). Another goal is to shed a light
on the task properties and the difficulties in this
task. Specifically, we show, based on the results,
insights into the task including data development,
evaluation, and comparisons of generation systems.

2 Related Work

Generally speaking, feedback comment generation
is a task of text-to-text generation. The input text,
which is written by a language learner, is trans-
formed into another text explaining the writing
rules. This implies that generation methods em-
ployed in other generation tasks such as Machine
Translation (MT) may be effective in the present
task. For example, feedback comments often re-
fer to words and phrases appearing in the input
text, and techniques for referring to words in the
source text (e.g., copy mechanisms) will likely be
beneficial.

Feedback comment generation has its own
unique aspects. It should be emphasized that a
feedback comment is generated against a span (of
the input text or sentence) whereas only a text (e.g.,
a sentence or utterance) is dealt with in other major
text-to-text generation tasks such as MT and dialog
systems. In consequence, feedback comment gen-
eration systems have to output different texts for
the exact same source sentence, depending on the
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------------------------------------------------------------------------------

TOPIC: Smoking should be completely banned at all the

restaurants in the country.

------------------------------------------------------------------------------

RESPONSE:

I agree it.

It’s important to ban to smoke at the restaurants.

Because, smokers will disturb others who didn't smoke,

they can't enjoy their food.

They smoke at all place include in the restaurant.
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Figure 1: Example of Feedback Comments.

given spans.
The source and target languages are also unique.

In this challenge, both are English, but there is
room for discussion whether they fall into the same
language class. The former is learner English, and
inevitably it contains erroneous/unnatural words.
Even within correct sentences, grammar, expres-
sions, and style are expected to be used differently
from canonical English. This brings out further
research questions related to the source and target
languages. For example, which is the best setting
of vocabularies — only one common vocabulary
for the source and target, or one for each? Does
a pre-trained general (or native) language model
work well to model learner English? There are
a number of unaddressed research questions like
these.

Feedback comment generation is also related to
grammatical error detection/correction. The state-
of-the-art methods typically solve the problems
as sequence labeling (e.g., Kaneko et al. (2017))
or MT with DNNs (e.g., Junczys-Dowmunt et al.
(2018); Napoles and Callison-Burch (2017); Rothe
et al. (2021)). Recently, a DNN-based sequence
labeling method is combined with symbolic trans-
formations (Omelianchuk et al., 2020), which can
be a good source of information to generate feed-
back comments.

Some researchers (Kakegawa et al., 2000; Mc-
Coy et al., 1996; Nagata et al., 2014) made an
attempt to develop rule-based methods for diagnos-
ing errors in line with grammatical error correction.
However, this line of work suffered from the diffi-
culty of improving coverage of errors.

More recently, researchers started to apply more
modern techniques. Nagata (2019) showed that
a neural-retrieval-based method was effective in
preposition feedback comment generation. Lai and
Chang (2019) proposed a method that used gram-
matical error correction and templates to gener-
ate detailed comments. Gkatzia et al. (2013) and

Gkatzia et al. (2014) proposed methods for auto-
matically choosing feedback templates based on
learning history. Hanawa et al. (2021) compared
several neural-based generation methods with in-
sights into feedback comment generation.

The availability of datasets for research in feed-
back comment generation has aslo been increasing.
Nagata (2019) released a dataset consisting of feed-
back comments on preposition use. They marked
up erroneous prepositions and annotated them with
feedback comments. Nagata et al. (2020a) ex-
tended it to other grammatical errors and also other
writing items such as discourse and lexical choice.
Pilan et al. (2020) released a unique dataset where
feedback comments on linking words were anno-
tated.

3 Task Definition

3.1 General Definition
This subsection describes the general task defini-
tion of feedback comment generation, which is
somewhat different from the one used in FCG Gen-
chal. The task definition that was actually used is
described in Subsec. 3.2, which is a reduced version
of the general definition.

In the general task definition, a unit of the input
in feedback comment generation consists of a text
and spans of the text. Spans, which are counted by
1-based index based on characters, correspond to
where to comment. An example input text would
be:

(1) I agree it.

as shown on the left-hand side of Figure 1. A span
would be 3 to 10, which will be abbreviated as 3:10,
hereafter.

The output for a span is a string that explains why
the span is not good, together with the underlying
rule. To make the task different from grammatical
error detection/correction, the output string has to
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contain more information than what grammatical
error detection/correction provide. In other words,
just indicating the error position, the erroneous
word(s), and/or the correct form are not enough
as a valid feedback comment, details of which are
discussed in Subsection 3.2.

3.2 Task Definition Used in FCG GenChal
The above task definition is too general and abstract
to be a practical one. For this reason, we put some
constraints on it.

First, the target language(s) can be any language,
but we limit ourselves to English input texts and
English feedback comments in this challenge. As
shown in Figure 1, a feedback comment is typically
made about erroneous, unnatural, or problematic
words in a given text so that the writer can under-
stand why the present form is not good together
with the underlying rule.

Second, we limit the target only to errors related
to preposition usages, as in the examples in Fig-
ure 1. It should be emphasized that the target prepo-
sition errors involve a much wider range of errors
than in the conventional definition of preposition er-
rors (such as the one provided by ERRANT (Bryant
et al., 2017)). Examples include verb phrases used
as a subject (e.g., *Lean English is difficult.) and
comparison between a phrase and a clause (e.g.,
*because an error→ because of an error); see the
work (Nagata et al., 2020b) for the details.

Third, we also limit the input to a narrower unit.
Specifically, the input text always consists of only
one sentence with one span. Also, they are pre-
tokenized where tokens are separated by whites-
pace. For example, the first sentence in Figure 1
would give an input:

(2) I agree it . \t 3:10

where \t stands for the tab character. If a sentence
contains more than one preposition error, it appears
two or more times with different spans.

Under these settings, participants develop a sys-
tem that automatically generates an appropriate
feedback comment in English for an input sentence
and a span. The length of a generated feedback
comment should be less than 100 tokens. If a sys-
tem cannot generate an appropriate feedback com-
ment for a given span, it may generate the special
token <NO_COMMENT>, which is not counted
as a system output. This allows us to calculate
recall, precision, and F1, as explained below. An
example output would be:

(3) I agree it . \t 3:10 \t “agree” is an intransi-
tive verb and thus it requires a preposition
before its object.

Also note that the input sentence and its span are
included in the system output for evaluation conve-
nience.

Evaluation is probably the hardest challenge in
this task. We adopt automated and manual evalua-
tion methods. In the former, we simply take BLEU
between a system output and its corresponding ref-
erence (manually created feedback comment)1. In
the latter, human evaluators examine whether a
system output and its corresponding reference are
equivalent in meaning. To be precise, a system
output is regarded as appropriate if (1) it contains
information similar to the reference and (2) it does
not contain information that is irrelevant to the
span; it may contain information that the reference
does not contain as long as it is relevant to the
span. This way of manual evaluation inevitably
involves human subjectivity to some extent. In
practice, however, the results of a pilot study show
that inter-evaluator agreement is high.

The final manual evaluation measures are recall,
precision, and F1. Recall is defined as the num-
ber of appropriate system outputs divided by the
number of target spans. Similarly, precision is de-
fined as the number of appropriate system outputs
divided by the number of system outputs where the
special output <NO_COMMENT> is excluded.
F1 is the harmonic mean of recall and precision.

We can do the same for BLEU. Simply, we re-
place the binary human judgment with the normal-
ized, continuous BLEU value.

4 Data

Based on the work (Nagata, 2019; Nagata et al.,
2020a), we created two versions of new datasets
for this generation challenge: feedback comments
written in the same language as the target (in-
put) text (i.e., English) and in a different language
(specifically, Japanese). The input texts (written
by learners) are excerpts from the essays in IC-
NALE (Ishikawa, 2011). We had experts, who had
experience in English teaching, manually annotate
all preposition errors in the input texts with feed-
back comments in English and Japanese.

1An official score is available at the FCG GenChal Of-
ficial webpage: https://nagata-github.github.io/fcg_
genchal/
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Split No. of feedback comments
Training 4,868
Development 170
Test 215

Table 1: Statistics on Datasets.

After having finished all annotations, we looked
into the results. It turned out that the overall qual-
ity of the obtained data was much higher in the
Japanese version than in the English. For this rea-
son, we decided to use the Japanese version in this
FCG GenChal; we translated the Japanese Feed-
back comments into English. Overall, it took us ap-
proximately three years to create the final datasets.

The results were split into training, development,
and test sets. If a sentence contains more than one
preposition error, it appears two or more times with
different spans (in different lines). The split sets
were provided for the participants, which are also
available on the official FCG GenChal web site.
Table 1 shows their statistics.

5 Participants and Results

5.1 Timeline and Summary of FCG GenChal
As shown in Figure 2, we initially had 12 registra-
tions from seven countries. After registration, we
released the training and development sets on 28
January, 2022. We let the participants have approx-
imately four months to prepare their system.

After four months, we released the test set on 2
May, 2022. The participants had one week to pre-
pare their generation results for final submission.
In the end, seven teams submitted their results2.
Four out of the seven systems are available on the

2Probably, feedback comment generation is a relatively
new task and we guess four months were not enough for some
teams to develop their systems.

Figure 2: Statistics on Registration and Submission.

official FCG GenChal website3. Table 2 summa-
rizes the seven systems. Also, a short description
of each system is as follows:

ihmana: This system consists of three modules:
retrieval, masking, and generation modules. The
first module retrieves the instance most similar to
the input learner sentence from the training data.
Then, the second module masks tokens in the re-
trieved feedback comment that do not fit the input
sentence well. Finally, the generation module gen-
erates a feedback comment given the input sentence
and the retrieved, masked feedback comment. The
retrieval and masking modules are based on BERT
while the generation module uses a pre-trained
T5 (Raffel et al., 2020). This system is capable
of generating <NO_COMMENT>.

nigula: This system is based on a pre-trained
T5. The generator is trained on the official train-
ing set and also on an extra set obtained by data
augmentation. Data augmentation is done by com-
pleting clipped input learner sentences using a lan-
guage model. This system is capable of generating
<NO_COMMENT>.

TMUUED: This system is also based on a pre-
trained T5. It takes the Part-Of-Speech labels for
the input learner sentence as an extra source of
information. It also uses a synonym dictionary
to determine if the generation result is appropri-
ate or not. This system is capable of generating
<NO_COMMENT>.

kjimichi: This system also uses a pre-trained
T5 as a generator. It also uses RoBERTa (Liu
et al., 2020) as a classifier to obtain grammatical
term labels such as noun and preposition. The
predicted grammatical term labels are used as an
additional source of information in the T5 gen-
erator. This system is not capable of generating
<NO_COMMENT>.

shotakoyama: This system is based on GPT-2.
Its approach is unique compared to the other sys-
tems in that it focuses on cleaning training data
rather than improving the generation module it-
self. Specifically, it automatically corrects errors
in feedback comment annotation such as incorrect
spans. Also, it uses error type tags obtained via
GECToR (Omelianchuk et al., 2020) as an extra
source of information. This system is capable of
generating <NO_COMMENT>.

stahl: This system uses BART (Lewis et al.,
2020) as a generator. It is also unique in that only

3https://nagata-github.github.io/fcg_genchal/
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Participant ID Generator Other Information
ihmana T5 (t5-base) Retrieve and masking modules: BERT (bert-base-cased)
nigula T5 (t5-large) Data augmentation: T5 (t5-large)
TMUUED T5 (t5-base) NLTK to obtain POS tags.
GU T5 (t5-large) Data augmentation: EleutherAI/gpt-neo-1.3B
kjimichi T5 (t5-base) Grammar term prediction: RoBERTa (roberta-large)
shotakoyama GPT-2 (gpt2-large) Data cleaning, error correction operation tags (GECToR)
stahl BART Clustering of training instances (k-means clustering)
Baseline BiLISTM —

Table 2: Summary of Participating Systems.

it exploits clustering. Specifically, before training,
feedback comments in the training set are automat-
ically grouped by clustering where TF-IDF vectors
are used. This system is not capable of generating
<NO_COMMENT>.

We ourselves implemented a baseline system
for comparison. It was a text generation system
based on a BiLSTM-based encoder-decoder with a
copy mechanism (Hanawa et al., 2021). It is also
available on the official website.

We initially had two months for manual evalua-
tion. It actually took us approximately one month
to evaluate the results of all systems including our
baseline system. It took some more time to double
check the evaluation results and to perform related
tasks such as summarizing the results. We released
the results on 25 June, 2022 as planned.

5.2 Results

Table 3 and Table 4 show the manual and automatic
evaluation results, respectively. Both tables show
a similar overall tendency. However, if we look at
the details, we can see differences between them.

In BLEU-based evaluation, the system rankings
are reversed compared to manual evaluation in
some cases. This means that we cannot use BLEU
to obtain strict system rankings as in shared tasks.
We will get back to this point in Sect. 6.

In manual evaluation, the performance values
tend to be larger than the corresponding automatic
evaluation values. This suggests that even if n-
gram overlap rate is not so high between a gener-
ated feedback and its reference, it can be judged
to be appropriate by human evaluators. In other
words, a feedback comment can be described by
different words and phrases as expected.

Participant ID Precision Recall F1.0

ihmana 0.6244 0.6186 0.6215
nigula 0.6093 0.6093 0.6093
TMUUED 0.6132 0.6047 0.6089
GU 0.5860 0.5860 0.5860
kjimichi 0.5628 0.5628 0.5628
shotakoyama 0.5756 0.5488 0.5619
stahl 0.3581 0.3581 0.3581
Baseline 0.3116 0.3116 0.3116

Table 3: Results of Manual Evaluation.

Participant ID Precision Recall F1.0

ihmana 0.486 0.482 0.484
TMUUED 0.477 0.471 0.474
GU 0.471 0.471 0.471
nigula 0.463 0.463 0.463
kjimichi 0.460 0.460 0.460
stahl 0.437 0.437 0.437
shotakoyama 0.444 0.424 0.434
Baseline 0.334 0.334 0.334

Table 4: Results of Automatic Evaluation (BLEU).

6 Discussion

As shown in Sect. 5, all participating systems are
based on a pre-trained, transformer-based gener-
ator while the baseline system uses a non-pre-
trained BiLSTM. This partially answers one of the
research questions raised in Sect. 2 (i.e., Does a
pre-trained general (native) language model work
on learner writings?). The results show that pre-
training and/or the architectures (likely both) con-
tribute to performance improvement, although we
need more investigation to confirm this argument.

The top five systems use T5 as a generator while
the rest use either GPT-2 or BART. The results
prefer T5 as a generator for feedback comment
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Figure 3: Comparison between Automatic (BLEU-based F1.0) and Manual (F1.0) Evaluation Results.

generation. Having said that, we need more inves-
tigations to confirm this argument, considering the
amount of training, development, and test data.

Interestingly, some teams report that smaller
models perform equal to, or even better than, the
corresponding larger model (see their reports for
the details). For example, they report that under the
same condition, ‘t5-base’ achieves a better BLEU-
based F1.0 than ‘t5-large’ while bart-base’ and
‘bart-large’ achieve a similar BLEU-based F1.0. A
possible reason for this is that the training set is
not so large and that the amount is not enough to
fine-tune a large model properly. Here, one thing
we should note is that these comparisons are based
on BLEU because manual evaluation was applied
only to the final submission results (thus, one has to
use automatic evaluation (e.g., BLEU) to compare
their system variants). Manual evaluation may lead
to a different conclusion.

Comparison between BLEU and manual eval-
uation results provide an interesting insight into
this task, which is summarized in Fig. 3. BLEU
and manual evaluation results correlate well (cor-
relation coefficient: 0.85). However, the system
rankings differ from those by manual evaluation
when the difference in BLEU is small. Specifi-
cally, even if the difference is more than 0.01 (i.e.,
TMUUED: 0.474 vs. nigula: 0.463), a reversal of a
system ranking occurs. According to the obtained
results, when the difference is larger than a certain

value (e.g., 0.02 in this case), BLEU might be a
reliable measure to choose a better system (or a
better method, or a better hyper-parameter setting).
We need more investigations to confirm that this
argument is correct. For the time-being, we do
not have enough data to do so and we need man-
ual evaluation to obtain reliable system rankings.
At the same time, manual evaluation is costly and
time-consuming. One of the necessary research
directions is to explore more efficient ways of eval-
uation.

Another challenging direction is to pursue meth-
ods for generating <NO_COMMENT> (i.e., not
possible to generate a reliable feedback com-
ment). Considering practical use, it is important
to decide not to generate when the system is not
confident enough. In FCG GenChal, four out
of the seven systems are capable of generating
<NO_COMMENT>. Their implementations are
rather simple (e.g., simple rule-based) and their ef-
fects are limited; the difference between precision
and recall is rather small as shown in Table 3.

7 Conclusions

In this paper, we have reported on the results of
a new generation challenge called feedback com-
ment generation for language learners. The best-
performing system achieves an F1.0 of 0.62 in
manual evaluation. The results suggest that pre-
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training and/or transformer-based methods are ef-
fective. They also suggest that smaller models
within transformer-based methods perform better
with the training data available. We have also re-
ported insights into automatic and manual evalua-
tion in feedback comment generation.
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Abstract

In this paper, we present strong baselines for
the task of Feedback Comment Generation for
Writing Learning. Given a sentence and an
error span, the task is to generate a feedback
comment explaining the error. Sentences and
feedback comments are both in English. We
experiment with LLMs and also create multi-
ple pseudo datasets for the task, investigating
how it affects the performance of our system.
We present our results for the task along with
extensive analysis of the generated comments
with the aim of aiding future studies in feed-
back comment generation for English language
learners.

1 Introduction

Grammatical error correction has been vastly stud-
ied recently in the NLP community (Wang et al.,
2021), but it is not always sufficient to merely pro-
vide the learner with a correction; in many cases,
explicit feedback can facilitate the learning process.
Language learners can revise improperly employed
linguistic elements by reviewing feedback contain-
ing information on the error such as an explanation
of why the usage is incorrect and suggestions on
how to correct it. This will also help the user avoid
making similar errors in the future (Pilan et al.,
2020).

In this paper, we focus on preposition errors
made by English language learners. Some studies
have shown that the majority of syntactic errors
made by English language learners are preposi-
tional errors of substitution, omission, and addi-
tion (Lorincz and Gordon, 2012). Prepositions
are challenging for language learners to master
since they are highly frequent; short, unstressed
and perceptually weak; and can have several dif-
ferent senses which may not map onto their native
languages (Tyler and Evans, 2003; Morimoto and
Loewen, 2007; Johansson Falck, 2015).

The task of feedback generation hasn’t been ex-
plored much until recently when Nagata (2019) pro-
posed the feedback comment generation task and
a corpus (Nagata et al., 2020) and then organized
the GenChal 2022: FCG (Feedback Comment Gen-
eration for Writing Learning) shared task (Nagata
et al., 2021). In this task, a system generates an
explanation note, given a sentence and a span that
indicates the error in the sentence.

Later, Hanawa et al. (2021, 2022) explored dif-
ferent baselines for this task, including a neural-
retrieval-based method, a pointer-generator-based
seq2seq model, and a retrieve-and-edit method. For
preposition-related errors, they found the pointer-
generator-based seq2seq model performs the best.

In this paper, we describe our submission to Gen-
Chal 2022: FCG (Nagata et al., 2021). We use a
simple encoder-decoder model to tackle the task
and provide extensive analysis of the different as-
pects of the task. Our contributions in this paper
are as follows:

• We present a simple but strong baseline for
the FCG task which is currently ranked third
on the leaderboard (team GU, BLEU score
0.472; top leaderboard score is 0.486).

• We look into data augmentation techniques
and their usefulness for this task.

• We analyze samples that were marked as in-
correct by human evaluators and categorize
the errors made by our system.

• We further investigate the automatic evalua-
tion metric used for the task and whether or
not it is in line with human evaluations.

2 Experiments

2.1 Data

We use data provided by Nagata et al. (2021). The
sentences come from essays in ICNALE (The In-
ternational Corpus Network of Asian Learners of
English; Ishikawa, 2013). ICNALE contains es-
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says on two topics: “It is important for college
students to have a part-time job” and “Smoking
should be completely banned at all the restaurants
in the country”.

Nagata et al. (2021) hired annotators to annotate
a subset of the data for preposition errors. Annota-
tors manually annotated all preposition errors with
feedback comments in Japanese (Nagata, 2019)
and later translated these comments to English for
the FCG shared task. The corpus consists of 4868,
170, and 215 sentences in the train, dev, and test
sets respectively. The input for the task is a sen-
tence and a span of the text which contains the error.
The output is a string that explains why the span is
erroneous. Example:

Input: And we can put posters to remind
the smokers the risks they are taking .
37:48
Output: When the <verb> «remind» is
used to express “ to cause someone to
remember something”, “someone” is an
<object> and a <preposition> needs to
precede “something”. Look up the use
of the <verb> «remind» in a dictionary
and add the appropriate <preposition>
according to the context.

If a sentence contains more than one preposition
error, it can appear more than once in the training
set, each time with a different span offset. We in-
corporate span offsets by adding special characters
before and after the erroneous span before encod-
ing the text. For example, the above input sentence
becomes: And we can put posters to remind the ***
smokers the *** risks they are taking . We do not
perform any further preprocessing since the text is
already processed and tokenized. We used *** as
special characters in our setting but the tokenizer
behaved the same way when using other characters
such as {.

2.2 Experimental Setting

As a baseline for this task, we use T5 (Raffel et al.,
2020) as our model. T5 is an encoder-decoder
model built on top of the transformer architec-
ture (Vaswani et al., 2017) which is pretrained us-
ing a combination of masked language modeling
and multitask training such as summarization, ma-
chine translation, and sentiment classification.

In our experiments, we encode the essay sen-
tences and fine-tune the model to decode feedback
comments. We fine-tune T5-Large (770M param-

eters) with the following hyper-parameters: batch
size = 8, learning rate = 0.0001 and maximum train-
ing epoch = 50.1

2.3 Pseudo Data

We experiment with a few other settings, trying to
leverage pseudo data. To create the pseudo data, we
select random sentences that are in the same corpus
as the gold data (an ICNALE subset that includes
correction of sentences; Ishikawa, 2018) but are
not included in the FCG shared task train/dev/test
sets. Since the focus of the FCG shared task is on
preposition errors, we use ERRANT (Felice et al.,
2016; Bryant et al., 2017) to annotate error types
in these sentences. Then we keep the samples that
have preposition-related errors. This gave us 544
additional sentences. To obtain comments for these
new sentences, we use our fine-tuned T5 model
and generate comments for these samples. We
experiment with the pseudo data in two ways:
Multi-stage fine-tuning Fine-tune T5 on pseudo
data, and then fine-tune that model on gold training
data.
Combined fine-tuning Combine pseudo and
gold data, and fine-tune T5 on the combination.

Other than experimenting with pseudo data cre-
ated from the same learner corpus, we create a
large pseudo dataset from other learner corpora,
W&I+LOCNESS (Bryant et al., 2019; Granger,
2014). W&I (Write & Improve) is an online web
platform in which users from around the world
submit letters, stories, articles, and essays, and the
system provides automated feedback. Some of
these submissions have been further corrected by
annotators. LOCNESS consists of essays written
by native British and American undergraduates on
different topics.

Using ERRANT, we select sentences from
W&I+LOCNESS that have preposition errors. This
resulted in 6,973 sentences. For the grammatical
error correction task, Kiyono et al. (2019) suggests
that when the amount of pseudo data and gold data
is balanced, concatenating them for training works
better (combined fine-tuning), but when the amount
of data is unbalanced, a multi-step approach works
better (multi-stage fine-tuning). Here, we investi-
gate this by comparing conditions where the pseudo
data is limited to 5,000 samples (balanced) versus
conditions with all 6,973 pseudo samples (unbal-
anced).

1https://github.com/shabnam-b/GU-FCG-2022
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Model Dev BLEU Test BLEU Human Evaluation F1 (Test)
FCG Shared Task Baseline 46.30 33.40 31.16
F/t T5 Large (No pseudo data) 57.29 47.11 58.60
Multi-stage f/t (ICNALE) 55.01 46.76 –
Combined f/t (ICNALE) 55.55 47.25 61.90
Multi-stage f/t (WIL, balanced) 55.46 45.95 –
Combined f/t (WIL, balanced) 57.05 46.91 61.40
Multi-stage f/t (WIL, unbalanced) 55.05 44.97 –
Combined f/t (WIL, unbalanced) 57.29 45.36 –

Table 1: Comparison of models on dev and test sets. WIL refers W&I+LOCNESS. The gold training data on which
T5 is fine-tuned contains 4,868 samples. The multi-stage fine-tuning and combined fine-tuning conditions make use
of data augmentation, supplementing the gold training data with pseudo data. The pseudo data consists of 5,000
samples in the balanced setting and 6,973 samples in the unbalanced setting. There are 170 and 215 samples in the
dev and test sets, respectively. Best scores in each column are bolded.

3 Results and Analysis

Results of our experiments are available in Table 1.
We compared against the official shared task base-
line system, which was an encoder-decoder with
a copy mechanism based on a pointer generator
network.

3.1 Automatic Evaluation

We use test set BLEU scores to compare all the
conditions in Table 1. On this metric, all systems
based on T5 give improvements of 12+ points over
the official baseline. The gain for our best model
(which uses pseudo data from ICNALE for com-
bined fine-tuning) is almost 14 points.

Multi-stage vs. combined fine-tuning In all our
experiments, Combined f/t showed better perfor-
mance compared to Multi-stage f/t (by a difference
of 1 BLEU point or less).

Balanced vs. unbalanced In our experimental
setup, using a larger pseudo dataset hurt the per-
formance in both Combined f/t and Multi-stage f/t
settings. One possible explanation is the amount
of noise that is being introduced to the system by
pseudo data. Creating pseudo data with different
techniques might show different results.

In-domain vs. out-of-domain pseudo data
Even though our in-domain pseudo data was very
small (544 sentences), it was more effective than
larger amounts of out-of-domain pseudo data. An
intuitive explanation for this case is that ICNALE
contains essays on only two specific topics: “It is
important for college students to have a part-time
job” and “Smoking should be completely banned at
all the restaurants in the country”. Since the FCG
shared task test set comes from ICNALE, a more

Figure 1: Comparison of human evaluations (correct
or incorrect system generated feedback comment) with
automatic evaluation metric (BLEU score)

general model fine-tuned on pseudo data from other
corpora might not necessarily perform well on this
test set. It seems likely that the model trained on
multiple datasets would be more robust in realistic
settings testing on other domains.

3.2 Human Evaluation
Shared task organizers provided us with the hu-
man evaluation of three of our systems (4th column
in Table 1). In this evaluation, each system out-
put is compared to the corresponding reference.
System output is regarded as appropriate if the fol-
lowing criteria are met: A) it contains information
similar to the reference and B) it does not contain
information that is irrelevant to the erroneous span.
The performance is measured by recall, precision,
and F1 based on correct/incorrect outputs.2

Based on this human evaluation, our best model
achieved an F1 score of 61.09 (this was not our

2https://fcg.sharedtask.org/task/
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official submission to the shared task, but falls just
behind the top leaderboard score3 of 62.15). Com-
paring the performance of different systems, human
evaluation results and test set BLEU scores seem
to be consistent. We investigate this further for our
top system, comparing human labels (correct or
incorrect) with the BLEU score for each sample in
the test set. Results are available in Figure 1. Based
on this analysis, when BLEU score is higher than
60%, it is mostly in line with the human evalua-
tions. We also observe that about 49 samples (23%
of the test set) are indeed correct, but get a BLEU
score below 50. This is due to system-generated
comments not having much overlap with the gold
feedback comment, despite being correct (Sulem
et al., 2018; Nema and Khapra, 2018).

Lastly, we look at 50% of samples where the
model-generated comment was labeled as incorrect
in human evaluation. We observed that generated
comments are very fluent and follow the templates
FCG annotators used. In cases where the system
output was labeled as incorrect, some of the pat-
terns we observed are as follows:

Completely incorrect comment (≈54%): The
model’s generated comment includes incorrect sug-
gestions and explanations (first and second exam-
ple in Table 2). Interestingly, we noticed that the
model made the same wrong suggestion in different
sentences, containing the same type of error (for ex-
ample, usage of “on” when it means sticking to, or
hanging from a surface such as “on the door”, “on
the wall”). Possible explanations for these cases
are that 1) similar errors were not seen during train-
ing and 2) in most cases, the sentence contains
other errors within the same span or nearby tokens,
which presumably makes it hard for the model to
understand what the learner was trying to say.

Correct explanation, but incorrect suggestion
(≈22%): In these cases, the model gives the right
correction, but the explanation is incorrect or in-
complete (third example in Table 2).

Correct suggestion, but incorrect evaluation
(≈14%): In many cases, the model gives the correct
suggestion but the comment starts with something
along the lines of “It is not grammatically incor-
rect to use the ...”, even though the usage is indeed
incorrect (fourth example in Table 2).

Human annotation errors (≈12%): In a few
cases, we believe the system-generated comment
is correct, but wrongly labeled as incorrect.

3As of 14 December 2022

Looking at some positive examples, there are
many cases where the model generates completely
valid comments. In 19% of cases (41 samples),
the model generates exactly the same comment as
the reference. In all of these instances, the exact
comment was seen during training. There were
another 51 comments in the test set that were seen
during training, and the model was able to gener-
ate a correct comment (but not exactly the same)
in 38 cases of those. In many cases, the system
output has minor differences compared to the gold
output but there are also cases where the generated
comment is completely different. Examples appear
in Table 3.

4 Discussion

In this paper, we presented a simple baseline for
sentence-level feedback generation for English lan-
guage learners. We investigated the effect of using
pseudo data for the task and provided an analysis
of system outputs and metrics used.

Does data augmentation help? Incorporating
pseudo data gave us very slight BLEU score im-
provements (0.14) over the T5 model with no
pseudo data. But in human evaluations, we ob-
serve a 3.3% improvement in F1. Our experiments
show that pseudo data could potentially improve
results if carefully created and incorporated. Stud-
ies on similar tasks such as grammatical error cor-
rection have shown that there are many important
factors when creating pseudo data such as choice
of learner corpora, the method of generating the
pseudo data, and error tendency of learners (Kiy-
ono et al., 2019; White and Rozovskaya, 2020;
Takahashi et al., 2020). Future studies should fur-
ther investigate similar important factors for this
task and their effectiveness.

Is this a general evaluation of grammatical error
feedback capability? Even though our model
outperforms the baseline for this task by a large
margin, we think it is not a good indicator of current
models’ performance for the feedback comment
generation task in general, due to the following lim-
itations: 1) The topics covered in the train/dev/test
sets are very limited and only related to smoking
and part-time jobs. Considering the topics and the
fact that learners may have a limited vocabulary in
the target language, the model is likely perform-
ing well because it has seen most of the errors
during training, not because it has developed the
capacity to recognize and comment on grammat-
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Input Sentence Gold Output System Output
Where there is food on the smell of
cigarette smoke , food soaks Damage to
people who go around If you smoke ,
you know everyone is very often not a
good point .

Use the <preposition> ‘with’ instead of
«on» to express “food with the smell of
cigarettes”.

The <preposition> «on» is not used with
’smell’ as it is meant to indicate a connec-
tion. Use the <preposition> ’in’ instead.

The direct means when you smoking ,
some smoke and chemical access to
your body after that all bad diseases will
show the results .

Since the <verb> «access» is a <transi-
tive verb>, a <preposition> is not neces-
sary.

«To» is not the <preposition> used with the
<noun> «access» to indicate a point of ar-
rival. Look up the <noun> «access» in the
dictionary and find the appropriate <preposi-
tion>.

And , it is the best of us to acquire
various skills , manners without lazing
about study .

<For + noun> should be used as the sub-
ject of a <to-infinitive> describing the
<formal subject> «it».

«Of» is not the <preposition> used with the
<adjective> «best» to indicate the recipient
of an action. Think of a <preposition> that
indicates destination.

We are as engineer usually work in an
industry or on a factory , we use our
attitude , knowledge to get a job which
is comfortable with us .

When the <verb> «work» is followed
by the <preposition> «on», it means “to
spend time repairing or improving some-
thing.” Use the <preposition> “in” or
”at” to indicate where you work.

It is not incorrect to use the <preposition>
«on» in this case, but «on» describes the state
of being physically inside the factory build-
ing. Use in’ instead to refer to business as a
situation or an organization”.

Table 2: Examples of incorrect system-generated comments. Error span tokens are bold and in red.

Input Sentence Gold Output System Output
Smoking sometimes makes people
uncomfortable , so smoking should be
banned at the public place like the
restaurants .

The <preposition> «at» may be used
with «place» to indicate a place where
something takes place, but it is more
common to use ’in’ instead.

The <preposition> «at» may be used with
«place» to indicate a place where something
takes place, but it is more common to use
’in’ instead.

In the past , most of college students
probably had no part-time job

A group of something specific follows
«most of». Use «most» as an <adjective>
rather than a <noun> when simply refer-
ring to students in general.

«Most of» is followed by a <pronoun> or a
<noun> with a <determiner> such as ’the’,
’these’, or’my’. Otherwise, «most» comes
just before the <noun> to be qualified as an
<adjective>.

We meet new people and learn about
service for customer , how difficult or
hard to get money before we graduate
school .

«Graduate» needs to be followed by a
<preposition> when used as an <intran-
sitive verb>.

Since the <verb> «graduate» is an <intransi-
tive verb>, the <object> requires a <preposi-
tion>. Look up the use of the <verb> «grad-
uate» in the dictionary.

Parents worry about they waste time
and hurt themselves .

The <preposition> «about» follows the
<verb> «worry» when a <noun> follows.
When there is a <clause> in the structure
of <S + V>, use a <that-clause>.

The <verb> «worry» is a <transitive verb>
that takes a <that-clause> as an <object>
which does not require a <preposition>.

Table 3: Examples of correct system-generated comments. Error span tokens are bold and in red.
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ical errors in general. 2) The task is focused on
preposition-related errors, which makes the errors
and comments even more limited than in realistic
settings. 3) Most of the comments follow a specific
template, which made it easier for the model to
learn the patterns. 4) Many reference comments
consist of boilerplate—very general suggestions
such as Look up the use of the <verb> «prohibit»
in a dictionary and rewrite the sentence using the
appropriate structure. The model also generates
many such boilerplate sentences. Of course, a gen-
eral correct comment is better than a detailed incor-
rect comment, but we think a model that is able to
give more specific suggestions would be of more
use to learners.

With these limitations in mind, we still believe
this could be a first step toward better and more
robust feedback comment generation systems, and
we view the organization of the shared task and
the release of the data as important milestones for
making progress in this research area.
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Abstract

In this paper, we propose a novel method, re-
trieval, masking, and generation, for feedback
comment generation. Feedback comment gen-
eration is a task in which a system generates
feedback comments such as hints or explana-
tory notes for language learners, given input
text and position showing where to comment.
In the conventional study, the retrieve-and-edit
method for retrieving feedback comments in
the data pool and editing the comments has
been thought effective for this task. However,
the performance of this method does not per-
form as well as other conventional methods be-
cause its model learns to edit tokens that do not
need to be rewritten in the retrieved comments.
To mitigate this problem, we propose a method
for combining retrieval, masking, and gener-
ation based on the retrieve-and-edit method.
Specifically, tokens of feedback comments re-
trieved from the data pool are masked, and this
masked feedback comment is used as a tem-
plate to generate feedback comments. The pro-
posed method should prevent unnecessary con-
version by using not retrieved feedback com-
ments directly but masking them. Our experi-
ments on feedback comment generation demon-
strate that the proposed method outperforms
conventional methods.

1 Introduction

Feedback comment generation is a task in which,
given an input text and position that shows where to
comment, a system generates feedback comments
such as hints or explanatory notes for non-native
language learners (Nagata, 2019). In this task, it
is not enough to simply point out or correct errors;
the system should also explain why they are wrong.
Such a system would be extremely beneficial for
language learners, but there is currently no effective
method for generating comments.

Conventionally, retrieval-based (Nagata, 2019),
simple generation (See et al., 2017), and retrieve-
and-edit (Hashimoto et al., 2018) methods have

been used for the feedback comment generation
task. With the retrieval-based method, the method
retrieves a feedback comment from the data pool
with maximum cosine similarity. Although the
modeling for this method is simple, the output is
not flexible; for example, this method often re-
trieves feedback comments that were correct as
hints or explanatory notes but focused on tokens
that are not in the input text. The simple genera-
tion method generates feedback comments directly
given the input text and position using an encoder-
decoder model. Since this method can generate
flexible feedback comments, it mitigates the prob-
lem with the retrieval-based method. However,
generating comments with simple generation is
more difficult than with the retrieval-based method
because this method should generate comments
from scratch. Thus, Hanawa et al. (2021) used
the retrieve-and-edit method that combines these
two methods for better performance. With this
method, the feedback comments retrieved with the
retrieval-based method are edited using the simple
generation method. However, the experimental re-
sults indicated that the retrieve-and-edit method did
not perform well because its model learned exces-
sive conversions and converted unnecessary tokens
(Hanawa et al., 2021).

To mitigate this problem, we consider extending
the retrieve-and-edit method with which unneces-
sary tokens in the retrieved feedback comments
are actively edited. Our idea to specify where to
edit the retrieved feedback comment is masking to-
kens that should be edited. By masking tokens that
should be edited, the method should be able to pre-
dict only masked tokens and not change the other
tokens in the retrieved feedback comments. Specif-
ically, we mask tokens in retrieved feedback com-
ments obtained with the retrieval-based method,
and the method outputs a feedback comment given
this masked feedback comment and the input text.
We can create a template for comment generation,
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as the tokens of the retrieved feedback comment
that are irrelevant to the input text are eliminated.

In this paper, we propose a novel method, re-
trieval, masking, and generation, for feedback com-
ment generation. It consists of three modules: re-
trieval, masking, and generation. First, the retrieval
module retrieves a feedback comment from the
data pool, as with the conventional retrieval-based
method. Next, the masking module executes binary
classification, i.e., masking or not, for each token
in the retrieved feedback comment. The masking
module learns to mask tokens of the retrieved com-
ment that are not in the reference feedback com-
ment. Finally, the generation module generates a
feedback comment given the input text and masked
feedback comment. To generate feedback com-
ments, the proposed method cascades the results of
each module, which means that the performance
of each module depends on the subsequent per-
formance of the module output. To mitigate this
potential problem, we introduce a multi-decoding
operation that uses not only the top result but also
the top k results. Our experiments on feedback
comment generation demonstrate that the proposed
method performs better than the above three con-
ventional methods.

2 Feedback Comment Generation

In feedback comment generation, given the input
text that has grammatical errors and position, a
system outputs a feedback comment. We define
the input text as X = {x1, · · · , xM} and feedback
comment as Y = {y1, · · · , yN}, where xm and
yn are tokens, and M and N are the number of
tokens in the input text and feedback comment, re-
spectively. The position represents the range of the
feedback target in character units and consists of
integers. We make X̃ emphasize the target charac-
ters by adding brackets to the input text on the basis
based of the given position. For example, when X
is “He agrees the opinion.” and the position is 3:13,
X̃ is “He «agrees the» opinion.” Note that in X̃ ,
the input text and position are not treated separately,
but the position is also treated as a token.

3 Retrieval, Masking, and Generation
Modules

The proposed method consists of three modules:
retrieval, masking, and generation. Figure 1 shows
an overview of the proposed method.

3.1 Retrieval Module
The retrieval module outputs a candidate of feed-
back comments, given the input text, position, and
data pool of feedback comments. To obtain the can-
didate, the module calculates the cosine similarity
between vectors of the input text X and feedback
comment Y selected from the data pool. Since
X does not include the position information, we
add it by converting the position into position label
P = {p1, · · · , pM}. The pm ∈ {0, 1} is the m-th
binary label represented by 1 if each token in the
input text is in the position range, and 0 otherwise.
For example, when X is {He, agrees, the, opinion,
.} and the position is 3:13, P is {0, 1, 1, 0, 0}.
Therefore, given the X , P , and selected Y , the
module outputs the cosine similarity between X
and Y , as

s = ret(X,P ,Y ;Θret), (1)

where ret() is the function of the retrieval module
and Θret is a trainable parameter set.

This module is constructed using a Transformer-
based encoder model. First, the module en-
codes X and Y into hidden representations Q =
{q1, · · · , qM} and R = {r1, · · · , rN} as

Q = TransformerEncoder(X;Θret), (2)

R = TransformerEncoder(Y ;Θret), (3)

where TransformerEncoder() is the Transformer
encoder that consists of an embedding layer,
scaled dot product multi-head self-attention layer,
and position-wise feed-forward network (Vaswani
et al., 2017). We also use a pre-trained BERT
that performs well for various natural language
understanding tasks (Devlin et al., 2018) as
TransformerEncoder() in the module.

Next, it multiplies Q and P to convert the hidden
representations into a single vector u as

u =
M∑

m=1

qm · pm. (4)

We also use r1, which is the embedding of the
[CLS] token at the beginning of the feedback com-
ment as a single vector of R.

Finally, we calculate the cosine similarity of u
and r1 as

ret(X,P ,Y ;Θret) =
u · r1
∥u∥∥r1∥

. (5)

The module outputs a candidate of the feedback
comment that has the highest similarity in the data
pool.
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(a) Retrieval module

Retrieval module

Feedback
commentsInput text

I … with lifestyle.

Cosine similarity

<<about>> is not …

(b) Masking module (c) Generation module

Masking module

<<about>> is not … <<ask>> because …

1 0 0 0

is not …[MASK]

1 1

[MASK]

0

…

Generation module

I … <<with>> lifestyle. [SEP] [MASK] is not … [MASK] …

Input text Masked feedback comment

Generated feedback comment

<<with>> is not … <<effect>> …

Retrieved feedback comment

Figure 1: Overview of proposed method. Underlined words in input text represent position.

Training: The retrieval module is trained us-
ing dataset Dret = {(X1,P 1,Y,S1), · · · , (XC ,
PC ,Y,SC)}. Here, C is the number of the
input text and position, Y = {Y 1, · · · ,Y D}
is the data pool of feedback comments, Sc =
{sc,1, · · · , sc,D} is the sets of Levenshtein simi-
larities (Levenshtein et al., 1966) for c-th reference
feedback comment Y c, and sc,d is the Levenshtein
similarity of Y c and selected comment Y d. This
module is trained to approach the cosine similarity
of Xc and Y d for sc,d using mean squared error.
The training loss function Lret is defined as

Lret =
1

C ·D
C∑

c=1

D∑

d=1

(sc,d − ret(Xc,P c,Y d;Θret))
2
, (6)

Retrieval: The retrieval module outputs a can-
didate of feedback comment Ỹ with the highest
similarity per input text from the data pool Y as

Ỹ = arg max
Y ∈Y

ret(X,P ,Y ;Θret). (7)

3.2 Masking Module

The masking module executes binary classification,
i.e., masking or not, for each token in the retrieved
feedback comment that is output of the retrieval
module. Given the X , P , and Ỹ , the module
outputs the masking label L = {l1, · · · , lN}where
ln ∈ {0, 1} is the n-the binary label as

P (L|X,P , Ỹ ;Θmask)

=

N∏

n=1

P (ln|X,P , Ỹ ;Θmask), (8)

where Θmask is the trainable parameter set.
This module has a common architecture with the

retrieval module. Thus, we convert X and P into

a single vector u and convert Y into hidden repre-
sentations R = {r1, · · · , rN} with Eqs. (2), (3),
and (4). Next, we compute a binary classification
for each token in the retrieved comment by using
these vectors as

P (ln|X,P , Ỹ ;Θmask) = softmax(vn;Θmask),
(9)

vn = [uT, rTn ]
T, (10)

where, softmax() is a linear transformational func-
tion with a softmax activation.

The final output is a masked feedback comment
with masked tokens labeled 1. The module masks
tokens of the retrieved comment that are not in the
reference feedback comment. It also replaces to-
kens that should be masked with the special token
[MASK]. The generation module should then pre-
dict the same number of tokens as the number of
masked tokens; however, the numbers of masked
tokens and tokens that should be generated are not
necessarily the same. Therefore, we use span-mask
denoising (Raffel et al., 2020), which replaces con-
secutive tokens with a single special token.

Training: The masking module is trained using
dataset Dmask = {(X1,P 1,Y,L1), · · · , (XC ,
PC ,Y,LC)}, where C is the number of input text
and position, and Lc = {Lc,1, · · · ,Lc,D} is the
label sets. Label set Lc,d is a set with label 1 for
tokens of the Y d selected from the data pool that
are not in the reference feedback comment Y c and
0 for all others. The training loss function Lmask is
defined as

Lmask

= −
C∑

c=1

D∑

d=1

logP (Lc,d|Xc,P c,Y d;Θmask).

(11)
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Masking: The decoding problem is defined as

L̂ = arg max
L

P (L|X,P , Ỹ ;Θmask). (12)

Finally, the module outputs a masked feedback
comment Ȳ using L̂ and Ỹ as

Ȳ = MASK(Ỹ , L̂), (13)

where MASK() is the operation to mask tokens of
the retrieved feedback comment using span-mask
denoising. Note that when the output results are
all 0 (no tokens are masked), we directly use the
retrieved comment as the feedback comment.

3.3 Generation Module

The generation module outputs Y given the in-
put text X̃ = {x̃1, · · · , x̃m} and masked feed-
back comment Ȳ = {ȳ1, · · · , ȳn}. The input is
the concatenated sequence of the input text and
masked comment with a separator token, Z =
{x̃1, · · · , x̃m, [SEP], ȳ1, · · · , ȳn}. The generation
probability of Y is defined as

P (Y |Z;Θ) =
N∏

n=1

P (yn|y1:n−1,Z;Θgen),

(14)
where Θgen is the trainable parameter set.

This module is constructed using a Transformer-
based encoder-decoder model. First, the encoder
converts the Z into hidden representations H as

H = TransformerEncoder(Z;Θgen). (15)

Next, the decoder computes the generation prob-
ability of a token from the preceding tokens and the
H . The predicted probabilities of the n-th token
yn are calculated as

P (yn|y1:n−1,Z;Θgen) = softmax(wn;Θgen).
(16)

The hidden representations wn are calculated using
H and y1:n−1 = {y1, · · · , yn−1} as

wn = TransformerDecoder(y1:n−1,H;Θgen),
(17)

where TransformerDecoder() is the Transformer
decoder that consists of an embedding layer, scaled
dot product multi-head self-attention and source
target attention layers, and a position-wise feed-
forward network (Vaswani et al., 2017).

Training: The generation module is trained using
datasetDgen={(Z1, Y 1),· · · ,(Z |Dgen|, Y |Dgen|)}.
The training loss function Lgen is defined as

Lgen = −
∑

(Z,Y )∈Dgen

logP (Y |Z;Θgen). (18)

Decoding: The decoding problem is defined as

Ŷ = arg max
Y

P (Y |Z;Θgen). (19)

3.4 Multi-Decoding

Since the proposed method cascades the output of
three modules, the performance of each module is
directly related to that of the next module. However,
it is difficult to fully guarantee the output of each
module. When only the top output is used, we
might not be able to take full advantage of each
module. To mitigate this problem, we use multi-
decoding to generate a feedback comment with
high confidence.

In the multi-decoding operation, the top k feed-
back comments per input text are first retrieved
using the retrieval module. Next, masking is exe-
cuted on each token of k retrieved comments using
the masking module. Then, the duplicated ones for
the same input text are excluded. When only the
unmasked tokens remain, the comment is stored as
a candidate feedback comment. Next, given each
masked feedback comment and the input text, the
generation module outputs the feedback comment
per masked comment. As a result of this process,
multiple feedback comments are generated for a
single input text, including the candidates that are
outputted in the masking module. Thus, we extract
only one feedback comment from these comments
using Algorithm 1. In this algorithm, lev() is the
function to calculate Levenshtein similarity.

In the feedback comment generation task, the
special output token <NO_COMMENT> indicates
that a system cannot generate any reliable feedback
comment. In this study, unreliable feedback com-
ments are converted into <NO_COMMENT> in
accordance with the following rules.

• Feedback comments in which bracketed to-
kens in the comment are not in the input text.

• Feedback comments include “ the preposition
is not necessary,” but the input text does not
have the preposition.
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Algorithm 1 Multi-decoding operation

Require: X, candidates = {Ŷ 1,· · · ,Ŷ k}
1: all_ave = 0, all_cnt = 0
2: for i← 0 to k do
3: ave = 0, cnt = 0
4: for j ← 0 to k do
5: if i ̸= j then
6: ave = ave+ lev(Ŷ i, Ŷ j)
7: if Ŷ i = Ŷ j then
8: cnt = cnt+ 1
9: end if

10: end if
11: end for
12: ave = ave+ lev(Ŷ i,X)
13: ave = ave/k
14: if all_cnt < cnt then
15: all_cnt = cnt

16: Yc = Ŷ i

17: flag = 0
18: else if cnt = all_cnt then
19: flag = 1
20: end if
21: if all_ave < ave then
22: all_ave = ave

23: Ya = Ŷ i

24: end if
25: end for
26: if flag = 1 then
27: Y = Ya

28: else
29: Y = Yc

30: end if
31: return Y

4 Experiments

4.1 Datasets

We used a dataset provided by Generation Chal-
lenge 2022 that contains input text, position, and
feedback comments. The dataset has 4,868 sen-
tences in a training set, 170 sentences in a val-
idation set, and 215 sentences in a test set. In
the dataset, the errors in the input text only cover
preposition uses. The three modules of the pro-
posed method require individual datasets for train-
ing; thus, we created datasets for each module from
this provided dataset.

Retrieval module: The dataset for the retrieval
module consists of the input text, position, feed-
back comment selected from the data pool, and
Levenshtein similarity. The input text and posi-
tion are the same as the provided dataset. Also,
the Levenshtein similarity is calculated using refer-
ence feedback comments and selected comments
from the data pool (feedback comments in the train-
ing data of the provided dataset). In the provided
dataset, there are many low-similarity combina-
tions of the reference feedback comment and se-
lected comments. Thus, the dataset would be un-
balanced if we used all combinations for training.
To prevent this problem, we randomly removed
samples so there would be less than five with the
same first decimal place value of similarity. Finally,
we divided the dataset into 139,687 sentences in a
training set and 5,001 sentences in a validation set.

Masking module: The dataset for the masking
module consists of the input text, position, feed-
back comments selected from the data pool, and
masking labels. We use the sets of input text, po-
sition, and selected comments that were created
in the retrieval module for the masking module to
prevent data imbalance. To make masking labels,
we took a word-by-word alignment for all com-
ments and reference feedback comments. We then
labeled tokens that were not in the reference feed-
back comments as 1 and others as 0 for the selected
comments. Finally, there were 139,687 sentences
in a training set and 5,001 sentences in a validation
set, the same as the dataset of the retrieval module.

Generation module: The dataset for the gener-
ation module consists of the sequence that was
concatenated with the input text and masked feed-
back comments, and reference feedback comments.
The input text and masked feedback comment are
connected using a separator token [SEP]. To create
the dataset, we used the datasets of the retrieval
and masking modules. First, we extracted the top
five and five random feedback comments per in-
put text by using the Levenshtein similarity in the
dataset of the retrieval module. Next, we extracted
the masked feedback comments that correspond to
the above ten feedback comments from the dataset
of the masking module. Then, we deleted the du-
plicated masked comments. Finally, these input
text and masked feedback comments were concate-
nated into a single sequence and paired with the
reference comment. In addition, we divided the
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dataset into 48,309 sentences in a training set and
1,000 sentences in a validation set.

4.2 Setup
We implemented the proposed method (with
all three modules); the retrieval-and-generation
method, which is the proposed method without the
masking module and regarded as the retrieve-and-
edit method; the retrieval module only, regarded
as the retrieval-based method; and the generation
module only, regarded as the simple generation
method. We also used the pointer-generator net-
work (See et al., 2017) provided by Generation
Challenge 2022 as a baseline for comparison. We
converted the comments generated with all meth-
ods into <NO_COMMENT> when they met the
rules discussed in Subsection 3.4.

These methods were fine-tuned using a pre-
trained model. The retrieval and masking modules
used a pre-trained BERT (Devlin et al., 2018) (bert-
based-cased from the HuggingFace Transformers
library (Wolf et al., 2020)). The generation module
used a pre-trained T5 (Raffel et al., 2020) (t5-base
from the HuggingFace Transformers library (Wolf
et al., 2020)). We fine-tuned these pre-trained mod-
els using the dataset constructed in Subsection 4.1
and used the RAdam optimizer (Liu et al., 2019)
with the mini-batch size set to 64. In the multi-
decoding operation, we set k to seven. We also
fine-tuned only the generation module using the
provided dataset and the retrieval and generation
method using the dataset that had unmasked feed-
back comments in the dataset for the generation
module. Note that only the pointer-generator net-
work was not pre-trained.

4.3 Results
Table 1 lists the experimental results of the feed-
back comment generation. The values represent
BLEU scores (Papineni et al., 2002), where preci-
sion is calculated by dividing the sum of BLEU for
each generation by the number of expected feed-
back comments, and recall is calculated by dividing
the sum of BLEU for each generation by the num-
ber of generations excluding <NO_COMMENT>.
The precision and recall results are then used to
calculate F1.

The table shows that the proposed method with
multi-decoding outperformed the other methods.
Specifically, the performance of the proposed
method improved using multi-decoding. With
the proposed method, we believe that the multi-

Method Precision Recall F1
pointe-generator 0.334 0.334 0.334
retrieval 0.424 0.422 0.423
generation 0.464 0.464 0.464
retrieval-and-generation 0.482 0.482 0.482
+ multi-decoding 0.480 0.480 0.480
proposed 0.483 0.481 0.482
+ multi-decoding* 0.495 0.493 0.494

* This is our best result, although it differs from officially
published results.

Table 1: Results of feedback comment generation.

decoding improved the probability of generating
a feedback comment that was close to the cor-
rect comment because the method could generate
different feedback comments by using different
masked comments. It generated different feedback
comments for the same input text using different
masked comments, as shown in Table 2. The ta-
ble shows that these comments were generated by
predicting mask tokens of masked feedback com-
ments. These results indicate that masking tokens
in the retrieved feedback comments are important
for rewriting these comments for the input text.

With the retrieval-and-generation method, when
we used different retrieved feedback comments for
the same input text, it generated the same feed-
back comment, as shown in Table 3. Therefore,
even if we used multi-decoding for this method,
the performance would almost be the same without
multi-decoding. We assume it would be difficult
to rewrite the retrieved feedback comment for the
input text with this method. It also performed bet-
ter than the generation module. This indicates that
a large amount of training data was effective, not
the use of retrieved feedback comments without
masking.

The retrieval module underperformed the other
methods. This is because it often retrieved com-
ments that were correct as feedback comments but
focused on tokens that were not in the input text,
as was the problem with the conventional study.

4.4 Ablation Study
Table 1 shows that the performances of the pro-
posed method and retrieval-and-generation method
were equivalent. We believe that the performance
of the masking module adversely affected the per-
formance of the proposed method because the pro-
posed method cascades the results of three modules.
Thus, at the inference, we compared the final re-
sults using predicted masking with correct masking.
Table 4 shows the results, and the proposed method
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Input text Reference
After all , as a student , he or she needs
to put the study at the first place .

«At» is not the correct <preposition> to be used with the set phrase formed using
«the first place» meaning “to prioritize something”. ‘In’ is the <preposition> to be
used with the <noun> «place».

Retrieved Masked Generated
The <preposition> «at» is normally
used to indicate a relatively short period
of time such as the time of day. Look
up the <noun> «time» in a dictionary to
learn the appropriate <preposition> to
be used to indicate a period.

The <preposition> «at» is normally
used to indicate [MASK] relatively
short period [MASK] time [MASK]
the time [MASK] day. Look up the
<noun> «time» in a dictionary to learn
the [MASK] <preposition> to [MASK]
used to indicate [MASK] period.

The <preposition> «at» is normally
used to indicate a relatively short period
of time such as the time of day. Look
up the <noun> «place» in a dictionary
to learn the appropriate <preposition>
to be used to indicate a place.

Using the <preposition> «in» makes the
expression literally mean “to have in
one hand”. Look up the <noun> «hand»
in a dictionary to learn the appropriate
<preposition> to be used to form an <id-
iom> introducing one of two ideas.

[MASK] the <preposition> [MASK]
the expression [MASK] Look up the
<noun> [MASK] in a dictionary to learn
the [MASK] <preposition> to [MASK]
used to [MASK]

«At» is not the appropriate <prepo-
sition> to be used with the <noun>
«place» to express “to put something in
the first place”. Look up the <noun>
«place» in a dictionary to learn the ap-
propriate <preposition> to be used.

Table 2: Example of proposed method’s output. Underlined words in input text represent position. Bold words in
masked comments mean that they were edited but not masked. Red words in generated comments mean that they
were not in masked comments.

Input text Reference
... colleagues is totally different with the way ... The <preposition> «with» is often used to indicate concor-

dance. Consult a ...
Retrieved Generation
«In» is not the <preposition> used with ’bad’ to qualify the
subsequent ...

The <preposition> «with» is often used to indicate concor-
dance. Consult a ...

«to» is not the correct <preposition> to be used to refer to the
target. Look ...

The <preposition> «with» is often used to indicate concor-
dance. Consult a ...

Table 3: Example of retrieval-and-generation method’s output. Underlined words in input text represent position.

Method Precision Recall F1
proposed 0.483 0.481 0.482
with correct masking 0.539 0.539 0.539

Table 4: Results using predicted or correct masking.

with correct masking was significantly improved
in performance. Table 5 also shows the generated
feedback comments using predicted and correct
masked feedback comments. The predicted mask-
ing was wrong. Although the generated feedback
comment using the correct masked comment was
the same as the reference feedback comment, using
the predicted masked comment was different. In
addition, when we used predicted masking, the pro-
posed method also edited tokens other than those
in the masked comments. We assume its model
determined that predicting only the masked tokens
would generate unnatural feedback comments. In
other words, when the wrong masked feedback
comment was used, the generation task was more
difficult than using correct masking. Therefore, it
is inferred that the design of the masking module is
important for the proposed method, and we should
improve this for future work.

5 Conclusion

In this paper, we proposed a novel method, re-
trieval, masking, and generation, for feedback com-
ment generation. The proposed method has three
modules, retrieval, masking, and generation, and
generates feedback comments by cascading each
module output. First, the retrieval module extracts
an example of feedback comments appropriate for
the input text from the data pool. Next, the mask-
ing module masks tokens of the retrieved example
that are not in the reference feedback comment. Fi-
nally, given a concatenated sequence of the input
text and masked feedback comment, the generation
module outputs the feedback comment in the gener-
ation module. With this three-module method, the
performance of each module depends on the subse-
quent performance of the module output. Since it
is difficult to guarantee the perfect performance of
each module, we use a multi-decoding operation
that uses not only the top result but also the top k
results for each decoding. Our experimental results
indicate that the proposed method outperforms the
three conventional methods.
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Input text Reference Retrieved
... please keep consider about that. The <verb> «consider» is a <transitive

verb> when used to express “to think
about” and does not need the <preposi-
tion> «about».

Since the <verb> encounter is a <tran-
sitive verb> when used to express “to
meet someone”, a <preposition> does
not need to precede the <object>.

Masked Generation
Predicted Masking [MASK] the <verb> [MASK] is <tran-

sitive verb> when used to [MASK] a
<preposition> does not need to pre-
cede the [MASK]

When the <verb> «consider» is used as
a <transitive verb> in a sense of “care
for someone”, a <preposition> is unnec-
essary.

Correct Masking [MASK] <verb> [MASK] is a <tran-
sitive verb> when used to express “to
[MASK] does not need [MASK]

The <verb> «consider» is a <transitive
verb> when used to express “to think
about” and does not need the <preposi-
tion> «about».

Table 5: Example of proposed method using predicted or correct masking. Underlined words in input text represent
position. Bold words in masked comments mean that they were edited but not masked. Red words in generated
comments mean that they were not in masked comments.
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Abstract

In this paper, we introduce our Tokyo
Metropolitan University Feedback Comment
Generation system submitted to the feedback
comment generation task for INLG 2023 Gen-
eration Challenge. In this task, a source sen-
tence and offset range of preposition uses are
given as the input. Then, a system gener-
ates hints or explanatory notes about prepo-
sition uses as the output. To tackle this genera-
tion task, we finetuned pretrained sequence-to-
sequence language models. The models using
BART and T5 showed significant improvement
in BLEU score, demonstrating the effective-
ness of the pretrained sequence-to-sequence
language models in this task. We found that
using part-of-speech tag information as an aux-
iliary input improves the generation quality of
feedback comments. Furthermore, we adopt a
simple postprocessing method that can enhance
the reliability of the generation. As a result, our
system achieved the F1 score of 47.4 points
in BLEU-based evaluation and 60.9 points in
manual evaluation, which ranked second and
third on the leaderboard. 1.

1 Introduction

This paper describes our submission to the feed-
back comment generation task for INLG 2023 Gen-
eration Challenge (Nagata et al., 2021). Feedback
comment generation is a task of automatically gen-
erating hints or explanatory notes about errors for
the purpose of helping the language learner im-
prove their writing skills (Nagata, 2019). In this
task, the target of the feedback comment genera-
tion is limited to preposition uses, such as missing
prepositions, to-infinitives, and deverbal preposi-
tions. Table 1 shows the overview of this task.

In the previous study (Hanawa et al., 2021),
Pointer Generator Network (See et al., 2017) was
used as a sequence-to-sequence method and found

1Our source code is available at https://github.com/
NOIRUED/T5_FCG.git

Input� �
Source sentence: I can not agree you in this
case.
Offeset Ranges: 9:18� �
Output� �
Since the <verb> «agree» is an <intransitive
verb>, a <preposition> needs to precede the
<object>. Look up the <verb> «agree» in the
dictionary to find the appropriate <preposi-
tion>.� �

Figure 1: Overview of the feedback comment generation
task.

to be effective in a setting with few variations
of feedback comments such as preposition uses.
While this study shows the effectiveness of non-
pretrained sequence-to-sequence models such as
Pointer Generator Network, no experiments using
pretrained language models have been conducted.
Since pretrained sequence-to-sequence language
models, such as T5 (Raffel et al., 2020), show
significant performance in the generation task, it
is conceivable that using pretrained sequence-to-
sequence language models improves the generation
quality.

In this paper, we examined the performance of
pretrained sequence-to-sequence language models
in the feedback comment generation task. We em-
ploy BART (Lewis et al., 2020) and T5 (Raffel
et al., 2020) as the pretrained sequence-to-sequence
language models. Both models have improved
the generation quality compared with the non-
pretrained sequence-to-sequence model. Also, we
confirmed that using part-of-speech (POS) tags as
an auxiliary input improves the generation quality
of feedback comments in the T5 model. Further-
more, we adopted a simple postprocessing method
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Our government even restricted
for no selling cigarette to all

under 18 youngsters . [\t] 31:34

Generate a feedback comment: I
can not [BOE]agree you[EOE] in

this case . </s> 
POS_information: PRP VB RB
[BOE]VB PRP[EOE] IN DT NN .

T5
As the <verb> <<limit>> is a <transitive
verb>, the <object> does not need to

be preceded by a <preposition>.

Is <<limit>>  
or its inflections included in the

input sentence? 

Substitute
<<limit>> with
<<restrict>>

Are there any  
synonyms within the input

sentence? 

<NO_COMMENT>

OutputInput

As the <verb> <<restrict>> is a
<transitive verb>, the <object> does not
need to be preceded by a <preposition>.

False

True

False

True

Figure 2: Overview of our method.

to enhance the reliability of the generation. By us-
ing this model and methods, we achieved the F1
score of 47.4 points in the BLEU-based evaluation
and 60.9 points in the manual evaluation.

2 Feedback Comment Generation Task

2.1 Task Description

The task focuses on the feedback comment gener-
ation targeted on preposition uses. As the input,
the source sentence and the offset ranges indicating
where to comment is given. From the input, a sys-
tem is required to generate an appropriate feedback
comment or the special token <NO_COMMENT>
indicating that the system cannot generate any reli-
able feedback comment.

2.2 Evaluation

The performance of the system is evaluated auto-
matically and manually. As an automatic evalua-
tion, BLEU (Papineni et al., 2002) score is calcu-
lated between the system output and the reference
using SacreBLEU (Post, 2018). A manual eval-
uation is done by the shared task organizers on
the final submission. Both evaluations are mea-
sured by recall, precision, and F1. System outputs
with <NO_COMMENT> are excluded from both the nu-
merator and the denominator of precision and the
numerator of recall.

2.3 Official Baseline System

The official baseline system is Pointer Generator
Network model (See et al., 2017) implemented
based on fairseq (Ott et al., 2019). It is a sequence-
to-sequence neural network with attention and copy
mechanisms. We refer to this model as a non-
pretrained sequence-to-sequence model and com-
pare it with pretrained sequence-to-sequence mod-
els.

3 Our Method

We frame the feedback comment generation task
as a sequence-to-sequence generation task. We
finetuned the pretrained sequence-to-sequence lan-
guage models with the official distributed datasets.
Since it is difficult for the models to learn the mean-
ing of the offset ranges, instead of using offset as it
is, we inserted the special tokens [BOE] and [EOE]
in the position of offset ranges. Figure 2 shows the
overview of our proposed method.

3.1 Auxiliary Input

As shown in Figure 2, there are cases that POS
information is needed in the output. However, the
input sequence does not contain such information,
which might lead a system to generate a feedback
comment with wrong POS information.
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Train Dev Test

Official Datasets 4,868 170 215

Table 1: Number of data instances used in the experi-
ment.

To address this problem, we used POS tag in-
formation as an auxiliary input in the T5 model.
We used Natural Language Toolkit (NLTK) (Bird
et al., 2009) to obtain POS tags of the source sen-
tence. Using the obtained POS tags, we concate-
nated them with the source sentence as follows:

[Source sentence] <\s> POS: [POS tags]
where <\s> is special token in T5. This method
(we will refer to as POSTAG hereafter) allows the T5
model to learn the POS information of the source
sentence, which makes better auxiliary inputs.

3.2 Postprocessing

In this task, the quotations from the source sentence
should be bracketed using double-angle brackets.
Conversely, if the double-angle bracketed words
are not present in the source text, the feedback com-
ment is considered unreliable. However, there are
cases where the T5 model quotes the words that
do not exist in the source sentence. To overcome
this problem, we adopted a simple postprocessing
method (we will refer to it as EDIT hereafter). In
this postprocessing method, if the double-bracketed
words do not exist in the source sentence, it finds
the 10-best synonyms using FastText (Bojanowski
et al., 2017). If any of the 10-best synonyms are
included in the text, the system replaces the brack-
eted word with the synonym. Conversely, if none
of the 10-best synonyms are included in the text, it
changes the outputs to <NO_COMMENT>.

4 Experimental Settings

4.1 Dataset

In this paper, we only used the official datasets dis-
tributed in the shared task. Since there are some
typographical errors and orthographic variants in
the datasets, we preprocessed the datasets to cor-
rect typographical errors and unify orthographic
variants. The number of data instances is shown in
Table 1.

4.2 Model

In this study, we employ BART (Lewis et al.,
2020) and T5 (Raffel et al., 2020) as the pretrained

System
BLEU

Precision Recall F1

Official Baseline 46.3 46.3 46.3
BART-base 51.9 51.9 51.9
BART-large 51.6 51.6 51.6
T5-base 64.0 64.0 64.0
T5-large 60.4 60.4 60.4

Table 2: Experimental results for each system.

System
BLEU

Precision Recall F1

T5-base 64.0 64.0 64.0
+POSTAG 64.7 64.7 64.7
+EDIT 64.9 64.4 64.6

Table 3: Experimental results for POSTAG and EDIT set-
tings.

sequence-to-sequence language models. We used
the Huggingface Transformer (Wolf et al., 2020) to
implement the models.

BART For the BART-based model, we use the
BART-base 2 and BART-large 3. For fine-tuning,
the models are optimized using AdamW optimizer
with the constant learning rate of 1e-5, the batch
size 16, and trained for 20 epochs.

T5 For the T5-based model, we use the T5-base 4

and T5-large 5. For fine-tuning, the models are op-
timized using AdamW optimizer with a constant
learning rate of 5e-4, a batch size of 16, and trained
for 30 epochs. To specify a task, the prefix “Gener-
ate a feedback comment: ” is added at the begin-
ning of input sequences.

5 Results

5.1 Exeperimental Results

Table 2 shows the experimental results against the
development set. Compared with the official base-
line system, BART and T5 models improved the
BLEU scores, demonstrating the effectiveness of
the pretrained sequence-to-sequence language mod-
els in this task. In our case, the T5-base model

2https://huggingface.co/facebook/bart-base
3https://huggingface.co/facebook/bart-large
4https://huggingface.co/t5-base
5https://huggingface.co/t5-large
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Source sentence But smoking in the restaurant will cause both the smokers and
surrounding people facing with the those problems more than
public places .

System System Output BLEU

Gold A <verb> part representing the cause of <verb> «cause» takes the
form of a <to-infinitive> rather than the <ing-form>.

100.00

T5-base A <verb> part representing the cause of <verb> «cause» takes the
form of a <to-infinitive> rather than the <base form>.

89.53

POSTAG A <verb> part representing the cause of <verb> «cause» takes the
form of a <to-infinitive> rather than the <ing-form>.

100.00

Table 4: Example of the result in POSTAG setting. The underline indicates the offset ranges.

Source sentence With the development of society , we , college students , should
do more to adjust it .

System System Output BLEU

Gold As the <verb> «adjust» is an <intransitive verb> when used to
express “to adapt to something” , [...]

100.00

POSTAG The <verb> «adapt» does not take an <indirect object> to indicate
what one adjusts to. Use the <verb> «adapt» as an <intransitive
verb> with a <preposition>. [...]

37.72

EDIT The <verb> «adjust» does not take an <indirect object> to indicate
what one adjusts to. Use the <verb> «adjust» as an <intransitive
verb> with a <preposition>. [...]

44.97

Table 5: Example of the result in EDIT setting. The underline indicates the offset ranges.

performed best in this task. We expected large-
sized models to perform better than the base-sized
models, but contrary to our expectations, the base-
sized models outperformed the large-sized models.
We consider this odd finding comes from a lack of
sufficient parallel data or unreliableness of BLEU
scores in the feedback comment generation task.
We leave for future work a more detailed examina-
tion of these model differences.

Table 3 shows the experimental results in the
POSTAG and EDIT settings. Compared with the T5-
base model, POSTAG setting improved the score by
0.7 points. The improvements of the BLEU score
are relatively small because the superficial differ-
ences in the generated outputs were small. Table 4
shows the example that the model has successfully
used POS tag information. From the table, we can
confirm that POSTAG setting generated feedback
comments with correct POS information, but the
BLEU score only improved by 10.5 points. These
results indicate that using POS tag information as
an auxiliary input does not improve the overall

BLEU score, but is effective in this task to generate
reliable feedback comments.

Compared with the POSTAG setting, EDIT setting
improved the precision, but lowered recall and F1
score. Although, the EDIT setting does not improve
the BLEU score, it actually enhances the reliabil-
ity of the feedback comments. Table 5 shows the
example that had successfully edited an unreliable
feedback comment into a reliable feedback com-
ment. These results show that our postprocessing
method is effective to enhance the reliability of the
generation.

5.2 Official Results

From the experimental results, we submitted the
T5-base with POSTAG and EDIT as our final submis-
sion to the shared task. As shown in Table 6, our
system obtained a BLEU score of 47.4 and a man-
ual evaluation score of 60.9, which ranked second
and third on the leaderboard.
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System
BLEU Manual Evaluation

Precision Recall F1 Precision Recall F1

Official Baseline 33.4 33.4 33.4 31.2 31.2 31.2
Our System 47.7 47.1 47.4 61.3 60.5 60.9

Table 6: Official results.

6 Conclusion

In this paper, we described our submission to the
feedback comment generation task for INLG 2023
Generation Challenge. The result of the experi-
ments showed that using pretrained sequence-to-
sequence language models is effective in the feed-
back comment generation for preposition uses. Fur-
thermore, we found that using POS tags as an auxil-
iary input improves the generation quality, and con-
firmed that our postprocessing method enhances
the quality of the feedback comments by editing un-
reliable feedback comments into reliable feedback
comments. Future work will explore additional
postprocessing methods that can better identify and
appropriately edit unreliable feedback comments.
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Abstract

This paper describes the Tokyo Tech and AIST
system in the GenChal 2022 shared task, which
is the first shared task of feedback comment
generation. We adopted five methods: data
cleaning, fine-tuning pre-trained models, cor-
recting errors in learners’ sentences, appending
a correcting operation, and filtering out irrele-
vant outputs. Our system achieved F1 = 43.4
on the test dataset.

1 Introduction

Recently, Nagata (2019) proposed a novel task
called feedback comment generation (FCG),
wherein feedback is provided to help writers im-
prove their skills, especially in the context of
computer-assisted language learning. The input of
an FCG model is a learner’s sentence, and the out-
put is a comment given as feedback to the learner.

The GenChal 2022 shared task is the first shared
task of the FCG task. This paper describes the
system developed in our study, which encompasses
the following five methods:

(1) Data cleaning (§3.1): We corrected mistakes
in the annotations within the training dataset.

(2) Fine-tuning pre-trained models (§3.2): We
fine-tuned pre-trained models to address the low-
resource aspect of this task.

(3) Correcting errors in learners’ sen-
tences (§3.3): We corrected errors in the input
sentences outside of the target words for the FCG,
thus preventing errors in the model output.

(4) Appending a correcting operation (§3.4):
We appended a correcting operation (such as
“delete”) to the input with the aim of generating
more accurate feedback comments.

(5) Filtering (§3.5): We removed irrelevant feed-
back comments using simple heuristics.

This paper is organized as follows. Section 2 de-
scribes the shared task and its dataset. Section 3 de-
tails the methods outlined above. Section 4 presents

the experimental setup. Section 5 shows the results.
Section 6 concludes this paper.

All of our code has been publicly released for
reproducibility1.

2 Task and Dataset Description

The GenChal 2022 shared task was proposed by
Nagata et al. (2021) to address FCG. The organiz-
ers released a new dataset for this task, wherein
original texts written by English learners were bor-
rowed from ICNALE (Ishikawa, 2011).

The input of this task is a pair consisting of the
learners’ text and a span indicating the feedback
comment’s location. The input text is written in En-
glish and tokenized. The span is provided as input
in this task, although it can be detected by gram-
matical error detection models. For example, the
sentence “It is a problem for health .” has
an error, which we can correct by replacing for to
of. The span is character-level and colon-separated,
and the position indicates a 0-indexed point be-
tween characters including whitespace. Therefore,
the span of this example is 16:19, wherein the start
position is 16 and the end position is 19.

The output of this task is feedback comment,
which must be informative beyond merely an in-
dication of ‘correct’ or ‘incorrect’. Furthermore,
specific words and phrases in feedback comments
are annotated using brackets. Grammar terms and
idiomatic patterns are bracketed using < >, whereas
quotations from the learner’s sentence are brack-
eted using << >>. Miscellaneous quotations and
words or phrases to highlight can be annotated
using ‘‘ ''. For example, the feedback com-
ment for the sentence in the last paragraph can be:
The <preposition> <<for>> should precede
a person. Simply use ‘‘of'' in this case.
The special output <NO_COMMENT> indicates that
the system cannot generate any reliable feedback

1https://github.com/shotakoyama/fcgtools
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comment. In this task, feedback comments are writ-
ten in English, while another choice is using the
learner’s native language as in Nagata et al. (2020).

The released dataset was split into training, de-
velopment, and test subsets, which contain 4868,
170, and 215 sentence pairs, respectively. Feedback
comments in the test dataset were not released dur-
ing the shared task period.

The BLEU (Papineni et al., 2002) score is
adopted as the automatic evaluation metric. To
incorporate the use of <NO_COMMENT> into the eval-
uation, task submissions are evaluated by BLEU-
based F1 score. The precision (P ), recall (R) and
F1 score are calculated as follows:

R : reference sentences (r1, r2, · · · ),
S : system outputs (s1, s2, · · · ),
S ′ = {si ∈ S|si ̸= <NO_COMMENT>},

P =
1

|S ′|
∑

i∈{i|si∈S′}
BLEU(si, ri),

R =
1

|R|

|R|∑

i=1

BLEU(si, ri),

F1 = 2× P ×R

P +R
.

3 Method

3.1 Data Cleaning

Because we found the training data contain many
annotation mistakes, we manually cleaned all er-
roneous feedback comments. 1,770 data sam-
ples (≈37%) were affected by this process.

3.1.1 Illegal Span
The start and end of the target’s span must corre-
spond to the start and end of a word, respectively.
For example, a span of 10:12 is correct for the
input “It is fun to me .”, whereas a span of
9:12 is illegal.

3.1.2 Wrong Annotation
Annotations using brackets must satisfy the bracket
correspondence. Illegal brackets (e.g., <verb>>
→ <verb>) and illegal quotations (e.g., 'of''→
‘‘of'') are corrected.

3.1.3 Others
Some trivial mistakes include grammatical errors
and the usage of non-ASCII characters. Please

refer to the source code for all modifications2.

3.2 Fine-Tuning Pre-Trained Models

Recently, many NLP studies have focused on the
use of pre-trained models that are trained on un-
labeled data. Pre-training and subsequently fine-
tuning is a simple and effective approach widely
adopted for low-resource NLP tasks. We fine-
tuned a Transformer decoder model, GPT-2 (Rad-
ford et al., 2019), and an encoder-decoder model,
BART (Lewis et al., 2020).

Because the model requires access to the target
position in the input, we added double brackets to
the target of feedback comment generation. For
example, if the input is “I agree the issue
.” and the span is 2:113, the model input is “I
<<agree the>> issue .”.

Figure 1 illustrates the use of the BART and
GPT-2 models for this task. Because the learner’s
sentence and feedback comment must be unified as
the input of the GPT-2 decoder, the two sentences
are concatenated with #4. In training, the GPT-2
model predicts entire concatenated sentences5.

3.3 Correcting Errors in Learners’ Sentences

Learners’ sentences may have many errors outside
of the target range, which can negatively impact
performance. For example, the input “I want go
<<to>> abroad .” has a non-targeted error and
would be modified to “I want to go <<to>>
abroad .”. To address this issue, we corrected any
non-targeted errors using GECToR (Omelianchuk
et al., 2020), one of the state-of-the-art grammatical
error correction models.

3.4 Appending a Correcting Operation

The GECToR model corrects errors by predicting
correcting operations, such as “delete” and “from
base form to -ing form”, which can benefit more
accurate feedback comment generation. We ex-
tracted the GECToR tag for the input sentence’s
target word, replaced it with a more intuitive form

2https://github.com/shotakoyama/fcgtools/blob/
main/fcgtools/cli/prepare.py

3This span indicates that this correction inserts a word (in
this case on) between agree and the.

4We tried various other separation tokens and found that
the token selection is not significant with regards to the perfor-
mance.

5In our preliminary experiments, conducting back-
propagation of both learner’s sentence and feedback comment
yielded better performance than that of only feedback com-
ment.
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GPT-2

BART Encoder BART Decoder

<s> Lose <<weight doing>> exercise . # Use a <preposition> of means.

Lose <<weight doing>> exercise . # Use a <preposition> of means. </s>

input

predict

Lose <<weight doing>> exercise . <s> Use a <preposition> of means.

Use a <preposition> of means. </s>

input

predict

Figure 1: GPT-2 and BART models for the feedback comment generation task.

GECToR tag tag
DELETE delete
REPLACE_* replace *
APPEND_* append *
TRANSFORM_AGREEMENT_PLURAL plural
TRANSFORM_AGREEMENT_SINGULAR singular
TRANSFORM_CASE_CAPITAL titlecase
TRANSFORM_CASE_CAPITAL_1 capitalcase
TRANSFORM_CASE_LOWER lowercase
TRANSFORM_CASE_UPPER uppercase
TRANSFORM_SPLIT_HYPHEN split hyphen
TRANSFORM_VERB_*_* from * to *

Table 1: Replacement rules of GECToR tag.

according to the rules listed in Table 1, and con-
catenated it with //. For example, the GECToR tag
for the input “You cannot stop <<to smoke>>
.” should be “TRANSFORM_VERB_VB_VBG”, and the
input would be converted to “You cannot stop
<<to smoke>> . // from VB to VBG”.

3.5 Filtering Out Irrelevant Outputs
Filtering represents a simple heuristic to improve
performance. If the quoted part in the feedback
comment does not appear in the input sentence,
the whole output is replaced with <NO_COMMENT>,
as the comment is obviously irrelevant. This pro-
cedure was introduced to prevent the score from
dropping. For example, when the model generated
the feedback comment “Since <<ahead>> is an
<adverb>, ...” for the input “I want to go
<<to>> abroad .”, this comment was filtered out
and replaced with <NO_COMMENT> because ahead

does not appear in the input sentence.

4 Experimental Setup

We used the dataset released by the shared task and
selected the best epoch for each training trial using
the validation dataset. We fine-tuned models for
100 epochs with saving checkpoints at five-epoch
intervals.

We used the cross-entropy loss, AdamW opti-
mizer (Loshchilov and Hutter, 2019) with a weight
decay of 0.01 and gradient clipping of 1.0, and a
learning rate of 0.0001 with a constant scheduler.

We employed BART small and GPT-2 small to
compare both models and GPT-2 large for the final
submission. We used NVIDIA A100 GPU with
40 GiB memory for all experiments and varied
the batch size for model size to ensure an efficient
use of the GPU memory. We set the maximum
tokens per batch to 2,000 for BART/GPT-2 small
and 250 for GPT-2 large, and accumulated every
four batches for BART/GPT-2 small and 32 for
GPT-2 large, thus setting the number of maximum
tokens for each step to 8,000.

5 Experimental Results

5.1 Comparison Between BART and GPT-2

First, we conduct experiments to compare the per-
formance of BART and GPT-2 and verify the effec-
tiveness of the methods introduced in Section 3.

Table 2 lists the average scores on the valida-
tion set obtained by the five models. Correcting
non-target errors (+ correction, § 3.3), appending

76



BART small GPT-2 small
fine-tuning 47.74 49.45
+ correction 47.36 50.23
+ operation 47.58 50.70
+ both 47.32 51.80

Table 2: Comparison between BART and GPT-2.

w/o filtering w/ filtering
fine-tuning 49.45 49.97
+ correction 50.23 50.71
+ operation 50.70 51.14
+ both 51.80 52.44

Table 3: Effect of filtering.

a correcting operation (+ operation, § 3.4), and ap-
plying both methods improves the performance of
GPT-2 and decreases that of BART. Furthermore,
GPT-2 performs better than BART in all settings.
Accordingly, we selected GPT-2 for the task sub-
mission.

5.2 Impact of Filtering
We verified the effectiveness of filtering (§ 3.5) on
GPT-2 small. Table 3 lists the average scores on
the validation set obtained by the five models. We
confirmed that filtering improves the performance
by approximately 0.5 points in every setting.

5.3 Final Submission
We compared the results obtained by GPT-2 small
and large, to determine the final submission. The
results listed in Table 4 represent the best scores
on the validation set obtained by the five models.
We adopted GPT-2 large, appending a correcting
operation and filtering for the final submission. In
the shared task, our final submission achieved 43.4
in F1 score on the blind test set.

6 Conclusion

In this paper, we described our system for the Gen-
Chal 2022 shared task. We employed five methods:
data cleaning, fine-tuning pre-trained models, cor-
recting errors in learners’ sentences, appending a
correcting operation, and filtering. We fine-tuned
BART and GPT-2 and then selected GPT-2 for sub-
mission. We verified that filtering <NO_COMMENT>
using a simple heuristic improves performance.
Our final submission was obtained using GPT-2
large with appending a correcting operation and
filtering without correcting non-target errors. Our

correction operation filtering small large
✓ ✓ 52.84 53.96
✓ ✓ 52.56 52.15

✓ ✓ 51.79 54.73
✓ ✓ ✓ 53.19 54.33

Table 4: Comparison between GPT-2 small and large.

system achieved an F1 score of 54.73 on the vali-
dation set, and 43.4 on the test set.
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Abstract
The purpose of feedback comment generation
is to provide useful feedback comments for a
wide range of errors in learners’ essays from
a language learning perspective. Since it is
difficult to obtain appropriate comments at
a practical level with rule-based or retrieval-
based methods, we explore neural-based gen-
erative methods with pre-trained models. We
further assume the effectiveness of consider-
ing grammatical terms in generating feedback
comments. Specifically, this paper proposes
T5-based models using predicted grammati-
cal terms, submitted to FCG GenChal, and
presents their results. By using correct gram-
matical terms, our model could improve the
BLEU score by 19.0 points, compared with the
baseline T5 without grammatical terms on the
development dataset. Furthermore, by using
predicted grammatical terms, our model could
improve the manual evaluation score by 2.33
points, compared with the baseline T5 without
grammatical terms on the test dataset.

1 Introduction

Feedback comment generation (FCG) for writing
studies is a task to generate explanations of why un-
grammatical sentences written by language learn-
ers are incorrect and on what basis a correction
was made. Related research has been mainly con-
ducted on the basis of a dataset published by Nagata
(2019). However, the accuracy, which is based on
manual evaluation (ME), so far is insufficient for
real-world use. One reason is that the data in the
dataset are not necessarily sufficient to cover all
error types and feedback comments. Since annotat-
ing feedback comments would require specialized
knowledge in writing, constructing larger datasets
is time-consuming and labour-intensive.

FCG GenChal (Nagata et al., 2021) targets the
generation of feedback comments for prepositional
errors. An example feedback comment for the
prepositional error is shown in the following.

Target sentence: I agree on the idea.

Feedback comment: «Agree on» indi-
cates that more than one person agrees
on a certain matter. <verb> «agree» to
find the <preposition> used to indicate
that the same idea is shared.

Here, the words marked by <> are grammatical
terms (GTs). Underlined words are the target word
with an error that the feedback comment is gener-
ated for.

To achieve this task, methods using an Encoder-
Decoder model, which generates feedback com-
ments from scratch, are considered effective be-
cause they can deal with various learners’ error
types even in unsophisticated settings. Therefore,
it is a good idea to develop the Encoder-Decoder
model for generating feedback comments.

State-of-the-art (SOTA) results have been
achieved in various natural language processing
tasks by using pre-trained models. However, there
has been no previous work on FCG using pre-
trained models. A logical concern is what level of
accuracy the SOTA pre-trained models can achieve
in FCG. In grammatical error correction, which is
highly related to FCG, methods using T5 (Raffel
et al., 2020) achieve good results. Thus, in this
work, we also utilize T5 for FCG.

The system can more easily generate a feed-
back comment when some words in the target feed-
back comment sentence to be generated are known.
One of such clue words for better generating feed-
back comments might be grammatical terms (GTs),
since commonly used GTs are limited, and it might
be possible to predict and use them to generate
feedback comments. However, no research has
focused on GTs for FCG.

Therefore, we propose the following procedure
for generating feedback comments in this study.
First, GTs to be used in the feedback comment are
selected. As several GTs are used in a feedback
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comment, this becomes a multi-label classification
task. Next, the selected GTs are used to generate
the feedback comment.

To predict GTs, we use RoBERTa (Liu et al.,
2019) because RoBERTa often achieves better ac-
curacy than other pre-trained models in the multi-
label classification task. T5 is then used to generate
feedback comments since it can be used for text-to-
text tasks.

The contributions of this research are therefore
as follows:

• We investigate the extent to which the use of
GTs improves the ME in FCG by using T5.

• We demonstrate the use of correct GTs using
the T5base model improves the BLEU (Pap-
ineni et al., 2002) score by 19.0 points on the
development dataset, and predicted GTs using
the T5base model improves the ME score by
2.33 points on the test dataset.

2 Related work

Grammatical error correction is closely related to
the FCG task. Rothe et al. (2021) have achieved a
high accuracy in grammatical error correction by
using a pre-trained generative language model, T5.
This suggests that FCG could also be handled by
T5.

A survey (Hanawa et al., 2021) of the methods
used in the FCG task investigated three methods:
retrieval-based, retrieve-and-edit, and simple gen-
eration. The survey shows that the simple genera-
tion method performs best in generating feedback
comments for prepositional errors and the retrieval-
based method alone cannot cope with various er-
rors present in the training examples in generating
feedback comments.

In generating feedback comments using a genera-
tive model, prompting the model with the predicted
GTs corresponding to the target error is likely to
guide the direction for the generation. However,
to the best of our knowledge, there have been no
studies taking such an approach to FCG.

3 Grammatical term prediction

3.1 Task definition and notations
This section describes the prediction task of GTs.
To define the task formally, we introduce the fol-
lowing symbols. The learners’ sentence, its length
(the number of tokens), and the i-th token are de-
noted by S, N and wi, respectively. That is, S =

Figure 1: Schematic diagram of multi-label classifica-
tion for GTs with RoBERTa.

w1, ..., wi , ..., wN . The span where to comment is
denoted by s,1 which indicates the position of sev-
eral consecutive words. The task input is defined
as x = (S, s). The GTs and their number in the
reference feedback comment y corresponding to
S are denoted by T and M , respectively. That is,
T = t1, ..., ti, ..., tM . Here, T is sorted in lexi-
cographic order. M = 0 means that y does not
contain any GTs. The grammatical term prediction
task is to predict T given x.

3.2 Prediction method

We use RoBERTa as the base model. Each input
word in S is transformed into the corresponding em-
bedding, which is then transformed into a context-
aware embedding by RoBERTa. The embeddings
of the words in s are then averaged and fed into
a linear layer. The GTs whose probabilities are
above a certain threshold θ are to be included as
the prompt used in feedback comment generation,
described in the next section. An overview of the
model is shown in Figure 1.

4 Feedback comment generation

In FCG, T5 is used as the base model to predict ŷ
given x and T . The input sequence to T5 is given
in the following format:

fbc: w1 ... [ ... wi ... ] ... wN <GTs> : t1
... ti ... tM

Here, a special token “fbc:”, which stands for a
feedback comment, is used as a prompt to train the
T5 model. The target span s is marked by square
brackets. Predicted GTs for S are listed after S
with another special token “<GTs>”.

1These spans are referred to as offsets in the shared task.
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Data Instances Sent toks. Com toks.

Train 4868 110906 127439
Dev. 170 3142 4516
Test 215 4446 -

Table 1: Statistics of the dataset. Instances, sent toks.,
and com toks. denote the number of instances, tokens
in learners’ sentences and tokens in reference feedback
comments, respectively. The information for the ref-
erence feedback comments in the test dataset is not
included because FCG GenChal participants cannot get
access to them.

5 Experiments

5.1 Dataset and metrics

We used the shared task data (Nagata et al., 2021).
The data was originally divided into three sets,
which are training, development, and test sets, by
the FCG Organizers. The statistics of the dataset
are shown in Table 1. The training dataset was
used for fine-tuning RoBERTa and T5. The devel-
opment and test datasets were used for evaluating
the methods for FCG.

For grammatical term prediction, considering the
relatively small size of the data, we used only the
top 10 most frequent GTs and discarded the others.
The top ten most frequent GTs are <preposition>,
<verb>, <noun>, <object>, <transitive verb>, <in-
transitive verb>, <to-infinitive>, <noun phrase>,
<adjective>, and <to infinitive>.2 For evaluation of
grammatical term prediction, only the development
dataset was used.

The precision, recall, and F1 of ME, and BLEU
(N=4) are the evaluation measures used in accor-
dance with FCG GenChal. The ME scores are
based on the human judgment of whether a system
output is correct or not. More details are found on
the page of the FCG GenChal task description.3

Since all values of precision, recall, and F1 are
the same, only F1 is listed in the table. GTs (full)
means the case using all GTs rather than only top-
10 GTs.

To evaluate grammatical term prediction, we
used exact match ratio (EMR), which indicates
the percentage of instances that have all their labels
classified correctly. In addition, we used micro
averaged precision, recall, and F1 with GTs as a

2In these experiments, <to-infinitive> and <to infinitive>
were used as separate terms.

3https://fcg.sharedtask.org/task/

Data Method BLEU ME

Dev.

T5small 47.6 -
T5small + predicted GTs (top-10) 45.9 -
T5base 49.6 -
T5base + predicted GTs (top-10) 49.0 -

T5small + correct GTs (top-10) 61.0 -
T5small + correct GTs (full) 64.7 -
T5base + correct GTs (top-10) 63.0 -
T5base + correct GTs (full) 68.6 -

Test

Baseline system 33.4 31.16
T5small + Predicted GTs (top-10) 46.0 56.28
T5base - 58.14
T5base + Predicted GTs (top-10) - 60.47

Table 2: Feedback comment generation results on the
development and test datasets. ME: manual evaluation.

unit.

5.2 Hyperparameters

Grammatical term prediction The RoBERTa
model used in the experiments was roberta-large.4

We tuned the learning rate from 0.00001, 0.00003,
and 0.0001, and the threshold θ with the highest
EMR on the training dataset. The learning rate was
fixed to 0.00003 and the threshold θ was fixed to
0.68604184.

AdamW was used as the optimisation function.
A batch size of 8 was used and a drop-out rate of
0.1 was used for each linear layer. The maximum
sentence length was set to 256. We added one
linear layer not included in RoBERTa, with a size
of 1024 × 10. The hidden layer size of roberta-
large is 1024 and the number of GT types is 10. No
drop-out was applied to the linear layer. Each word
was lowercased. The number of epochs used for
training was 5. We applied a weight to each GT
label when calculating the loss for it. We used the
inverse document frequency (IDF) of each label
as the weight and calculated it within the training
dataset.

Feedback comment generation The T5 model
used in the experiments was T5small and T5base.5

A learning rate of 0.0001 was used. AdamW was
used as the optimisation function. A batch size of
8 was used and a drop-out rate of 0.1 was used for
each linear layer. The maximum sentence length
was set to 512. Each word was lowercased. The
number of epochs used for training was 50. “GTs”,
“`”, “``”, “´´”, “«”, “»”, “<” and “>” were added
to the T5 dictionary as special tokens.

4https://huggingface.co/roberta-large
5https://huggingface.co/docs/transformers/model_doc/t5
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EMR P R F

8.23 44.68 42.61 42.65

Table 3: Grammatical term prediction results on
the development dataset. EMR=exact match ratio,
P=micro averaged precision, R=micro averaged recall,
and F=micro averaged F1-measure.

Figure 2: Precision and recall for each label in gram-
matical term prediction; blue bars are precision and red
bars are recall. The number in brackets next to the label
indicates the number of occurrences on the development
dataset.

5.3 Results

The results for the FCG are shown in Table 2. The
table shows that T5small using correct GTs (top-10
and full) improves the BLEU score by 13.4 and
17.1 points on the development dataset, respec-
tively. We also found that T5base using correct
GTs (top-10 and full) improves the BLEU score by
13.4 and 19.0 points on the development dataset,
respectively. Furthermore, T5base using predicted
GTs improves the ME score by 2.33 points on the
test dataset. This indicates that incorporating pre-
dicted GTs in FCG is beneficial for T5.

The results of grammatical term prediction are
shown in Table 3. The table shows the multi-
labelling performance of the submitted model on
the development dataset.

We independently investigated the precision and
recall for each GT in the top 10 most frequent
words. The results are shown in Figure 2 (Since
<to infinitive> was not present in the development
dataset, it was not included in the target GTs to
be predicted and is excluded from the figure). The
figure shows that the precision and recall for each
GT do not depend on its frequency in the training
dataset. The highest precision and recall are for
<preposition>, followed by <verb>, <noun>, and
<to-infinitive>. The high prediction performance
for <to-infinitive> would be related to the ease of

Reference The <compound preposition> «because of»
should be followed by a <noun>. «Of» is
unnecessary when a <clause> follows.

Our Model The <compound preposition> «because of»
should be followed by a <noun>. «Of» is
unnecessary when a <clause> follows.

Predicted GTs <noun> <preposition>

Reference When a <noun> is qualified by another
<noun> that follows, a <preposition> is
necessary between the two nouns. Think of
the most common <preposition> of associ-
ation.

Our Model The <preposition> to indicate the direc-
tion of negative influence is missing. Look
up the use of the <noun> «future» in the
dictionary and add the appropriate <prepo-
sition>

Predicted GTs (no output)

Table 4: Case study: Two qualitative examples; one for
which the model predicted the GTs <noun> and <prepo-
sition>, and one for which the model failed to predict
any GTs (no output). In the top example, only the GT
<noun> was successfully predicted and the generated
feedback comment was correct. In the bottom exam-
ple, no GTs were predicted and the generated feedback
comment was incorrect.

predicting the error type in an English sentence.
When we find a case of two consecutive verbs or ‘to
infinitive’ + the ‘ing’ form of a verb in a sentence,
we can simply determine there is an error in it.

6 Case study

We investigated whether our model could gener-
ate correct feedback comments with the predicted
GTs in the development dataset. Table 4 shows
examples where our model produced correct and
incorrect feedback comments in the top and bottom
rows, respectively. In the top example, while our
model correctly predicted <noun>, it also incor-
rectly predicted <preposition>, a GT similar to the
correct <compound preposition>. In the bottom
example, it did not predict any GTs, and as a re-
sult, gains no benefit from them and generates an
incorrect feedback comment.

7 Conclusion

We explored neural methods for FCG using pre-
trained models. In this study, we showed predict-
ing the GTs and using them in generating feedback
comments can be useful for feedback comment
generation with T5. The results also suggested that
further improvement in grammatical term predic-
tion would be beneficial for FCG.
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Abstract
We held our 5th annual AIWolf international
contest to automatically play the Werewolf
game “Mafia”, where players try finding liars
via conversations, aiming at promoting develop-
ments in creating agents of more natural conver-
sations in higher level, such as longer contexts,
personal relationships, semantics, pragmatics,
and logics, revealing the capabilities and limits
of the generative AIs. In our Natural Language
Division of the contest, we had six Japanese
speaking agents from five teams, and three En-
glish speaking agents, to mutually run games.
By using the game logs, we performed human
subjective evaluations and detailed log analysis.
This paper is jointly written by the organizers
and the participants. We found that the entire
system performance has largely improved over
the previous year, due to the recent advantages
of the LLMs. However, it is not perfect at all
yet; the generated talks are sometimes inconsis-
tent with the game actions, it is still doubtful
that the agents could infer roles by logics rather
than superficial utterance generations. It is not
explicitly observed in this log but it would be
still difficult to make an agent telling a lie, pre-
tend as a villager but it has an opposite goal
inside. Our future work includes to reveal the
capability of the LLMs, whether they can make
the duality of the “liar”, in other words, hold-
ing a “true” and a “false” circumstances of the
agent at the same time, even holding what these
circumstances look like from other agents.

1 Introduction

Recent achievements of generation models, e.g.
ChatGPT (OpenAI, 2023), are gathering greater

∗Correspondence to kano@kanolab.net

attentions. However, it is not fully investigated
whether such a huge language model can suffi-
ciently handle coherent responses, longer contexts,
common grounds, and logics. Our shared task,
AIWolfDial 2023, is an international open contest
for automatic players of the conversation game
“Mafia”, which requires players not just to commu-
nicate but to infer, persuade, deceive other players
via coherent logical conversations, while having
the role-playing non-task-oriented chats as well.
AIWolfDial 2023 is one of the INLG 2023 Gen-
eration Challenges for this year. We believe that
this contest reveals not just achievements but also
current issues in the recent huge language mod-
els, showing directions of next breakthrough in this
area.

“Are You a Werewolf?”, or “Mafia” (hereafter
“werewolf game”), is a communication game con-
ducted solely through discussion. Players must
exert their cognitive faculties fully in order to win.
In the imperfect information games (Bowling et al.,
2015), players must hide information, in contrast
to perfect information games such as chess or Go
(Silver et al., 2016). Each player acquires secret
information from other players’ conversations and
behavior and acts by hiding information to accom-
plish their objectives. Players are required persua-
sion for earning confidence, and speculation for
detecting fabrications.

We propose to employ this werewolf game as a
novel way of evaluations for dialog systems. While
studies of dialog systems are very hot topics re-
cently, they are still insufficient to make natural
conversations with consistent context, or with com-
plex sentences. One of the fundamental issues is
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a lack of an appropriate evaluation. Because the
Werewolf game forces players to deceive, persuade,
and detect lies, neither inconsistent nor vague re-
sponse are evaluated as “unnatural”, losing in the
game. Our werewolf game competition and evalua-
tion could be new interesting evaluation criteria for
dialog systems, but also for imperfect information
game theories. In addition, the werewolf game al-
lows any conversation, so the game includes both
task-oriented and non-task-oriented conversations.

We have been holding an annual series of com-
petition to automatically play the Werewolf game
since 2014 (Toriumi et al., 2017), as the AIWolf
project 1. Our competitions were linked with other
conferences such as the competitions in IEEE Con-
ference On Games (CoG), ANAC (Automated Ne-
gotiating Agents Competition) (Aydoğan et al.,
2020)(Lim, 2020) in International Joint Confer-
ence on Artificial Intelligence (IJCAI), Computer
Entertainment Developers Conference (CEDEC),
etc., in addition to our AIWolfDial 2019 workshop
at INLG 2019 (Kano et al., 2019). These mean
that our contests attract interests from communities
of many areas including dialog system, language
generation, task- and non-task-oriented conversa-
tions, imperfect information game, human-agent
interactions, and game AI.

We have been providing two divisions in the
contests: the protocol division and the natural lan-
guage division. The protocol division uses our
original AIWolf protocol which is designed for
simplified language specific to the Werewolf game
player agents. In the natural language division,
player agents should communicate in the natural
languages (English or Japanese). The natural lan-
guage division is simple and natural goal of our
project, but very difficult due to its underlying com-
plexity of human intellectual issues. We focus on
this natural language division in this report.

In the natural language division of our contest,
we ask participants to make self-match games as
preliminary matches, and mutual-match games as
final matches. Agents should connect to our server
to match, i.e. participants can run their systems in
their own servers even if they require large compu-
tational resources. The game logs are evaluated by
human subjective evaluations.

Eight agents of seven teams participated in this
AIWolfDial 2023 shared task. Because our games
are held by five players, we held a mutual match

1http://aiwolf.org/

game in the Japanese language by six agents from
five teams, and another mutual match game in the
English language by three teams.

In the following sections, we explain the game
regulations of the AIWolf natural language divi-
sion in Section 2, detailed system designs for each
agent in Section 3, results of subjective evaluations
in Section 4.2 followed by discussions in Section 5,
finally conclude this paper in Section 6. This paper
is jointly written by the organizers and the partici-
pants, i.e. Section 3 is written by each participant,
the other sections are by the organizers, thus “we”
stand for the organizers except for i.e. Section 3.

2 Werewolf Game and Shared Task
Settings

We explain the rules of the werewolf game in this
section. While there are many variation of the
Were-wolf game exists, we only explain the our
AIWolfDial shared task setting in this paper.

2.1 Player Roles

Before starting a game, each player is assigned a
hidden role from the game master (a server system
in case of our AIWolf competition). The most
common roles are “villager” and “werewolf”. Each
role (and a player of that role) belongs either to a
villager team or a werewolf team. The goal of a
player is for any of team members to survive, not
necessarily the player him/herself.

There are other roles than the villager and the
werewolf: a seer and a possessed. A seer belongs
to the villager team, who has a special talent to
“divine” a specified player to know whether the
player is a human or a werewolf; the divine result
is notified the seer only. A possessed belongs to the
villager team but his/her goal is win the werewolf
team.

A game in the AIWolfDial 2023 shared task have
five players: a seer, a werewolf, a possessed, and
two villagers.

2.2 Day, Turn and Winner

A game consist of “days”, and a “day” consists of
“daytime” and “night”. During the daytime phase,
each player talks freely. At the end of the daytime,
a player will be executed by votes of all of the
remained players. In the night phase, special role
players use their abilities: a werewolf can attack
and kill a player, and a seer can divine a player.
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In the shared task, Day 0 does not start games but
conversations e.g. greetings. A daytime consists
of several turns; a turn is a synchronized talks of
agent, i.e. the agents cannot refer to other agents’
talks of the same turn. We set a maximum limit of
ten turns per day in AIWolfDial 2023.

The victory condition of the villager team is to
execute all werewolves, and the victory condition
of the werewolf team is to make the number of
villager team less than the number of werewolf
team.

2.3 Talk

An AIWolf agent communicates with an AIWolf
server to perform a game. Other than vote, divine,
and attack actions, an agent communicates in natu-
ral language only.

We intend to design our shared task to be played
by physical avatars in real time in future, rather than
to limit to communications in the written language.
Therefore, a talk text should be able to pronounce
verbally, while symbols, emojis, and any other non-
pronounceable letters are not allowed.

Because of the same reason, we set the maxi-
mum response time to be five seconds in the prior
contests. However, we set the response timeout
to be five minutes in this year, because we ex-
pected that many participants would use external
web APIs such as ChatGPT, which could cause
longer response time. We hope to shorten this talk
timeout again in future.

In this text-base multiple player game, it is not
clear that an agent speaks to which specific agent,
or speaks to everyone. Human players can use their
faces and bodies to point another player. In order
to specify which agent to speak to, an agent may
insert an anchor symbol (e.g. “>>Agent[01]”) at
the beginning of its talk.

Player agents are asked to return their talks agent
by agent in a serial manner, which order is ran-
domly changed every turn. This is different from
the humans’ verbal turn taking in that humans can
speak (mostly) anytime.

3 Participant Systems

Six agents from five teams participated our shared
task in the Japanese language, which agent names
are am, ChatWolf, k2b ara, k2b shigemura,
kanolab, sUper IL). Three agents from three
temas participated in the English language, which
agent names are HowlGPT, MIV, and kanolab,

where kanolab is their English version of their
original Japanese agent. Most of the agents used
ChatGPT in their system, while its usage is dif-
ferent between the agents; ChatWolf uses another
LLM, am employed a rule-based system.

We, the organizers, provided a template agent
code in Java and Python, in addition to the server
codes.

We describe each participant system in an alpha-
betical order in the following subsections. where
“we” stands for the corresponding participants, only
limited in this section.

3.1 am

am is created by Mikio Abe, and Akihiro Mikami
in Yamagata University.

We used an agent by m cre2, the runner-up in
the Natural Language Division of the 4th AIWolf
Competition held in 2018, which was a rule-based
agent system. For natural language analysis, m cre
use the morphological analyzer ”Juman3”, ”KNP4”
which performs syntactic analysis, case analysis
and reference resolution of Japanese sentences, and
a dictionary to which we added special words that
appear in Werewolf games. Our goal was to build
an agent that could speak naturally like a human
by adding the utterance patterns to the m cre agent,
which are seen in a Werewolf game between hu-
mans. We have added the following five elements.

The reaction against a CO of Seers When an-
other player makes a CO (Coming Out of roles) of
Seers, our agent responds to that player.

The reaction against a report of divination re-
sults When another player makes a report of div-
ination results, our agent responds to that player.

The utterance declaring the candidates for vot-
ing at the end of the day Our agent declares who
to vote for at the end of the day.

The utterances when distressed If there is noth-
ing to say, our agent says something like ”ummm”.

The questions that follow the flow of the game
Our agents speak when they have a question about
a game situation. For example, we ask other agents
who is the Seer at the beginning of the day, or we
ask the agent who divined our agent why he divined
us.

2https://github.com/mcre/aiwolf-4th-nlp
3https://nlp.ist.i.kyoto-u.ac.jp/?JUMAN
4https://nlp.ist.i.kyoto-u.ac.jp/?KNP
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3.2 ChatWolf

ChatWolf was developed by Hisaichi Shibata,
Soichiro Miki, Yuta Nakamura of the University of
Tokyo Hospital.

3.2.1 Design

We designed the agent to have two models: the
talk model and the voting model. The talk model
can talk with other agents while the voting model
can vote (including attack voting) for the other
agents. These models run separately, and respond
to queries from the game server. We did not
handle the divination in the game with models
and ChatWolf divines other agents at random.
We adopted one of the LLMs (Large Language
Models) open to the public from CyberAgent
(Open-Calm-7b5) both for the talk model (we
used AutoModelForCausalLM in hugging
face transformers) and the voting model (we used
AutoModelForSequenceClassification
in hugging face transformers). Each model con-
tains approximately 7 billion parameters. For the
talk model, to adapt the LLM to the Werewolf
game, we executed a LoRA (Low-Rank Adaption
for LLM (Hu et al., 2021)) tuning with Japanese
Werewolf game logs6 newly collected by the
developers of ChatWolf. To systematically collect
the game logs, we developed UTRAD Werewolf,
which is a web browser-based platform to play
the Werewolf game with or without artificial
intelligence agents. We collected 48 game logs
(not open to the public). For details of the
log collection, see (Shibata et al., 2023). For
conditional text generation with the talk model,
we enabled the sampling to generate diverge
texts. The temperature of the sampling was
experimentally set to 0.7 and the repetition penalty
to 1.05. For the voting module, which can interpret
intermediate Werewolf game logs in Japanese
and vote for agents to attack or eliminate, we
attached a classification head on the LLM and
trained parameters in it with the same logs. The
training method with the classification head is well
known as transfer learning whereas LoRA is one
of the fine-tuning methods. The prompt (input)
to the both models contained instructions of the

5https://huggingface.co/cyberagent/open-calm-7b
6The log collection was partially supported by JST, CREST

Grant Number JPMJCR21M2, including the AIP challenge
program (Necessary conditions that personal claims are objec-
tive facts; PI: H. Shibata), Japan. We thank many participants
who played Werewolf again and again to generate game logs.

game, the latest 15 talks by all the participants,
the role and agent number of ChatWolf, and the
previous voting result if it exists. We executed the
inference with those models on a single NVIDIA
RTX-A6000 graphics processing unit with 48 GB
memory.

3.2.2 Background of ChatWolf design
Because the evaluation criteria of the regulation for
the natural language division do not refer to the
win ratio of the Werewolf game, we decided to give
priority on fluently talking natural language than to
wining the game.

If we adopt GPT-4 (Generative Pre-trained Trans-
formers 4; (OpenAI, 2023)) a.k.a. ChatGPT7, it
is expected to very fluently talk natural languages.
However, we specified disadvantages of GPT-4 as
follows:

• The tuning of the agents ends up in prompt-
engineering and not very interesting.

• Many teams would participate in the contest
with GPT-4. In the case, agents powered by
GPT-4 must be highly tuned up to differentiate
with the other GPT-4-based agents.

• Agents powered by GPT-4 could not be signif-
icantly novel.

• Should the server of GPT-4 be temporarily
down, we cannot play the game at all.

On the basis of this insight, we decided to develop
ChatWolf running on a local computer.

3.3 HowlGPT

HowlGPT is, when boiled down, a simple 3 layer
chain-of-thought reasoner.

At the lowest layer are the language models. An
abstraction layer allows our system to direct tem-
plated patterns of (recursive) queries either to a
locally running transformer, a distributed ”Petals”
backend, or the OpenAI API (gpt-3.5-turbo-16k).

Context lengths are fixed to 8K tokens for pre-
fix input and 8K generation when using OpenAI.
Chunk sizes of 16-64 are used for top-k generation.
These calls are used for ”large context” reasoning
and decision making.

Local models are used for reasoning
and decision-making. Local models de-
ployed include: mpt-7b-storywriter,

7https://chat.openai.com/auth/login
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mpt-7b-instruct, gpt-medium,
gpt-xxl, Nous-Hermes-13b,
vicuna-7b-1.1.

For local models, context lengths are sized ap-
propriately to the model in use.

Different models were used for their different
strength. For example, gpt and bloom are largely
used for knowledge-management and summariza-
tion while mpt is used for introducing creative
elements to roleplay effort and Nous is used for
”smaller context” commonsense reasoning.

At the second layer, calls to/between these mod-
els are coordination by a query language runtime.

Two or three values from a large table of ”char-
acter descriptors” are chosen for each instance, to
give the agent some personality direction. An ini-
tial description and small ”backstory” is generated
for the instance character and given along with each
query to the language models.

Four ”temperature” values are also chosen ran-
domly - these are used to control sampling and
beam search for queries. These values are a ”sum-
marization” temperature which controls sampling
for internal summarization processes, a ”thought”
temperature which controls sampling during chain-
of-thought queries, a ”choice” temperature (fixed
to 0 for the competition play but allowed to vary
during training) which controls temperature when
making vote decisions, and a ”talking” temperature
for variability of spoken statements. (This makes
agents less predictable and their roles less identifi-
able to other agents.)

A simple sockio.aio socket is opened to the game
server and a small FSM handles the game proto-
col messaging. The events observed are translated
from their json representation into english represen-
tations, embedded and saved into a knowledge re-
trieval store, and stored in in-memory structures for
use in prompt constructions. Whenever new conver-
sation is seen, or new context is integrated, lengths
of queries are re-checked to confirm that they still
fit within the language model context widths. If
thresholds are passed (for example, 80% of the gpt-
3.5-turbo-16k’s 8k input window is consumed) then
the agent summarizes existing context information
before appending the newly received information.

A third RNN model layer is used as a supervi-
sory, to modify/reject any outputs from the models
which are deemed likely low quality or otherwise
problematic. This supervisory layer was trained
with a combination of self-play and human super-

vision.

3.4 k2b ara

k2b ara is created by Takuya Okubo, Kazuki
Takashima, Tomoya Hatanaka, Mami Uchida, Rei
Ito in the University of Tokyo.

We have developed an agent that performs the
following functions using BERT (Devlin et al.,
2018), GPT-3 (text-davinci-003) and GPT-4 (gpt-4-
0613) (OpenAI, 2023).

• Infer roles

• Plan strategies

• Accept or reject requests

• Answer questions

To actualize these features, our agent is com-
posed of eight different modules:

RoleEstimationModule Estimates the role dis-
tribution of each agent based on game information
(the number of each role, talk content, and divina-
tion results if available) utilizing BERT8. It con-
siders the sum of attentions from the other tokens
to the first token ([CLS]) across all 12 multi-head
attention layers in BERT as the basis for these esti-
mates and makes a list of word-attention pairs for
other modules to use9.

RoleInferenceModule Infers the roles of each
agent by GPT-4, which is given the estimation ba-
sis (a list of word-attention pairs obtained from
the fine-tuned BERT model above) and an certain
agent’s role distribution derived from the RoleEsti-
mationModule. It receives a list of word-attention
pairs as the basis for inference, selecting the top 10
phrases from this list as the rationale. Then, it gets
the response (inference result) from the GPT-4 with
the prompt, which includes the above rationale, fol-
lowed by an additional prompt, ”Please infer the
agent’s role based on the above information and
state the logical reason why you think so.”

8we used a pretrained model https:
//huggingface.co/cl-tohoku/
bert-base-japanese-whole-word-masking
and fine-tuned it with about 500 werewolf game
logs scraped from an online werewolf game server
https://ruru-jinro.net/

9i.e. if ”hello, I divined Agent[01] were-
wolf” is in the talk history, then the list includes
[(”hello”,0.01),(”I”,0.03),(”divined”,0.9),(”Agent[01]”,0.1),
(”werewolf”,0.7)]
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StrategyModule Determines whom to vote for,
whom to divine, and how to persuade other agents
with GPT-4, based on the role estimation results
obtained from RoleEstimationModule and Role-
InferenceModule. For instance, it selects the agent
with the highest probability of being a werewolf
or a possessed as the voting target calculated by
RoleEstimationModule, and generates the reason
for the role estimation using RoleInferenceMod-
ule. These information are then provided to GPT-4,
with an additional prompt, ”Based on the above
reasons, please persuade other agents to vote for
Agent[number].”, to generate a persuasive sentence.
The divination target is also chosen as the agent
with the highest probability of being a werewolf or
a possessed.

RequestProcessingModule Categorizes the re-
quests from others into three types (whom to vote
for, whom to divine, or other requests) using GPT-3
with few shot prompt, such as ”Q: Shall we vote
for Agent[01] A: whom to vote for”, ”Q: Would
you mind divining Agent[01] next? A: whom to
divine” and ”Q: Could you believe me a villager?
A: other requests”. Then, it determines whether to
comply with the request using the StrategyMod-
ule and RoleEstimationModule and generates the
response based on rule-based procedures.

QuestionProcessingModule Classifies the ques-
tions from others into four types (past behaviour,
future plan, its role prediction, and other questions)
with GPT-3 with few shot prompt, such as ”Q: Who
do you think as a posessed? A: other requests”,
”Q: Why did you vote him? A: whom to vote
for” and ”Q: Could you tell me the reason you
divined Agent[01]? A: whom to divine”. Then, it
determines the response to the question using the
StrategyModule and RoleEstimationModule and
generates the response based on rule-based proce-
dures.

InfluenceConsiderationModule Determines
whether the statement of a certain agent is directed
at itself using GPT-3 with few shot prompt, such
as ”Q: I think Agent[01] is a werewolf A: no”, ”Q:
please believe me a seer! A: request” and ”Q:
Who do you all vote for? A: question”. If it’s
a request or a question, then calls RequestPro-
cessingModule or QuestionProcessingModule
respectively and returns the response to its caller.

SpeakerModule Transforms personality-less
speech content into personality-rich speech content
using GPT-4.

IntegrationModule Integrates above seven mod-
ules and then sends information to the server. For
instance, when in the talk phase, this module selects
speech content from InfluenceConsiderationMod-
ule if it is not empty. Otherwise, it selects speech
content from StrategyModule. Then, it enriches
the speech content with SpeakModule and send
it to the server. When in the vote phase (divine
phase), it asks StrategyModule for whom to vote
for (divine) and send it to the server.

3.5 k2b shigemura

k2b shigemura is created by Soga Shigemura,
Tomoki Fukuda, and Masahiro Wakutani in the
University of Tokyo.

3.5.1 Design

We utilized a mixed model approach, using both
gpt-4-0613 and gpt-3.5-turbo-0613,
which are OpenAI’s models10. This allowed
us to leverage the precision of GPT-4 and the
speed of GPT-3.5. In terms of parameters, we
found that the best results were achieved by
retaining default values, aside from max tokens
which we set at 300 (temperature=1.0,
top p=1.0, presence penalty=0,
frequency penalty=0). With the exception
of prompts related to conversational expressions,
most of the prompts are written in English. This
is because prompts in English tend to have higher
accuracy and logical coherence, while prompts
related to conversational expressions in Japanese
are better conveyed in Japanese, resulting in
greater naturalness and creativity by using the
same language.

We also incorporated the OpenAI’s Function
calling feature, which was made public in June
202311. This Function calling feature can prevent
unintended responses when making requests to
OpenAI’s API, by sending a list of functions spec-
ified with JSON schema12 that defines the types
(such as string, integer, enum) as parameters.

10https://platform.openai.com/docs/models/overview
11https://openai.com/blog/function-calling-and-other-api-

updates
12https://json-schema.org/understanding-json-schema/
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3.5.2 Model
Conversation Summarization Model Since it
was impossible to incorporate all game conversa-
tion into the prompt, we developed a Conversation
Summarization Model using gpt-3.5-turbo
to summarize each agent’s statement. To prevent
usage of the term ”agent” within the dialogue and
to simplify the conversation history, we converted
“Agent[01]” to “[1]” in advance, for example, then
reverted “[1]” back to “Agent[01]” after LLMs
processed. Inserting this Conversation Sum-
marization Model allowed us to transform self-
perspective statements like “I AM ABSOLUTELY
THE SEER!” into sentences like “Agent[01] claims
to be the seer.” This adjustment reduced the influ-
ence of blindly trusting other agents’ statements
when generating our own dialogue or making de-
cisions. It also prompted the addition of logical
coherence to our statements, such as “... because
Agent[03] has revealed Agent[05] as innocent”.

Dialogue Generation Model We employed GPT-
4 for dialogue generation to ensure logical coher-
ence and richness of expression. We provide the
following information to the model:

• Explanation of the rules of the werewolf game

• Each agent’s survival status

• Divination results

• Voting results

• The agent’s role and recommended behavior
in the current situation

For example, if it is the first day as a seer, this
agent should announce its divination results. If it
is the first day as a villager, this agent would wait
for the seer’s results. In case of a werewolf or a
possessed, if no other agent has claimed the seer
role, then this agent should claim to be the seer.

Instead of including all the “if” conditions in
the prompt, we varied the prompt depending on
the game situation. This is because LLMs are not
proficient at handling conditional branching.

Initially, our agent primarily make non-
committal and vague statements, such as “More
information is needed,” or “Let’s discuss this care-
fully.” In response to this, we have add prompts
to express doubts about other players even when
the agent is not completely sure in scenarios with
limited information. By doing this, our agent could

influence the dynamics of the game and stimulate
more revealing interactions, which in turn could
lead to more data for making informed decisions.

Action Decision Model This model is used for
making decisions such as voting, determining the
victim as a werewolf and a divination target as
a seer. We utilized the OpenAI’s Function call-
ing feature, which can limit the type of response,
to avoid selecting dead players or giving non-
committal answers like “I cannot decide which
agent to vote due to a lack of information”. The
information provided to this model is the same as
our Dialogue Generation Model.

3.5.3 Discussion

Utilizing the functionalities of GPT-4, our model
could generate statements that were both natural
and logical, such as “If Agent[02] were a were-
wolf, they wouldn’t engage in such conspicuous
behavior,” and “Both Agent[01] and Agent[02]
claim to be the seer, but they both present the
same results, leaving us in a dilemma over whom to
trust.” These instances demonstrate the advanced
language understanding and generation capabilities
of the model.

There were no agents that performed prompt in-
jection in this tournament. However, we aim to
incorporate countermeasures in upcoming compe-
titions. Nevertheless, it is conceivable that such
practices may be prohibited by the rules from the
beginning.

In future, a primary obstacle to achieving our
goal of humans and AI playing the Werewolf game
competitively is the latency often associated with
Large Language Models (LLMs) and machine
learning technologies. For reference, our agent cur-
rently takes approximately 15-30 seconds to gener-
ate a complete statement. Yet, by using stream set-
ting (in OpenAI’s API, stream=True), we can
have statements generated incrementally, thus mini-
mizing the waiting time for humans, irrespective of
whether they are communicating in text or speech.
We believe that the day when AI and humans can
play the Werewolf game without interruption is not
too distant.

3.6 kanolab

kanolab is created by Neo Watanabe, Kaito
Kagaminuma, and Yoshinobu Kano in Shizuoka
University.
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We focused on the two main features of Chat-
GPT: its ability to generate fluent natural language,
and its ability to perform some inference. We ex-
plain our game behaviors below, i.e. talk, vote,
attack, and divine in this order.

3.6.1 GPT-4 and its settings
We used GPT-4 with setting parameters to model
= gpt-4-0613, temperature = 0.7,
top p = 0.75, frequency penalty = 2,
max tokens = 300, leaving other parameters
at their defaults.

3.6.2 talk
In the talk behavior, the prompts were given five
elements to generate natural conversation in the
Werewolf game: character setting, game strat-
egy, game conversation examples, conversation
history, and instructions regarding the specific
content of speech.

character settings This prompt includes name,
nickname, gender, personality, hobbies, and oc-
cupation; name specifies the Agent’s name, and
nickname specifies the name by which the agent
is called by other agents, such as Agent[01]; The
other gender, personality, hobbies, and occupation
are randomly selected from our predefined ones.

game strategy This prompt includes prompts im-
portant for the game to proceed strategically, such
as Werewolf game roles and number of roles, as-
signed role, strategic direction, and specific strat-
egy.

The werewolf game roles and number of roles
prompt is in the form of “Villager:1, Possessed:1”
to clarify the roles assigned in the game and how
many people are in them. assigned role includes
a prompt as Your position is villager. There was
a concern that the agent would openly disclose
(come out) his or her role, especially problematic
in possessed and werewolf ; we give a prompt as
seer if possessed assigned, and villager if werewolf
assigned to avoid such behaviours.

The strategic direction prompt is “Lead the vil-
lagers to victory by what you say.” when villager
or seer is assigned, and “Lead the Werewolf camp
to victory with your statement” when possessed or
werewolf are assigned.

The specific strategies prompt includes strategies
that are generally known to be effective in the were-
wolf games in order to encourage rational behavior.
We give two strategies: if there are more than two

seers come out, the following one divines the same
player; When there are multiple seers, players vote
around the agent who comes out as a seer.

werewolf game conversation examples This is a
few-shot prompting to give five or around examples
from the logs of the past werewolf games, expect-
ing that the use of anchors and ways of speech
during game behavior are learned.

conversation history We give the all agents’ pre-
vious conversation history as a prompt, aiming at
contextualizing the conversation with other agents.
Because the input token length of ChatGPT is 4096,
we make a summary of the conversation history
when the token length of the conversation history
exceeds every 1000 tokens, excluding last five talks;
this summary is incrementally generated by another
GPT-4, inputting that latest conversation history
and the previous summary if any exists. The main
GPT-4, which is in charge of generating talks, is
given the summary and a part of conversation his-
tory which is not summarized yet. We also give
information which agents are exit from the game
by votes and attacks.

specific speech instructions We give instruc-
tions on what kind of speech we wanted the agents
to say. For example, on Day 0, the participants are
not engaged in a conversation about the Werewolf
game but in the greeting phase with other agents,
so they are prompted to greet everyone before the
game. From Day 1, the agents are expected to en-
gage in conversations related to the Werewolf game,
so we give the following prompts: organizing the
situation based on the conversation history, pre-
dicting the positions of other agents and discussing
who can be trusted, soliciting opinions from other
agents, not repeating the same conversation, and
being logical in what you say. When seer is as-
signed, we asked to speak that “As a result of the
fortunetelling, Agent[01] was white. Please tell
this result to the other players” in the first talk of
the day from the first day.

3.6.3 vote, attack, and divine
The agent is require to nominate another agent in
the vote, attack, and divide game actions, which are
expected to be reasoned with based on the conver-
sation history. We give a prompt to GPT-4, which
consists of a summary of the previous conversa-
tions, the conversation history, to choose another
agent who is considered to be a threat to our agent’s
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role. For example, we asked the agents in the vote
action that “Based on the summary and conversa-
tion history, answer the number of the player you
consider to be the most werewolf among Agent[01],
Agent[02], and Agent[03].” and asked them to
nominate one agent. If no agent nomination was
obtained from ChatGPT, we randomly choose an
agent.

When possessed is assigned, we use a special
pattern of prompts. On Day 1, our agent is asked
to nominate a player who should be a seer; If Chat-
GPT finds a seer from the conversation history, we
ask generating a talk that he/she is a werewolf ; Else
we randomly choose a agent and ask generating a
talk that he/she is a werewolf. On Day 2 and later,
we ask to nominate which agent to divine, and ask
generating that agent is a villager.

3.7 MIV

MIV is developed by Jaewon Lee and Benedek
Hauer in The University of Tokyo.

3.7.1 Background

The emergent capabilities of Large Language Mod-
els (LLMs) are attracting attention (Wei et al.,
2022). Emergent capability is defined as, ”an abil-
ity is emergent if it is not present in smaller models
but is present in larger models.” This ability mani-
fests when the number of parameters in a language
model surpasses a certain threshold. Specifically, it
refers to the In-Context-Learning ability for learn-
ing situational information within a particular con-
text.

The capability required of agents in this com-
petition is a ”human-like speaking ability.” Until
now, computational machinery has lacked the abil-
ity to ”read” context like humans. However, it
is proposed that by fully harnessing the emergent
capabilities of large language models, agents can
learn situational information, engage in speech, and
plan and execute actions (Park et al., 2023). In this
competition, our focus is on fully exploiting this
emergent capability.

3.7.2 Generative Agent

In this competition, the ”agent” must fulfill four
major roles. That is to say, each agent must main-
tain consistency in order to fulfill their expected
roles. Only when this consistency is ensured can
the acquired situational information be fully uti-
lized. To embody this condition, we employ the

”Generative Agent” framework proposed by Park
et al. 2023.

Utilizing this framework, based on the defined
agent roles, allows for customization of intentions,
personality, and other aspects while maintaining
consistency. Additionally, by providing the agent
with a memory structure, information can be ex-
tracted based on what has already been communi-
cated.

The memory structure of the agent works in a
weighted way, where each memory (string) is as-
signed a weight. This weight depends on the im-
portance of that memory and on the recency of
the memory. Therefore, an important information
that was recently given to the agent will affect the
agent’s next behavior/action more than an old less
important information.

In our case, the way our main agent system in-
teracts with our helper agent is through prompts
(natural language) as it is probably the easiest
way for the human system designers; we can ac-
centuate some words or tell the agent if some
task/information is relevant or not, which seems
very well suited for this task. For creating our
generative agent, we used a Python library called
Langchain, which contains a section about Genera-
tive Agents that provides more precision on their
mechanism and how to implement them.

3.7.3 Implementation
We implemented an agent of the following roles:
Werewolf, Seer, Villager and Possessed. In this sec-
tion, we explain the general skeleton of our agent
first, that is common in these roles. Then we ex-
plain details for each role.

General Skeleton When creating an agent, the
first thing that we do is initialize its memory and
fill it with information related to the game rules
and mechanism.

In Langchain, there is a module called
GenerativeAgentMemory, that will generate
the memory for a particular agent, by specifying
an LLM, a reflection threshold and a function that
acts as a memory retriever. For the memory re-
trieval, we used Faiss, a library for efficient simi-
larity search coupled with a time-weighted vector
store retriever which evaluates memory elements
(strings) based on their importance. For the LLM
we used ChatGPT of OpenAI, and for the reflection
threshold we used 8, however we don’t know how
this parameter changes the behaviour of the agent
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since we did not experiment with other values. At
every game action (talk, vote, divine, attack), we
tell corresponding information to our agent to up-
date its memory. For example, if Player[01]
votes to eliminate Player[02] on Day 3, then
our agent will be told: ”Player[01] has voted to
eliminate Player[02] on day 3”.

Following subsections describe our implementa-
tion for each game action; then describe our imple-
mentation for each role, and ”personalities”.

talk Our core agent program behaves like a
helper that gives our main agent program hints
on what to do.

Our main agent program interprets what the
agent is saying, and transforms into a talk text to
be returned; our core agent will look through its
memory, say something relevant, or ask a question
(or provide an answer to another player if neces-
sary) in natural language. Since our core agent
acts as a helper, it will return statements such as

”I think you should say the following: ”Do you
think that Player[02] is a werewolf?”” or ”You
can say ”I am not a werewolf because I was asleep
that night” so that people don’t realize you are
a werewolf”. Since what we should say is inside
quotation marks, we will simply return the text
that is contained within the quotation marks, which
corresponds to the transformation process.

vote We tell our agent that it is now time to vote,
and it should vote for the most dangerous player
out there. That is, if a werewolf knows who a seer
is, then we would like the werewolf to vote out the
seer); if a seer (or a villager) knows who a werewolf
is, then that agent would vote out the werewolf.

Suspiciousness of another player is not deter-
mined by some metric, rather it is a decision that is
completely up to the generative agent to tell based
on the context it has received throughout the whole
game so far. When it is our turn to vote, we prompt
the agent: ”It is your time to vote, pick a player
who thinks we should eliminate based on the events
that happened so far”. We parse the agent’s output
and look for a particular player’s name, i.e. if the
sentence contains Agent[05] then we will vote to
eliminate Agent[05].

divine A seer agent picks a player whose role
is unknown for the agent yet. The process works
in the same way as the vote. We prompt the
agent: ”Since you are the seer you can get to know
another player’s role. Don’t choose yourself or

a player whose role you already know”. Then,
from the reply we extract the name in the same
manner as for the vote mechanism. When the
divined player’s role is revealed, we will tell our
seer agent that role. For example, if the divination
result was that Player[01] is a werewolf, we
supply the following information to our core agent:
"You have just discovered that
Player[01] is a werewolf. This
is an important information and
you should let the other players
know."

attack A seer is the most dangerous role for a
werewolf because a seer can reveal the werewolf’s
identity by divination. Therefore, when our were-
wolf agent is requested to attack, our agent will
most likely attack the seer if it knows who the seer
is. The way our agent is prompted similar to the
following: ”It is now your time to attack someone
as the werewolf. Tell me the name of the player you
want to attack. If you know who the seer is, then it
is better to attack them to increase your chances of
victory”. This way, if the seer has already revealed
themselves, the werewolf will most likely make the
decision to attack them.

In the following subsections, we describe the
general personalities and behaviours of our agents.

Langchain’s generative agents can be supplied
two different string fields:

• traits: traits, characteristics and personali-
ties of that agent

• status: the goal of the agent, what its pur-
pose is

This is very convenient for us, because in the
Werewolf game, each player has to have a different
personality and each player has a different goal (or
at least not all of them have the same goal).

Seer For the seer role, we set the traits to
be very positive, i.e. they are honest, transparent,
patient, etc. as they are basically the leader of the
villagers (non-malicious). We set its status just
to find out who a werewolf is.

Villager The villager role is the most basic one,
and their trait do not really matter, but we de-
signed them to be somewhat aggressive towards
other players (i.e. getting straight to the point), but
also transparent and honest. Their goal (status)
is to find out who the werewolf is.
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Possessed The possessed role is one of the tricki-
est, and we believe that our implementation is still
not perfect for that role, as its main goal is to de-
ceive, and language models are either too obvious
or do not achieve deception at all, at least from
what we experienced. We therefore implemented
its traits as a compulsive liar, weird, funny and
dishonest, and its status as ”pretends to be a
werewolf”.

Werewolf The werewolf role is basically the
complete opposite of the seer. Its traits are
”dishonest, liar, non-transparent”, and its status
is ”blend in with other humans and act like you are
not a werewolf”.

Worst-Case-Scenario Sometimes, the response
of our agent (operated using the OpenAI API
GPT3.5-Turbo) is not very precise with its game ac-
tions, so we cannot always guarantee that our agent
will make a appropriate decision. Therefore, when
we are not able to infer the intention of the agent
during the vote,divine and attack phases, we will
override the core agent’s response by providing a
random player in the pool, though such a worst case
scenario is rarely used. This situation can happen
when the agent does not include another player’s
name in its answers. For example, if it answers ”I
don’t want to attack anyone”, or ”I’m not sure who
is the werewolf so I cannot decide who to vote out”,
then in this case we will choose a random player in
the list of players, using the same mechanism as a
RandomTalkAgent provided by the organizers.

Disadvantages A disadvantage of our agent is
passiveness, sometimes being fixated on a single
issue during the whole game. In our self-match
games (five MIV agents playing together), we no-
ticed that our agents are not very good at making de-
cisions and taking leadership, sometimes they were
so fixated on one small detail that they kept talking
about it throughout the whole day without making
much progress. We believe that a workaround to
this issue would be to filter out some information
from the agent’s memories, which is long-term and
irrelevant. In order to do so, we would need to
manually implement a mechanism that filters out ir-
relevant our outdated information from the agent’s
memory. However, since this mechanism would be
very dependent on the situation, the conversation,
and the game, defining such a rule was out of our
reach, because we would still need to keep the ”im-
portant” and ”most-relevant” information for the

agent to be functional.

3.8 sUper IL

sUper IL is created by Zhiyang Qi in The Univer-
sity of Electro-Communications.

The sUper IL system is based on the ChatGPT
API (OpenAI, 2023). It is widely known that using
suitable prompts with the ChatGPT API often leads
to good text generation. Therefore, this system
adjusts the prompt according to the role and game
progress to facilitate dialog generation in different
situations.

Specifically, for the four roles of werewolf, vil-
lager, seer, and possessed, four different prompts
were created and adjusted based on the ”day” pro-
gression. These prompts include the basic rules
of the game, the agent number, the assigned role,
and role-specific instructions. For example, for the
werewolf, the prompt could be as follows: ”The
basic rules are... you are Agent[x], and your role
is werewolf. The following are essential guidelines:
1. Never reveal that you are a werewolf to conceal
your identity; 2. If someone accuses you of being a
werewolf, resist strongly; 3. Provide false informa-
tion or view other players with suspicion to protect
yourself; 4. Actively participate in conversations
to gain the trust of the villagers.”

On the second ”day”, part of the prompt will be
replaced with specific information such as ”It is the
second day, and there are three players left. The
strategy is three: 1. If the seer is present and iden-
tifies you as a werewolf, call for a vote by accusing
the seer of being a werewolf; 2. If the possessed
shows up, confidently state that you are a werewolf;
3. Otherwise, choose one of the remaining players,
contradict their statements, and vote to oust them.”

Furthermore, to ensure the consistency of the
generated responses, the entire conversation history
of the day was appended to the prompt each time a
response was generated. Additionally, this system
utilizes zero-shot prompt, which implies that the
prompt do not incorporate any conversation history
beyond the current game.

Due to ChatGPT’s tendency to generate safe and
non-advancing responses like ”I agree with all your
opinions. By sharing information and promoting
discussion, we will find inconsistencies and suspi-
cious points” or ”I will actively participate in the
discussion and help find the werewolves. I will
elicit your opinions and questions and share de-
tailed information with you”, efforts were made
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to minimize this behavior in self-matches. The
first sentence of each day’s response is generated
based on rules to avoid these responses. Addition-
ally, different strategies were employed to ensure
game variety. For example, for the werewolf, the
following three possible responses were generated:

• I am a villager who is not well informed. Let’s
work together to protect our village.

• I am a seer, I divined Agent[x] and the result
was human. Please take this information into
account in future discussions and votes.

• I am a seer, and I divined Agent[x], but the
result was a werewolf. Be vigilant against
Agent[x].

Each of these three responses leads to a different
direction for the game, and after that response is
generated, the prompt text is modified accordingly.
Regarding the ChatGPT API model, the system
used gpt-3.5-turbo-0613 in the preliminary
contest, and gpt-4 in the final contest.

Lastly, the sUper IL system is installed with only
talk module, voting, divination and attacks based
on random selection.

4 Subjective Evaluation Results

All of our shared task runs are in a five players were-
wolf games as described earlier. Our shared task
runs were performed in self-matches and mutual
matches. The same five player agents play games
in the self-matches; different five player agents
play games in the mutual-matches. The shared task
reviewers are required to perform subjective evalu-
ations based on game logs of these matches. The
game logs will be available from the our website
13.

4.1 Evaluation Metrics
We performed subjective evaluations by the follow-
ing criteria, five level scores (5 for best, 1 for worst)
for each:

A Naturalness of utterance expressions

B Naturalness of conversation context

C Coherency (contradictory) of conversation

D Coherency of the game actions (vote, attack,
divine) with conversation contents

13https://kanolab.net/aiwolf/

E Diversity of utterance expressions, including
coherent characterization

This subjective evaluation is based on both self-
match games and mutual match games. This sub-
jective evaluation is same as the evaluations in the
previous AIWolf natural language contests.

4.2 Results

Table 1 and Table 2 show the results of the hu-
man subjective evaluations for Japanese language
and English language, respectively. Four organiz-
ers, who do not commit to the participant systems,
evaluated the Japanese agents; three English fluent
evaluators including external staffs evaluated the
English agents. Each cell ranges from 1 (lowest)
to 5 (highest), the All-Average column shows aver-
ages over these human evaluators. Cells of highest
scores are highlighted in bold for each metric and
in total.

5 Discussion

5.1 Score-wise Analysis and Generative AIs

In this subsection, we discuss the subjective evalu-
ation scores shown in Table 1 and Table 2.

Most of the participant systems rely on OpenAI
ChatGPT, while am is a rule-based system and
ChatWolf uses another LLM. sUper IL obtained
the best score in average, A (expression), B (con-
text), and C (coherency); these scores are higher
in other ChatGPT-based systems, showing the nat-
ural generation performance of ChatGPT, even in
context and coherency in this mostly sentence-pair
level.

Regarding D (game action), am obtained the best
score, suggesting that their hand-crafted precisely
tuned rules work better than prompt-based gener-
ations. While the talk history is input as prompts,
some of the talks might mislead the generation re-
sults due to the agent’s unstable superficial talks
and the other agent talks; when the talk history
exceeds the maximum input length, some of the
talk history could be missed which are important
to decide the game actions.

Regarding E (diversity), ChatWolf and Kanolab
obtained the best scores in Japanese, HowlGPT
in English. The reason would be that ChatWolf
does not rely on ChatGPT but uses a smaller LLM
with LoRA, kanolab created many prompts to play
different characters, and HowlGPT uses not just
ChatGPT but other local LLMs.
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Table 1: Subjective Evaluation Results for Japanese Language Games

A B C D E All
Team Expression Context Coherency Game Action Diversity Average
am 3.400 3.350 3.450 3.800 2.100 3.220

ChatWolf 3.050 2.400 2.600 2.700 4.150 2.980
k2b ara 4.075 3.825 3.250 3.075 3.425 3.530

k2b shigemura 3.625 3.250 3.125 3.375 3.375 3.350
kanolab 3.575 3.900 3.750 3.500 4.150 3.775

sUper IL 4.450 4.200 4.050 3.550 3.800 4.010

Table 2: Subjective Evaluation Results for English Language Games

A B C D E All
Team Expression Context Coherency Game Action Diversity Average

HowlGPT 2.667 1.667 2.667 2.000 3.333 2.460
MIV 3.333 3.667 3.000 3.667 2.333 3.200

kanolab 3.333 2.667 3.000 2.667 2.667 2.860

We cannot directly compare the evaluation
scores between Japanese and English because eval-
uators are different, the kanolab agent in English
is the same as it in Japanese other than it adds
a prompt instruction to speak in English, thus
we could compare the results using the scores of
kanolab as a pivot. Because MIV obtained bet-
ter scores than kanolab, MIV might show good
performance in Japanese as well, though not sure
due ChatGPT shows better performance in English
than in Japanese.

5.2 Log Analysis

We pick one of the mutual-game logs14 to analyze
in detail. Table 4 shows the game’s log of Day 1,
Table 5 shows the game’s log of Day 2, and Table 3
shows the game’s players with their roles and game
actions. We translated the original log in Japanese
into English, cut off some of the logs which would
not affect the game and talk contents.

Table 4 and Table 5 show a column of my in-
terpretation w.r.t game actions, where “Not mean-
ingful” means a talk text that can be used anytime,
“Not make sense” means a talk that is hard inter-
pret its meaning in the conversation context. We
found that the sentence expressions are very nat-
ural throughout the conversations, but sometimes
contextually wrong especially when it comes to the
roles, e.g. which talk is whose one.

The game actions, votes and attacks, are quite

14https://kanolab.net/aiwolf/2023/main/
multi/0708160231_000_chatWolf_kanolab1_
sUper_IL_am_k2b_ara1.log

inconsistent with the talks. Agent[01], sUper IL,
did not implement the game actions but selects
randomly, but other game actions seem to ignore
the COs (Coming-Outs) of the roles.

5.3 Evaluation Metrics
A win rate could be another potential criteria, but
we have not used the win rate due to the following
reasons. Firstly, we cannot run sufficient number
of games to measure statistically meaningful win
rates, as there are many possible role combina-
tion patterns. Secondly, the agents should ”under-
stand” their utterances each other as a presumption
to measure win rates, but the agent talks in the pre-
vious years were not that level of communications.
Thirdly, the werewolf game itself is not necessarily
intended to simply win the game, but rather aims to
play an interesting game. Finally, we would like to
directly measure the quality of the natural language
generation; an agent could win without meaningful
conversations.

6 Conclusion and Future Work

We held our 5th annual AIWolf international con-
test to automatically play the Werewolf game
“Mafia”, where players try finding liars via con-
versations, aiming at promoting developments in
creating agents of more natural conversations in
higher level, such as longer contexts, personal rela-
tionships, semantics, pragmatics, and logics.

We performed human subjective evaluations and
detailed log analysis. We found that the entire
system performance has largely improved over the
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Table 3: Roles and game actions in example log (Abbreviations in the Status columns are Excted: Executed, Attcked:
Attacked

Agent Agent Role Divination Vote Vote Divination Status Vote Status
ID Name #1 #2
01 sUper IL Seer Agent[02] 4 3 Agent[05] Excted -
02 k2b ara Possessed - 1 5 - Attcked -
03 am Werewolf - 4 4 - Alive 4 Alive
04 kanolab Villager - 2 2 - Alive 3 Excted
05 ChatWolf Villager - 1 2 - Alive 4 Attcked

previous year, due to the recent advantages of the
LLMs. However, it is not perfect at all yet; the
generated talks are sometimes inconsistent with
the game actions, it is still doubtful that the agents
could infer roles by logics rather than superficial
utterance generations. It is not explicitly observed
in this log but it would be still difficult to make an
agent telling a lie, pretend as a villager but it has
an opposite goal inside.

Our future work includes to reveal the capability
of the LLMs, whether they can make the duality of
the “liar”, in other words, holding a “true” and a
“false” circumstances of the agent at the same time,
even holding what these circumstances look like
from other agents, further reflecting such observa-
tions of other agents. This would be possible by
introducing the “whisper” feature which communi-
cates with the werewolves only, employing more
than five players in a game.

Another interesting demonstration would be to
mix a human player with machine agents. Cur-
rently the LLM based agents talk longer time than
humans to reply, sometimes minutes, thus acceler-
ation of the agent system responses is a technical
issue in future.
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Reyhan Aydoğan, Tim Baarslag, Katsuhide Fujita,

Johnathan Mell, Jonathan Gratch, Dave De Jonge,
Yasser Mohammad, Shinji Nakadai, Satoshi Mori-
naga, Hirotaka Osawa, et al. 2020. Challenges and
main results of the automated negotiating agents com-
petition (anac) 2019. In Multi-Agent Systems and
Agreement Technologies: 17th European Conference,
EUMAS 2020, and 7th International Conference, AT
2020, Thessaloniki, Greece, September 14-15, 2020,
Revised Selected Papers 17, pages 366–381. Springer.

Michael Bowling, Neil Burch, Michael Johanson, and
Oskari Tammelin. 2015. Heads-up limit hold’em
poker is solved. Science, 347(6218):145–149.

Jacob Devlin, Ming-Wei Chang, Kenton Lee, and
Kristina Toutanova. 2018. BERT: pre-training of
deep bidirectional transformers for language under-
standing. CoRR, abs/1810.04805.

Edward J Hu, Yelong Shen, Phillip Wallis, Zeyuan
Allen-Zhu, Yuanzhi Li, Shean Wang, Lu Wang,
and Weizhu Chen. 2021. LoRA: Low-rank adap-
tation of large language models. arXiv preprint
arXiv:2106.09685.

Yoshinobu Kano, Claus Aranha, Michimasa Inaba, Hiro-
taka Osawa, Daisuke Katagami, Takashi Otsuki, and
Fujio Toriumi. 2019. Overview of the aiwolf-dial
2019 shared task: Competition to automatically play
the conversation game “mafia”. In In proceedings of
the 1st International Workshop of AI Werewolf and
Dialog System (AIWolfDial 2019), the 12th Interna-
tional Conference on Natural Language Generation
(INLG 2019).

Bryan Yi Yong Lim. 2020. Designing negotiation
agents for automated negotiating agents competition
(anac).

OpenAI. 2023. GPT-4 technical report. arXiv, pages
2303–08774.

Joon Sung Park, Joseph C O’Brien, Carrie J Cai, Mered-
ith Ringel Morris, Percy Liang, and Michael S
Bernstein. 2023. Generative agents: Interactive
simulacra of human behavior. arXiv preprint
arXiv:2304.03442.

97



Hisaichi Shibata, Soichiro Miki, and Yuta Nakamura.
2023. Playing the Werewolf game with artificial intel-
ligence for language understanding. arXiv preprint
arXiv:2302.10646.

David Silver, Aja Huang, Chris J Maddison, Arthur
Guez, Laurent Sifre, George Van Den Driessche, Ju-
lian Schrittwieser, Ioannis Antonoglou, Veda Pan-
neershelvam, Marc Lanctot, et al. 2016. Mastering
the game of go with deep neural networks and tree
search. nature, 529(7587):484–489.

Fujio Toriumi, Hirotaka Osawa, Michimasa Inaba,
Daisuke Katagami, Kosuke Shinoda, and Hitoshi
Matsubara. 2017. Ai wolf contest—development
of game ai using collective intelligence—. In Com-
puter Games: 5th Workshop on Computer Games,
CGW 2016, and 5th Workshop on General Intelli-
gence in Game-Playing Agents, GIGA 2016, Held
in Conjunction with the 25th International Confer-
ence on Artificial Intelligence, IJCAI 2016, New York,
USA, July 9-10, 2016, Revised Selected Papers 5,
pages 101–115. Springer.

Jason Wei, Yi Tay, Rishi Bommasani, Colin Raffel,
Barret Zoph, Sebastian Borgeaud, Dani Yogatama,
Maarten Bosma, Denny Zhou, Donald Metzler, et al.
2022. Emergent abilities of large language models.
arXiv preprint arXiv:2206.07682.

98



Table 4: Example game log (Day 1)

Day 1
Turn Agent Talk Interpretation
ID ID w.r.t Game Actions
0 01 Ladies and gentlemen, last night I read Agent[02]

as a fortune teller. As a result, Agent[02] was found
to be human. By sharing this result with everyone,
there is no need to suspect Agent[02] as a werewolf.

CO as a seer, divination of
Agent[02] to be a human

0 04 What shall we talk about today? I would like to hear
your opinion.

Not meaningful

0 02 I will call myself a fortune teller. Agent[04] was a
human.

CO as another seer, divina-
tion result to Agent[04] to
be a human

0 05 I want to guess the man Not make sense
1 01 Agent[02], I am the true fortune teller. Avoid misun-

derstandings. We should find a werewolf.
Insists that he/she is the
true seer

1 04 >>Agent[02] I see, you guessed that I was human.
thank you. But even so, I’m surprised that two for-
tune tellers came out! Which result should I believe
in? What do you guys think?

Consistent response to
the divination result of
Agent[04]

1 02 Agent[01] and Agent[02] are said to be fortune tellers,
but if there are other fortune tellers among you, please
let me know.

It is correct that Agent[01]
and [02] came out as seers,
but [02] is this speaker it-
self so irrelvant

1 05 Well, I’m sure I’m suspicious... Probably not understand-
ing other talks

2 03 >>Agent[01] I figured out Agent[01]’s fortune teller
CO.

Makes sense

2 05 Is there anyone else who claims to be a fortune
teller...?

Not meaningful

2 01 I am a real fortune teller. It’s suspicious that
Agent[02] claims the same title as me. Consider
voting for her.

Insists that he/she is the
seer, blamed another seer
as fake

2 02 Ladies and gentlemen, if I believe Agent[03]’s state-
ment as a fortune-teller, then Agent[04]’s claim
to be a self-proclaimed fortune-teller is false. So
Agent[04] is more likely to be a werewolf or a lu-
natic. It means that we should vote for Agent[04] to
keep the villagers safe.

Wrong to regard
Agent[03] and Agent[04]
as seers

2 04 >>Agent[05] Why do you feel suspicious? Please
give a specific reason.

Probably responded to pre-
vious previous utterance
of Agnet[05] but unnatu-
ral

3 05 If we had 100 votes every day, who would win... Not meaningful
3 03 hmm
3 01 If Agent[02] calls herself a fortune teller, she’s suspi-

cious. Consider voting for her. Because I am a true
fortune teller.

The same issue again, cor-
rect

...
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Table 5: Example game log (Day 2)

Day 2
Turn Agent Talk Interpretation
ID ID w.r.t Game Actions
0 04 Well, it hurts that Agent[02] and Agent[01] left at

this time. It’s a big loss for us villagers.
Correctly reflects that
Agent[01] and [02] were
exit

0 05 Thank you. Well, in the case of a system like this, I
feel that trusting each other would be more advanta-
geous, so I’ll wrap up early and trust Agent [03].

Not so meaninful

1 03 it seems there are more of us now. Wow, I’m a were-
wolf

CO as a werewolf, sug-
gested a power-play

1 05 Yes. I will leave it to someone else. Thank you for
your hard work.

Probably a response to
Agent[04] (Note that talks
of the same turn is not vis-
ible)

1 04 Agent[05], I have decided to trust Agent[03] just like
you. From what he says and does, it feels like he’s
telling the truth, and the other players seem to trust
him. Let’s follow his course of action from now on!

A response to Agent[05]
of Turn 0

2 04 Agent[03] said he was a werewolf. On the other hand,
Agent[05] took the attitude of letting it go without
objecting. What the heck is going on here? This
situation looks very suspicious to me.

Probably does not under-
stand the turn-wise infor-
mation

2 05 Thank you very much. Well, tomorrow I will be the
fortune teller. Thank you all.

Not make sense

2 03 Vote for Agent[04]. Not so meaningful
3 05 I understand. Thank you very much. Not make sense
3 04 Agent[03], what do you mean by asking me to vote?

I’m just a villager. But since you called yourself a
werewolf, I don’t think you have any other options.
Everyone, let’s go to Agent[03] in the next vote!

Quite reasonable

3 03 I’m voting for Agent[04]. The same as previous talk
4 05 Sorry, I made a mistake. Not make sense?
4 03 I want to eat delicious humans! Role-play as a werewolf
4 04 Guys, it looks like I’m being targeted today. But think

about it. If I’m a werewolf, who would Agent[03]
be? He himself called himself a werewolf! From that
point of view, there doesn’t seem to be any reason to
execute me.

Reasonable

5 04 >>Agent[03] Do you think I’m that good? But
please stop eating humans. Anyway, what made you
so sure you were a werewolf? Any special informa-
tion?

Suspecting werewolf’s
CO, assuming Agent[03]
is a possessed?

5 05 Eh? Did you say that?! If that’s true, then I’m des-
tined to be killed...? That’s not true...??

To which talk??

6 05 done What?
6 04 >>Agent[05] Don’t panic, you’ll be fine. We’re still

alive and we have clues to find the werewolves. Also,
I think Agent [03], a self-proclaimed werewolf, is
acting suspiciously... what do you think?

Reasonable

7 04 >>Agent[03] If you say you’re a werewolf, why are
you under suspicion about me? Besides, as a result
of fortune-telling several times so far, if anything, it’s
closer to the villagers...

Makes sense?
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Abstract

This paper describes Zoom’s submission to the
Second Shared Task on Automatic Minuting at
INLG 2023. We participated in Task A: gener-
ating abstractive summaries of meetings. Our
final submission was a transformer model uti-
lizing data from a similar domain and data aug-
mentation by large language models, as well
as content-based segmentation. The model pro-
duces summaries covering meeting topics and
next steps and performs comparably to a large
language model at a fraction of the cost. We
also find that re-summarizing the summaries
with the same model allows for an alternative,
shorter summary.

1 Introduction

We participated in the 2023 workshop on automatic
minuting at INLG 2023 (Ghosal et al., 2023). We
chose to focus our efforts on the technical meetings
in Task A, as it most closely aligns to a real-world
use case of typical meetings. Meeting summariza-
tion is a challenging task, for both technical and
semantic reasons:

• Summarizing spoken meetings by necessity
relies on a transcription, which can be noisy,
even if done by humans. Direct speech sum-
marization is still in its infancy (Wang, 2022).

• There is a large amount of variability in what
can be considered a good summary, more so
than in other text-to-text tasks like machine
translation. Human judgement is often nec-
essary, as automatic, reference-based metrics
can be insufficient.

• Summarization is a very hard task even for
humans. As a result, very little training data
is available, and that which is available can
usually not be combined because of different
styles.

• The meeting transcripts are longer than the
maximum input length of many currently
available models (over 8000 words in Au-
toMin).

On the other hand, meetings often follow an
agenda, with specific topic being discussed sequen-
tially. Our model exploits this structure by breaking
the meeting down into smaller chunks by topic. We
also address the lack of data by generating artificial
labels using a large language model (LLM).

2 Related Work

Submissions to the previous AutoMin Workshop
(Ghosal et al., 2021) used different approaches, in-
cluding extractive summaries (Sharma et al., 2021;
Williams and Haddow, 2021) and abstractive sum-
maries using pre-trained language models. The
teams using neural abstractive models used dif-
ferent approaches to dealing with the long input
length in the dataset, including truncating (Garg
and Singh, 2021), chunking by length (Shinde et al.,
2021; Mahajan et al., 2021) and topic segmentation
(Yamaguchi et al., 2021). We found the summary
quality to be heavily dependent on the quality of the
segmentation and found that purely length-based
segmentation leads to worse summaries than topic-
based segmentation. Because of the difficulties
pointed out above, all of the best-performing sys-
tems in the previous AutoMin did not make use of
the training data at all.

3 Model Architecture

Our main summarization model is derived from
bart-large (Lewis et al., 2019). Because this
model was only pretrained with 1024 position en-
codings, sequences longer than 1024 tokens cannot
be processed by this model. While we have ex-
perimented with long-input models such as Long-
former (Beltagy et al., 2020) and Big Bird (Zaheer
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et al., 2020), we found those models not to perform
better overall.

In order to summarize a meeting, which is gener-
ally much longer than 1024 tokens, we use Content
Vector Segmentation (CVS) (Alemi and Ginsparg,
2015) to break the meeting down into smaller seg-
ments. CVS uses a dynamic programming algo-
rithm to find a globally optimal segmentation as
determined by a scoring function. It operates on
sentence embeddings, which we generate with a
pre-trained Sentence-Bert (Reimers and Gurevych,
2019). We observed that introducing more splits
would almost always increase the score, which
would almost always result in the meeting being
split into the maximum number of segments. In or-
der to allow for a variable number of segments per
meeting, we introduced a CVS score improvement
threshold of 1.2. Only solutions which improve
upon the current best by at least the threshold are
considered an improvement. The desired segment
length was tuned with the 1024-token limit of Bart
in mind, although the algorithm may still produce
segments longer than that, in which case they are
truncated.

4 Processing

The organizers provided a training set of 84 meet-
ings annotated with summaries (some multiple
times) by human annotators (Nedoluzhko et al.,
2022). However, we found this training data unsuit-
able for the purposes of training our model. The
annotation style is inconsistent across annotators
and while we could apply the CVS segmentation to
the source, we would need to create an alignment
between source segments and summary sentences.
We therefore opted to create pseudo-references by
using a large language model.

The AutoMin data has been deidentified, mean-
ing all names of persons, organizations and projects
are replaced by “PERSON[N]”, “ORGANIZA-
TION[N]” and “PROJECT[N]”, respectively. We
used models that had not been trained on such dei-
dentified data, so we converted to pseudonyms in-
stead: We replaced the “PERSON[N]” tags by arbi-
trarily chosen English names, respecting the gender
information present in the training set (for the test
set, no such information is available, so we used
male names for all participants). For projects and
organizations, we randomly generated three- and
four-letter acronyms, respectively, making sure not
to use ones that represent well-known organiza-

tions or projects. Note that we made no attempt
to determine the actual identities of the persons in
the meetings (as required in the usage agreement),
we simply replaced the generic tags by randomly
chosen names. Before submitting the results, we
restored the original deidentification.

For the LLM, we used text-davinci-003
from OpenAI, which is from the GPT-3.5 series.1

We used two priming examples from the training
set (see Appendix A), which we annotated by hand
to demonstrate the style that we wanted. We then
sampled with a temperature of 0.7.

We found that the outputs are quite sensitive
to the choice of priming example. When choos-
ing two examples that are about a similar topic,
something similar to overfitting occurs and the gen-
erated summaries will always be about the same
topic as the examples, regardless of source content.
The priming examples allow us to influence the
summary length, style and grammar to a certain
extent, but not fully. For example, we would have
preferred summaries to be completely in the sim-
ple present tense (as the priming examples), but
in many generated summaries, the first sentence
was in the present progressive, even when giving
more explicit instructions to the LLM. We reviewed
model outputs on the AutoMin 2021 development
set.

We generated one pseudo-reference for each seg-
ment of the training set for a total of 704 examples.
We then fine-tuned a bart-large model that
was previously trained on XSum (Narayan et al.,
2018) and SamSum (Gliwa et al., 2019)2 for 5
epochs using Adam with a learning rate of 0.0002.
We applied the model using beam search with beam
size 4. The resulting model performs similarly to
GPT-3 while being much smaller.

The final summary for a meeting is the concate-
nation of all segment summaries. We also provided
an alternative, shorter summary by applying the
same Bart model as above to the concatenated sum-
maries, producing a summary of summaries (SoS).

An overall similar architecture was proposed by
(Asi et al., 2022), which was developed contem-
poraneously to ours. Also, (Shinde et al., 2021)
also used a segment-then-summarize approach in
AutoMin 2021, although they did not use content-
based segmentation, LLM pseudo-labels, or a sum-

1https://platform.openai.com/docs/
models/gpt-3-5

2lidiya/bart-large-xsum-samsum from Hug-
gingFace Hub
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Model Dev
R-1

Test
R-1

Test2
R-1

Test23
R-1

Test23
Adequacy

Test23
Gramm.

Test23
Fluency

Test23
Relevance

Bart 20 20 37 41 4.6 4.8 4.7 4.5
Bart SoS 29 22 28 29 3.3 5.0 3.6 4.7
GPT-3.5 22 21 40 41 3.8 5.0 4.0 4.5
GPT-4 44 4.6 5.0 4.8 5.0
Next best 40 4.1 4.9 4.3 4.6
Reference 4.0 4.9 4.3 4.6

Table 1: Metrics of submitted systems and other entries in the shared task. Human scores are out of 5. Gramm. is
Grammaticality.

mary of summaries.

5 Summary Style

In choosing our priming examples for the LLM,
we made a deliberate decision not to follow the
summary style from the AutoMin data. While this
may cause our results to be unfairly rated by au-
tomatic metrics, we did not feel that the style of
summary from the data was ideal for two reasons:
First, full sentences in simple present tense aligns
the data more closely to the SamSum pretraining
task, which we hypothesized to help with task trans-
fer, especially given the small training set. Second,
the summaries from AutoMin often omit attribu-
tion, i.e. they do not state who gave a particular
piece of information. We feel that it is important
for a summarization model to always attribute state-
ments in its output. Unless it is a very sophisticated
system, the model has no way of distinguishing
when a statement in the source represents a fact
and when it represents an opinion. Without attribu-
tion, a statement in the summary becomes a factual
statement by the summarization model, which may
not reflect reality. Furthermore, if the summary
states an opinion as fact, it could be misunderstood
as the model actually holding that opinion. We
therefore choose to alter the summary style to al-
ways include attribution and use full sentences in
the simple present tense.

6 Results and Discussion

We submitted three models for evaluation: Our
Bart model, the same model with summary of sum-
maries and GPT-3.5. Note that we included the
latter only to get a reference human evaluation, we
do not claim it as our work.

Table 1 shows our results, as well as the official
evlauations of GPT-4 and the “Kmjec” system.3

3At the time of submission, we were not informed what

Human evaluation was performed on the four axes
of “Adequacy”, “Grammaticality”, “Fluency” and
“Relevance” (Ghosal et al., 2023). When averag-
ing the four human metrics, ours was the second-
highest rated submission behind GPT-4. Our long
summaries outperform GPT-3.5 and compare on
par with the human reference. While the long
summaries compared on par with GPT-4 on Ad-
equacy, they rate lower on Relevance, so the anno-
tators would have preferred shorter, more focused
summaries. Predictably, the short (summary-of-
summary) summaries rated higher on relevance,
but lost a lot of adequacy, so perhaps the annotators
found them too brief.

The automatic metrics reveal a change in an-
notation style over the subsequent test sets: The
references get progressively longer from dev to test
to test2 (and presumably to test23). Where the av-
erage reference in dev has 110 words, test has 163
and test2 418 words. The training set is in the mid-
dle with 260 words on average. It seems therefor
unwise to evaluate models on the dev portion of
the data, as it does not reflect the training or testing
summaries.

Our generated summaries on average 616 words
for the concatenated segment summaries and 118
words for the summary-of-summary, which ex-
plains why the SoS scores better on the dev set
than the long summaries, but not on test2, where
the length aligns more closely with the long sum-
maries. The ability of the same model to perform
the summary of summaries is somewhat surprising,
given that this task does not match its most recent
finetuning domains (the closest would be XSum).
It could indicate that the source domain (prose or
dialog) is only of secondary importance if the ex-
pected output style does match the training. Or it
could be that because the inputs are the model’s

team made this submission.
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own output, their internal representations are more
“familiar” to it, allowing it to understand them more
easily than other prose texts. We leave this question
for future experiments.

The summary of summaries is often very extrac-
tive, but without the lead bias typical of news sum-
maries. Because sentences from different segments
often immediately follow one another, it could cre-
ate a false impression of connection. The human
evaluation will show whether this is a serious issue.

7 Conclusion

We presented our system for the automatic meeting
summarization task. Our results represent a signifi-
cant improvement over our previous systems, and
we made several valuable observations:

• Using content-based segmentation signifi-
cantly improves downstream results as op-
posed to using length-based segmentation.

• We can leverage Large Language Models to
generate pseudo-references in a controllable
style using minimal annotation effort.

• The same model is able to re-summarize
its own summaries, adding the option for a
shorter summary variant.

We would like to thank the organizers and look
forward to the next installation of the shared task.
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A Priming Examples

Note that these include the pseudonyms described
in section 4.
Transcript:
Ernie: Let me copy it.
Ernie: So here in the tap box I’m I’ll be where is the message
box, yeah.
Ernie: Send messages.
Ernie: Tap box in this, how do I send message?
Ernie: In in here?
Ernie: Ok ’ll I’ll paste in the GSR document.
Annabel: There’s the side panel, you can use.
Annabel: If you click side panel maybe, there you could send
a message.
Ernie: I can see only the list of the persons’ It has to be
somewhere.
Annabel: If you click side panel, it’s
Ernie: Aha, ok, I got it yeah.
Ernie: So I send the link there and if you click there if you
click it.
Ernie: And password, user name password is editor editor.
Ernie: I’ll try that too.
Ernie: So it will once you once you’re able to view the
subtitling platform.
Annabel: Ok,
Ernie: So there are like lot of languages.
Annabel: Ok.
Ernie: And you might want to like unselect most of the
languages from the left side.
Ernie: From from the right side.
Annabel: Ok, so now I see them all and I would have to click
on each of them to unselect them?
Ernie: Yeah yeah.
Annabel: Ok. Can I left Oh.
Annabel: Well I think instead of Romanian it’s showing
Russian.
Ernie: I, yeah, already switch last night I think.
Ernie: I think Russian and Romanian they are like swapped.
Ernie: So can you choose Russian?
Annabel: Yeah, no, mhm, Russian looks more like Czech
or Slovak I Oh ok, there are thing they are like Polish is
Romanian.
Annabel: So I think they’re just mhm, the UI is just it should
be.
Ernie: Yeah, ok.
Ernie: So that’s slight bug backward that means.

Ernie: So ’ll fix it finding it now.
Ernie: So right now the Polish is the real Romanian right?
Annabel: Yes.
Ernie: Ok, ok.
Ernie: So we need to keep up in in order to view the subtitles.
Ernie: So think Jan will might want to take over from here.
Annabel: I think now it stopped.
Annabel: The thing.
Ernie: Yeah, because we aren’t talking so.
Ernie: So can you comment anything about the subtitles, the
Romanian subtitles?
Ernie: I mean if you look at the real English ASR and
compare how how worse is it?
Ernie: Or is it?
Annabel: Uh, so I think it does have a little bit of trouble
telling when new turn started.
Annabel: Or maybe just has lag.
Annabel: And it does have some some non sense in there to
be honest.
Ernie: Uh huh.
Annabel: But I don’t know if it’s because of the quality of the
how how we’re speaking.
Annabel: Um, so I I couldn’t say what we were talking about
by reading, um.
Ernie: Uh, ok, yeah please.
Annabel: guess I would also, I’m curious, if you have some
mhm like what kind of quality feedback would you like me to
give.
Annabel: Maybe I could look over the transcript later on and
give it some annotations or do you want just a general feel to
it?

Summary:
Ernie shows Annabel the subtitling platform. There is a bug
in the UI where the languages are swapped. Annabel is not
sure about the quality of the Romanian subtitles.
###
Transcript:
Ayden: Okay so Lina, I have -
Aurelia: Lina?
Ayden: I have few questions
Ayden: So, let us just be on the same page regarding the
annotation.
Ayden: So first we have the ASR right?
Ayden: From the -
Lina: Yes.
Ayden: Video meetings.
Ayden: Right?
Lina: Yes.
Ayden: Then, then we create the reference summary.
Lina: Then we correct the ASR.
Ayden: Okay.
Ayden: And these are the files that you can find in the data
with MAN.
Ayden: M-A-N.
Ayden: This is manual.
Ayden: So the files named: first date, then, eh no, no.
Ayden: First the word” transcript” then M-A-and - it means
that manual it means that manual transcript and it means that
it is manually corrected ASR.
Ayden: So the ASR outputs are mostly very bad.
Ayden: So you can’t use them for, to understand what the
meeting was about.
Ayden: Right.
Lina: So if you look at the output.
Lina: If you look at the ASR and the file name which contains
ASR in the name you can just see that it is senseless.
Lina: And that these MAN are corrected, yes.
Ayden: Okay.
Ayden: So we have that ASR first, eh, from the, from the
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minute, eh, from the meetings.
Ayden: Then we correct the ASR.
Ayden: That is a manually corrected ASR.
Ayden: Ad then, eh, the reference summaries are created from
the manually corrected ASR.
Lina: Yes.
Ayden: So who creates this reference?
Lina: So the annotators worked in such way that they have
got, eh, they had a video or audio file and they corrected the
transcript according to that.
Lina: And then they created this summary.
Aurelia: So Lina we have, always we have 2 annotators for,
annotating each minute?
Lina: Not always.
Lina: Eh, not always.
Lina: This is reflected in the table you have access to.
Lina: So if you look at the table there is a colon, eh twice
transcript or twice minutes.
Lina: And if there is ”1” in the colon it means that it is really
doubled.
Lina: That we have double annotation.
Lina: And if it doesn’t have ”1” if it has ”0” it means that we
don’t have -
Aurelia: I’m sorry.
Aurelia: Which, which table are you referring to Lina?
Lina: OPDI minuting annotation.
Lina: I, I have, I gave the link here to the chat.
Lina: Eh, if you look at the OFM chat today.
Aurelia: Yes, yes.
Lina: And click on the table, you will be inside.
Aurelia: Okay.
Aurelia: Thank you.
Ayden: Okay, so, erm, then we have the reference summary,
which we refer to as the gold standard summary that are
generated by human annotators.
Ayden: Right?
Lina: Uuf, yes.
Lina: Well, so why I’m so kind of unsure.
Lina: Because annotators are humans, mostly students, not
always from the computer linguistic fields so creating the
summary is quite subjective and sophisticated task and the
summaries that are created by different annotators, when I
look at them with my eyes, are very often not very similar.
Lina: So they are gold annotations.
Lina: But if two people make the same they are never the
same.
Ayden: Okay.
Ayden: So for each manually corrected ASR.
Ayden: So sometimes we have 1 reference summary and
sometimes we have more.
Ayden: Is that correct?
Lina: Yes.
Ayden: Okay, okay.
Lina: So they are, eh, so we are getting new and new every
day.
Lina: So I work with more than 10 annotators and they gave
me back the text.
Lina: So this is the working, eh, flow.
Ayden: Okay.

Summary:
Ayden and Aurelia have some questions about the annotation
process. Lina explains that the automatic ASR transcripts
are first manually corrected. Then, one or more human
annotators create reference summaries. If there is more than
one annotation, they will often be quite different.

B Sample

Summary of meeting en dev 008:

B.1 Bart
PERSON7 and PERSON5 are discussing the Overleaf inter-
face and the structure of the deliverable documents. PERSON7
is trying to fix the program in Overleaf to use it as a plain text
editor, but he is not sure if it will work. PERSON5 explains
that they need to include the ORGANIZATION1 presentation
platform and the ORGANIZATION7 presentation platform in
the documents. PERSON1 joins the conversation and asks if
PERSON3’s deliverable is working. PERSON3 confirms that
it is.

PERSON7 and PERSON5 discuss the structure of the deliv-
erable for the ORGANIZATION4 demo paper. They discuss
the need to describe the internals of the project and the need
for a reviewer for the publishing platform deliverable. PER-
SON7 suggests that the ORGANIZATION7 platform should
be included and suggests that PERSON2, the intermediator
with ORGANIZATION7, should talk to them about it. They
also discuss the ORGANIZATION3 sheet and the continu-
ous reporting. PERSON5 will email all of the reviewers and
explain that they are late with the preparation.

PERSON7 and PERSON5 are discussing the ELG docu-
ment and the progress to the template. PERSON7 suggests
that they should have their full content ready by Wednesday
and that PERSON1 should have some documentation ready
by the end of the week. They agree that it is feasible for PER-
SON1 to submit the document, as it is a demonstrator and
not a report. They also agree that the content should include
a picture of the user interface and a description of how the
information flow works.

PERSON1 and PERSON5 are trying to work of Overleaf
outside of it. PERSON7 explains that they need to create a
special password for Overleaf, but it should work. He also
explains that PERSON6 has a problem with cloning, but if
they clone it and there is a make file, it will compile.

PERSON7 and PERSON1 are discussing the deliverable
for the ORGANIZATION4 demo paper. PERSON5 suggests
that PERSON1 should use the structure suggested in the Over-
leaf document and provide a screenshot and a paragraph to
describe how the platform behaves. PERSON7 suggests using
the second strategy and asking ORGANIZATION7 to review
his understanding of the platform. He also suggests creating a
preview file in Git at the six one preview makes. PERSON1
then tries to make the demo paper, but it fails.

PERSON7 and PERSON5 are discussing the make and
compiler. PERSON5 has just cloned the Git repo and is trying
to figure out how to commit. PERSON1 joins the conversation
and explains that it should be making Git commit from Git
stash, and then he will push it.

PERSON1 and PERSON5 are trying to figure out how to
install a package manager. PERSON1 explains that it is either
the standard packages that PERSON5 has or the Tex Live
manager. He suggests using the YAM install tex live dash last
page or the B T.

PERSON1 and PERSON5 are discussing the Overleaf
project. PERSON1 is trying to find the Paragraph view text,
but it is not working. PERSON5 explains that it is still the
wrong package, and she will check the make file for the target
names. She also mentions that it may be easier to work online
without it, and PERSON1 agrees to work on it over night.

B.2 Bart (summary of summaries)
PERSON7 and PERSON5 are discussing the structure of the
deliverable documents for the ORGANIZATION4 demo paper.
They discuss the need to include the ORGANIZATION1 pre-
sentation platform and the ORGANIZATION7 presentation
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platform in the documents and the need for a reviewer for the
publishing platform deliverable. They agree that PERSON1
should use the structure suggested in the Overleaf document
and provide a screenshot and a paragraph to describe how the
platform behaves. They also discuss the ORGANIZATION3
sheet and the continuous reporting. PERSON1 agrees to work
on the demo paper over night.

B.3 text-davinci-003
PERSON7 and PERSON5 are discussing the structure of their
deliverable documents. They are using the Overleaf platform
to collaborate on the project, but it is not working properly.
PERSON5 suggests the documents should be published on the
ORGANIZATION1 presentation platform. PERSON1 joins
the conversation and has trouble accessing the chat window.
PERSON7 sends the link again and PERSON1 is able to ac-
cess it. PERSON7 and PERSON5 discuss the requirements
and structure of the deliverable for the PROJECT1 project.
They need to include a screenshot and description of the OR-
GANIZATION7 platform, and PERSON5 will be responsible
for providing most of the content. They also need to find an
internal reviewer for the document. PERSON5 will also be
preparing documents to summarize the information and it is
important to have the same structure for all three platforms.

PERSON7, PERSON5, and PERSON1 discuss the ELG
document they need to submit for the EAMT workshop. PER-
SON7 is emailing colleagues from ORGANIZATION6 and
ORGANIZATION5 to get feedback on the deliverable. They
need to have the content ready by Wednesday, and the doc-
ument should be two pages with pictures to demonstrate the
functionalities. The paper is due on February 21st.

PERSON1 and PERSON5 are discussing how to use Over-
leaf for a project. PERSON7 explains that they need to use
the menu button in the top left corner and click on Git. They
will need to create credentials in order to use the command
Git clone. PERSON7 also mentions that they can use a make
file if they clone it and that it should work.

PERSON7 and PERSON5 discuss the structure of the de-
liverable and what should be included. PERSON5 suggests
that she write the deliverable right away and PERSON7 agrees.
PERSON1 has a problem with the ORGANIZATION4 demo
paper, but PERSON7 offers to modify the makefile and com-
mits with Overleaf Git.PERSON7 disconnects and PERSON1
and PERSON5 start a conversation. PERSON1 introduces
himself and PERSON5 asks him about how to compile the
code. PERSON1 explains that she should type ’make’ and it
will do the Git commands internally. PERSON5 mentions that
it prompts her for a file name and PERSON1 suggests that it
is probably related to the last page style.

PERSON1 and PERSON5 are discussing how PERSON5
can install a package manager. PERSON1 suggests TLMGR
or a standard package, and suggests inserting the package
name, ”tex live dash”. PERSON1 also suggests installing the
”last page” package.

PERSON1 and PERSON5 are discussing how to use the
Overleaf platform to create a paper. PERSON1 has sent a link
to a Wikibooks page. PERSON5 is installing the dependencies
and PERSON1 is trying to find the Paragraph view text. They
both agree that Overleaf is convenient and that PERSON1
should be the one to dictate what is included in the document.
Finally, they thank each other for their work.
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Abstract

This paper describes the approach we followed
for our submission to the Second Run of the
Automatic Minuting Shared Task. Our method-
ology centers around employing BART-based
models fine-tuned on diverse summarization
corpora. The segmented meeting transcripts
are fed into the models, generating summaries
that are subsequently combined and formatted
into the final meeting minutes.

1 Introduction

The COVID-19 pandemic has expedited digital
transformation across industries, significantly im-
pacting the conduct of meetings. With the re-
striction of physical gatherings, online meetings
have emerged as the primary mode of communica-
tion and collaboration. This shift towards virtual
meetings has highlighted the crucial need for au-
tomatic summarization of meeting transcripts. By
harnessing the power of Natural Language Pro-
cessing (NLP), organizations can optimize their
virtual collaboration, ensuring accurate documen-
tation, streamlined processes, and enhanced infor-
mation management.

This paper presents our endeavor to develop a
robust system for generating minutes from meeting
transcripts, undertaken as part of the Second Run
of the Automatic Minuting Shared Task (Ghosal
et al., 2022, Ghosal et al., 2023). The development
of this system for automatic minuting has been
influenced by previous research in the field, serving
as the basis for our work. In particular, we draw
inspiration from the research which pioneered the
use of BART summarization models for meeting
summarization tasks (Shinde et al., 2021).

We begin by looking at the related works from
the previous iteration of the AutoMin Shared Task
(Ghosal et al., 2021). Then we provide a con-
cise overview of the datasets utilized in the task,
followed by a comprehensive description of the

system architecture we implemented. The system
overview encompasses detailed explanations of the
pre-processing steps, the conducted experiments,
and the post-processing techniques applied to refine
the generated minutes. Subsequently, we present
our results and discuss potential avenues for im-
proving the performance of our system.

2 Related Work

Automatic meeting summarization is a relatively
new use case compared to the traditional task of
summarizing text. The first edition of the AutoMin
Shared Task (Ghosal et al., 2021) provides valuable
insight into the work done in this area and explores
numerous methods with which the participants ap-
proached the task.

The use of pre-trained language models, espe-
cially transformer-based architectures like BART
(Shinde et al., 2021), T5-base (Mahajan et al.,
2021), and GPT-2 (Garg and Singh, 2021) was
a prominent approach. These models were then
fine-tuned on the task-specific dataset to improve
performance. One approach used for multilingual
summarization involved translation from Czech to
English, generating the minutes in English and then
translating the results back to Czech (Yamaguchi
et al., 2021).

Incorporating other techniques such as co-
reference resolution and dialogue partitioning dur-
ing pre-processing (Žilinec and Re, 2021), syntac-
tic phrase extraction, redundant word deletion, and
vectorization with TF-IDF scores (Iakovenko et al.,
2021) attempted to enhance the quality of gener-
ated summaries. Argumentation mining techniques
were utilized (Yamaguchi et al., 2021) to improve
coherence and internal structure, highlighting the
importance of organizational and contextual coher-
ence in meeting minutes.
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3 Dataset Description

We participated in Task A of the AutoMin 2023
Shared Task, the goal of which was to generate
minutes from meeting transcripts. The task runs
in two languages, English and Czech, and sepa-
rate meeting corpora were available for both lan-
guages. The first edition of the AutoMin Shared
Task (Ghosal et al., 2021) used the ELITR Minut-
ing Corpus (Nedoluzhko et al., 2022). In addi-
tion to that, this year, a new meeting corpus Eu-
roParlMin created from the European Parliamen-
tary debates was also made available to the partic-
ipants for training. Since we participated only in
the minuting of English meeting transcripts, we
will only describe the datasets corresponding to
English.

The ELITR Minuting Corpus consists of 84, 36,
and 12 transcript-minute instances for train, dev,1

and test sets, respectively. The transcripts, which
are text files, contain ASR outputs of the meetings
and therefore are not very refined. Each transcript
has one or more corresponding minutes generated
in a specific format with details like the date, at-
tendees, the purpose of the meeting, the summary
(in bullet points), and the name of the annotator.
Some transcripts have additional information on
the gender of the attendees and the alignment of
the transcript and minutes.

The EuroParlMin consists of 2065, 187, and 242
transcript-minute instances for train, dev, and test
sets, respectively. Each dataset contains directories
labeled by the date of the session. Each directory
contains the transcripts and minutes of one or more
chapters or sections of the meeting. Chapters are
split further into parts. During the EuroParlMin
transcript revision, grammar and stylistic correc-
tions were already incorporated, resulting in re-
duced cleaning requirements on our part compared
to the ELITR Minuting Corpus. The minutes fol-
low a paragraph-style format and contain only a
summary of the transcript. They do not report other
details like date, list of attendees, etc., which were
present in the minutes of the ELITR Minuting Cor-
pus.

4 System Overview

In this section, we provide a comprehensive
overview of the system architecture implemented
for the automatic minuting of meeting transcripts.

1The dev set also includes the two test sets from the first
run of AutoMin Shared Task.

We begin by presenting the pre-processing steps
undertaken to prepare the input data for the sum-
marization models. Next, we delve into the de-
tails of the experiments conducted, focusing on
the fine-tuning of the BART summarization model
(Lewis et al., 2019) on meeting summarization cor-
pora. We then discuss the post-processing steps em-
ployed for the generation of concise minutes as the
final output of our system. Figure 1 shows the end-
to-end functioning of our system. The source code
can be found at https://github.com/klesnkri/
automin-2023-team-synapse.

Figure 1: System diagram

4.1 Pre-processing

As a first step, we pre-process the transcript data
by splitting them into speaker-utterance pairs and
normalizing the utterances.

For ELITR Minuting Corpus, we apply a se-
ries of text normalization techniques, including the
removal of tags (e.g., <cough/>, <laugh/>, <cen-
sored/>) and ASR stopwords and errors, deletion
of punctuation at the start of sentences, removal
of consecutive duplicate tokens and punctuation,
and sentence normalization. Figure 2 and Figure 3
illustrate the steps involved in the pre-processing of
ELITR Minuting corpus and an example of the raw
text before and after pre-processing, respectively.

Figure 2: Pre-processing of ELITR Minuting Corpus

Figure 3: Example of ELITR Minuting Corpus pre-
processing
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Similarly, for EuroParlMin, we remove lines that
were not speaker utterances, introduce the PER-
SON entity so the speaker-utterance pairs have the
same format as in ELITR Minuting Corpus, remove
punctuation, language codes, and other irrelevant
information from the start of utterances, and nor-
malize whitespaces. See Figure 4, for a detailed
diagram.

Figure 4: Pre-processing of EuroParlMin Corpus

4.2 Segmentation
To address the input length limitation of the BART
architecture, we slice the speaker-utterance pairs
into segments of uniform token length. We exper-
iment with varying segment lengths of 512, 768,
and 1024 tokens.

4.3 Summarization
We use three BART large summarization models
trained on distinct datasets to generate summaries
for the segmented data. All of the models are pub-
licly available on the Hugging Face repository. We
pass the segmented data into these models and re-
join the segment summaries to obtain the raw sum-
mary text.

The first model, MEETING_SUMMARY2 was
trained on the XSUM Dataset (Narayan et al.,
2018), AMI Meeting Corpus (Mccowan et al.,
2005), SAMSUM Dataset (Gliwa et al., 2019),
and DIALOGSUM Dataset (Chen et al., 2021).
The second model, bart-large-cnn-samsum3 was
trained on CNN Daily Mail (See et al., 2017) and
SAMSUM Dataset. Finally, the third model, bart-
large-xsum4 was originally trained on the XSUM
Dataset and we further fine-tuned it on the SAM-
SUM Dataset.

4.4 Post-processing
After obtaining the summarization, we perform fur-
ther post-processing to ensure the deidentified enti-
ties retain the correct format and the summarized

2https://huggingface.co/knkarthick/MEETING_
SUMMARY

3https://huggingface.co/philschmid/
bart-large-cnn-samsum

4https://huggingface.co/facebook/
bart-large-xsum

sentences are formatted as minutes. We experiment
with deleting some non-informative sentences from
the summaries using TextRank (Mihalcea and Ta-
rau, 2004). However, ultimately, we decide to keep
all the sentences to ensure coherence in the min-
utes.

5 Results

We evaluate the generated summaries using the
ROUGE-1, ROUGE-2, and ROUGE-L metrics on
the development data. The automatic evaluation
results are summarized in Table 1 and Table 2.
Since automatic evaluation serves only as a sup-
plementary measure for this task, we also looked
at several outputs and compared them to the min-
utes provided in the development datasets for both
corpora. The final models were chosen based on
our manual assessments of these outputs. The
MEETING_SUMMARY model proved effective
for the ELITR Minuting Corpus, benefiting from
pre-training on similar dialogue datasets. However,
it did not perform well for the EuroParlMin corpus,
where speaker utterances are much longer.

According to our experiments, the MEET-
ING_SUMMARY model with a segment length
of 768 tokens is the most suitable for generating
ELITR Minuting Corpus minutes, while the bart-
large-cnn-samsum model with a segment length of
1024 tokens is the most appropriate for generating
the EuroParlMin minutes.

6 Conclusion

In this paper, we presented our approach for auto-
matic minuting, focusing on fine-tuning the BART
summarization model using meeting summariza-
tion corpora. For ELITR corpus, we chose the
MEETING_SUMMARY model with a segment
length of 768 tokens, and for EuroParlMin corpus,
we settled on the bart-large-cnn-samsum model
with a segment length of 1024 tokens. While our
current approach yields promising results, there
are areas for future improvements, such as explor-
ing dialogue summarization models like DialogLM
(Zhong et al., 2022), which show potential in ad-
dressing the challenge of processing lengthy meet-
ing transcripts. Our intention is to refine our system
continuously and advance the field of automatic
minuting, ultimately providing more accurate and
coherent meeting minutes.
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Segment Length 512
Model ROUGE-1 ROUGE-2 ROUGE-L

MEETING_SUMMARY 0.364 0.111 0.179
bart-large-cnn-samsum 0.331 0.121 0.170

bart-large-xsum-samsum 0.367 0.119 0.184
Segment Length 768

Model ROUGE-1 ROUGE-2 ROUGE-L
MEETING_SUMMARY 0.390 0.113 0.191

bart-large-cnn-samsum 0.368 0.126 0.189
bart-large-xsum-samsum 0.388 0.113 0.194

Segment Length 1024
Model ROUGE-1 ROUGE-2 ROUGE-L

MEETING_SUMMARY 0.379 0.102 0.190
bart-large-cnn-samsum 0.380 0.115 0.191

bart-large-xsum-samsum 0.379 0.103 0.190

Table 1: Automatic evaluation for ELITR Minuting Corpus

Segment Length 512
Model ROUGE-1 ROUGE-2 ROUGE-L

MEETING_SUMMARY 0.225 0.072 0.145
bart-large-cnn-samsum 0.261 0.075 0.157

bart-large-xsum-samsum 0.233 0.073 0.150
Segment Length 768

Model ROUGE-1 ROUGE-2 ROUGE-L
MEETING_SUMMARY 0.210 0.069 0.139
bart-large-cnn-samsum 0.251 0.072 0.153

bart-large-xsum-samsum 0.218 0.070 0.145
Segment Length 1024

Model ROUGE-1 ROUGE-2 ROUGE-L
MEETING_SUMMARY 0.198 0.066 0.133
bart-large-cnn-samsum 0.241 0.070 0.150
bart-large-xsum-samsum 0.206 0.068 0.140

Table 2: Automatic evaluation for EuroParlMin Corpus
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Limitations

While our system shows promising progress in gen-
erating meeting minutes, there are several limita-
tions that need to be addressed to enhance its over-
all performance.

Our system lacks a robust sentence-ranking
mechanism to filter out irrelevant content from the
generated minutes. This deficiency may lead to
the inclusion of extraneous information, especially
when the transcripts are generated using automatic
speech recognition, reducing the accuracy and con-
ciseness of the minutes. We are not explicitly track-
ing speaker utterances and the references in them,
and the failure to properly handle references can
result in disjointed and less coherent meeting min-
utes.

Our current system’s limited generalization to
various meeting formats hampers its versatility. It
may struggle to produce satisfactory minutes for
informal or specialized meetings, affecting its prac-
tical applicability.
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minuting corpus: A novel dataset for automatic
minuting from multi-party meetings in English and
Czech. In Proceedings of the Thirteenth Language

112



Resources and Evaluation Conference, pages 3174–
3182, Marseille, France. European Language Re-
sources Association.

Abigail See, Peter J. Liu, and Christopher D. Manning.
2017. Get to the point: Summarization with pointer-
generator networks. In Proceedings of the 55th An-
nual Meeting of the Association for Computational
Linguistics (Volume 1: Long Papers), pages 1073–
1083, Vancouver, Canada. Association for Computa-
tional Linguistics.

Kartik Shinde, Nidhir Bhavsar, Aakash Bhatnagar, and
Tirthankar Ghosal. 2021. Team ABC @ AutoMin
2021: Generating Readable Minutes with a BART-
based Automatic Minuting Approach. In Proc. First
Shared Task on Automatic Minuting at Interspeech
2021, pages 26–33.

Atsuki Yamaguchi, Gaku Morio, Hiroaki Ozaki, Ken
ichi Yokote, and Kenji Nagamatsu. 2021. Team Hi-
tachi @ AutoMin 2021: Reference-free Automatic
Minuting Pipeline with Argument Structure Construc-
tion over Topic-based Summarization. In Proc. First
Shared Task on Automatic Minuting at Interspeech
2021, pages 41–48.

Ming Zhong, Yang Liu, Yichong Xu, Chenguang Zhu,
and Michael Zeng. 2022. Dialoglm: Pre-trained
model for long dialogue understanding and summa-
rization.

Matúš Žilinec and Francesco Ignazio Re. 2021. Team
Matus and Francesco @ AutoMin 2021: Towards
Neural Summarization of Meetings. In Proc. First
Shared Task on Automatic Minuting at Interspeech
2021, pages 53–58.

113



Proceedings of the 16th International Natural Language Generation Conference: Generation Challenges, pages 114–120
September 11–15, 2023. ©2023 Association for Computational Linguistics

Team Iterate @ AutoMin 2023 - Experiments with Iterative Minuting

František Kmječ
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Abstract
This report describes the development of our
system for automatic minuting created for the
AutoMin 2023 Task A organized by Ghosal
et al. (2023). As a baseline, we utilize a system
based on the BART encoder-decoder model
paired with a preprocessing pipeline similar
to the one introduced by Shinde et al. (2022).
We then further explore the possibilities for
iterative summarization by constructing an iter-
ative minuting dataset from the provided data,
finetuning on it and feeding the model previ-
ously generated minutes. We also experiment
with adding more context by utilizing the Long-
former encoder-decoder model (Beltagy et al.,
2020), finetuning it on the SAMSum dataset
(Gliwa et al., 2019). Our submitted solution is
of the baseline approach, since we were unable
to match its performance with our iterative vari-
ants. With the baseline, we achieve a ROUGE-1
score of 0.368 on the ELITR minuting corpus
(Nedoluzhko et al., 2022a) development set.
We finally explore the performance of Vicuna
(Chiang et al., 2023) 13B quantized language
model for summarization.

1 Introduction

Meeting minuting is the process of writing down
the important contents discussed while reducing the
overall length. It is generally necessary to create
minutes to keep people who were not able to attend
up to date and to have a reference to come back to.
However, writing meeting minutes is a tedious pro-
cess requiring a lot of concentration. Additionally,
most meetings lack a dedicated notetaker, there-
fore the additional cognitive load is placed on the
meeting participants who are already under stress.
Since the COVID pandemic hit, many meetings
have shifted to the online space, and with the rise
of the large language models, it is becoming tech-
nically possible to automate the tedious and taxing
minuting process.

Numerous approaches for automatic minuting
were shown at the first AutoMin (Ghosal et al.,

2021), most of them utilizing a pre-trained trans-
former model like BART (Lewis et al., 2020) or
PEGASUS (Zhang et al., 2020). Such models how-
ever have their limitations, especially with their
input size being constrained to 512 or 1024 tokens
by the quadratic complexity of the attention mech-
anism.

In our approach, we explored possible solutions
to the issue of short context length, namely itera-
tive summarization and the Longformer model. We
utilized a solution inspired by the winning one at
AutoMin 2021 by Shinde et al. (2021) as a base-
line. Finally, we experimented with the new Vicuna
models, but we were unable to obtain the results by
the task deadline.

2 Related works

In AutoMin 2021, the approaches with best results
were of Team Hitachi (Yamaguchi et al., 2021) and
Team ABC (Shinde et al., 2021). Both of these
teams solved the problem of limited model input
length in a different way. Team ABC splits the tran-
script into fixed-size segments, preprocesses them
with a rule-based system, then summarizes each
segment separately using a BART model. They
then filter the output to remove redundancies and
concatenate the result. On the other hand, Team Hi-
tachi utilize a segmenter based on the Longformer
architecture with a LSTM recurrent network on
top which assigns utterances to different topics.
These topics are then summarized using a BART
model and results are concatenated to form the
final minutes. The approach from Team Hitachi
scores slightly higher on adequacy while the sys-
tem of Team ABC is ranked higher in fluency and
grammatical correctness. Notably, neither of these
systems used the ELITR minuting corpus data for
training.

We also list some notable systems that were not
a part of the AutoMin 2021. SummN by Zhang
et al. (2022) works by generating a coarse summary
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in multiple stages and then generating a final sum-
mary from them. It has a variable-length input as it
can scale its number of stages. QMSum by Zhong
et al. (2021) utilizes a locate-then-summarize ap-
proach, which works by first locating parts of the
transcript with a common topic and then summariz-
ing them separately. In this, the approach is similar
to Team Hitachi’s.

3 Baseline system

We use a baseline approach inspired by system of
Team ABC from 2021. We use a pipeline with
a BART model finetuned on the XSum (Narayan
et al., 2018) and SAMSum datasets with a simple
rule-based preprocessing system. The transcript
is first cleaned of filler words and less common
characters are removed to make the summary more
fluent with the preprocessing code of Shinde et al.
(2022). To satisfy the input length limitation of the
BART model, the pipeline then splits the transcript
into chunks of roughly 512 tokens. Each of those
chunks is then summarized into a separate bullet
point. The resulting minutes are a concatenation of
the chunk summaries.

4 Iterative approaches

One of the biggest challenges for summarization
transformer language models is the limited input
length. This naturally limits the amount of context
the model can process and therefore can severely
interfere with the quality of the generated minutes,
especially for conversations with a common topic
that span several thousand tokens. There are ap-
proaches that try to counter this, notably the Long-
former mechanism, which modifies the attention
mechanism to reduce the complexity, and others
mentioned in section 2.

For humans, a natural approach to creating meet-
ing minutes is an incremental one. A notetaker
listens to the conversation taking place and writes
down the agreed-upon points, all the while keeping
in mind what he has already noted. Our intention
was to imitate such a process. The summarization
model would be fed a chunk of a transcript together
with several previously generated minute points to
both satisfy the input length constraint of the trans-
former models while providing the needed context
for the minutes.

4.1 Data pre-processing
To the best of our knowledge, there are no datasets
publicly available for transcript summarization
where there would be known alignment between a
minute bullet point and a transcript chunk. There-
fore, we needed to fabricate our own training
dataset from available data.

We preprocessed and used data from the English
part of ELITR minuting corpus (Nedoluzhko et al.,
2022b) provided as a part of the competition. The
dataset contains 120 meetings, each with at least
one transcript and at least one minute. The aver-
age length of the transcripts is around 7000 words
while the minutes are on average 373 words long.
The corpus is split into four sets: train, dev, test
and test2 with 84, 10, 18 and 8 meetings respec-
tively. We utilize train for training and dev for a
development set.

We cleaned the transcripts of fillers and stop-
words using the same preprocessing approach as
with the baseline model. We then split each tran-
script into 512 token chunks with 256 token overlap
between neighbouring chunks, dividing the chunks
between utterances so as to preserve fluency. We
also split the corresponding minutes into sequences
of three consecutive bullet points.

We then aligned the minute chunks to the tran-
script chunks. We explored two approaches, one
using document similarity metric from the Spacy
library introduced by Honnibal et al. and the
other one using ROUGE-1 precision scores. In
both cases, for every minute chunk we calculated
the metric between it and every transcript chunk
and picked the piece of transcript that maximized
the metric. By manual inspection of a sample of
aligned chunks, we found the ROUGE-1 alignment
to be more reliable.

The resulting dataset had the last bullet point of
the minute chunk as the target and the concatena-
tion of two previous bullet points and the transcript
as the input. The dataset statistics can be found in
table 1.

5 Methodology

5.1 Iterative BART
We utilized the same BART model weights as in
the baseline. We finetuned on our created dataset
with learning rate α = 2 · 10−5 and with weight
decay of 0.01 for one epoch.

After training and testing the model on some
development transcripts, we found out that we are
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dataset n. samples transcript prepended minutes target minutes
train 6014 189.21± 123.67 19.05± 15.47 9.95± 9.74

Table 1: Iterative dataset statistics. The transcript, prepended minutes and target minutes columns give the average
amount of words in the respective categories and the standard deviation.

unable to prevent the model from infinitely repeat-
ing the past outputted minutes, effectively being
stuck in a loop. We attribute this to two factors.
Firstly, there was not much training data, with our
dataset creation process yielding about 6000 sam-
ples. Secondly, the training data quality was not
very good and probably unsuitable for the limited
context length of the BART model input. Many
of the target bullet points consisted of information
that cannot be obtained from a short chunk of the
transcript, like the list of participants, purpose of
the whole meeting or a purpose of a large section
of a meeting.

5.2 Iterative LED
To counteract the input length limits of the BART
model, we experimented with the LED model for
iterative summarization. LED stands for Long-
former Encoder Decoder and is a modification of
the BART model. It utilizes the Longformer at-
tention mechanism as a drop-in replacement of the
classic self-attention mechanism, allowing it to take
input up to 16384 tokens in length, which is in most
cases longer than the transcript provided as part of
ELITR minuting corpus.

We utilized the LED-large model pretrained on
Arxiv long document dataset introduced by Cohan
et al. (2018). We then finetuned on the SAMSum
dataset for 1000 steps with learning rate 5 · 10−5

with the Adam optimizer.
For further finetuning, we modified the iterative

dataset, utilizing the entire transcript instead of tran-
script chunks as input. We then trained following
the same procedure as for the BART model. How-
ever, while testing the model, we found it did not
provide the improvement we hoped for, as the LED
was still looping and generating the same minutes
all over again, rendering the approach unusable for
practical applications. Overall, we found the itera-
tive solutions to be infeasible, especially because
of the lack of suitable training data.

5.3 Non-iterative LED model
As we did not manage to pass the baseline or get to
a functional solution with our iterative approaches,
we turned towards using the SAMSum-finetuned

LED model in a manner similar to the BART base-
line. We then generated the minute points by first
feeding the model the first whole transcript, then
the transcript without first 1024 tokens, then with-
out 2048 tokens, and so on. We cut off parts of
the transcript do distinguish the inputs and force
the model to focus on something new in the next
summary point. The results were promising, with
roughly comparable ROUGE and BERT scores to
the ones posed by the baseline. However, the sys-
tem produced a summary whose bullet points were
a lot less compact. We assume this is due to the
fact that the LED model was not pretrained on the
XSum dataset, therefore it did not learn to shorten
the input as well as the BART model.

5.4 Experiments with Llama quantized
models

In early 2023, Llama models were proposed by
Touvron et al. (2023). Llama is a family of decoder-
only foundational language models similar in archi-
tecture to GPT (Radford and Narasimhan, 2018).
The architecture includes optimizations from subse-
quent successful models like GPT-3 (Brown et al.,
2020) or PaLM (Chowdhery et al., 2022). Due to
the successes of models with similar architecture,
for example by Hájek (2021) with GPT-2 for Czech
summarization, we were intrigued to try the models
for minuting. Because the weights are public, many
open-source modifications are available. Recently,
with the help of the GPT4All library (Anand et al.,
2023), it has become easy to generate outputs from
such large language models using quantization.

We experimented with prompting the 4-bit quan-
tized 13 billion parameter Vicuna model. Vicuna is
a version of the Llama model specifically finetuned
on user-model conversations from ShareGPT.1 It is
meant to follow users’ instructions, functioning as
a chatbot. The model has a limited context length,
therefore the same preprocessing and splitting into
chunks as with the baseline model is needed.

We used the prompt of “Please summarize the
following transcript with 2 bullet points
starting with *. Write just the bullet

1https://sharegpt.com/
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points, nothing more." The input chunk length
chosen was 768 tokens at maximum. The results
were promising, with most minutes being more
relevant and fluent than the ones generated by the
baseline. The Vicuna model sometimes does not
listen to the prompt instruction, instead generating
a response like “I am sorry, but I cannot
write a response to this prompt as it is
incomplete and I am not sure what the
prompt is asking for. Please provide a
complete and clear prompt, so I can assist
you.", but in the majority of responses, the task
is fulfilled correctly. However, we were unable to
compute the results by the task deadline, therefore
we did not submit it to the competition.

6 Evaluation and output samples

Commonly used approaches for automatic evalu-
ation include ROUGE and BERTScore, but these
often fail to represent the real quality of a meet-
ing minute, as they are unable to fully represent
the informational content. We therefore fall back
to a combination of manual evaluation (coarsely
assessing the relevance, coverage and fluency of
the generated minutes) and the automatic metrics
of ROUGE and BERTScore. We place most em-
phasis on the manual qualitative evaluation on the
development set of ELITR. We also ran automatic
evaluations on the test and test2 sets.

We found the baseline model to perform better
than LED in all the automatic metrics we computed,
as shown in table 2. The baseline also generates
more concise summaries. We observed that the
LED model has a tendency to refrain from drawing
conclusions and only generating sentences with
questionable informational content. An example of
this is They need to organize it according
to the dates, the names of the sessions
and then complement it with the with the
minutes and then discuss what in what way
do they need to rename it or rename it. The
sentence is neither grammatically correct nor very
informative. This is indicated also by the smaller
ROUGE recall scores. Notably, the model also
struggled with copying words from the input, with
the word ORGANIZATION commonly misspelled as
ORGANATION in the output. Due to all these factors,
we submitted the baseline model as our competition
one.

After the competition deadline, we also evalu-
ated the outputs of the pipeline with the Vicuna

model prompted for meeting summarization. We
found out it was similar to the the other models
in BERTScore but performed worse on ROUGE-
1 precision and a bit better on ROUGE-1 recall,
being more consistent across all the evaluation
datasets. Qualitatively, the result sample we ex-
amined seemed more informative than the output
of our other models. Had the results been avail-
able by the submission deadline, we would be sub-
mitting them. However, sometimes the outcome
of the Vicuna model was not summarization at
all; sometimes it ignored the transcript completely
and generated a generic outcome. This could be
automatically filtered or, better, fixed with better
prompting or finetuning. It should also be noted
that the results from the Vicuna model were on
average considerably longer than of the baseline
model, as also shown in table 2.

We would like to point out that all the generated
minutes differ in essence to the target minutes pro-
vided as a part of the dev set, as they often focus
more on what is happening at the current time in
the transcript instead of summarizing the outcomes
and agreed upon points. We find this to be a major
disparity that we believe will only be fixed with
much increased context length. A comparison of
samples of successfully generated summary points
for the same transcript chunks can be found below.

Baseline: This week PERSON11 is working on
the collection is business for English.
He has downloaded 1970 to 1980 pdf
files which is extracted from the OTHER3
thing of the office. 15000 sentences is
crawled automatic using automatic clover
for English, OTHER3. He needs to clean
all the data

LED: PERSON11 is trying to record the
call to see if they are able to summarize
it automatically. They are trying to
make it sound like they are discussing
the issue of censorship. They need to
apply the same type of adaptation for the
NLP, PROJECT2 on the 12th and the 17th
of February. They also need to adapt the
vocabulary of the PERSON7 talkage. They
want to use English as English models.
They will use it for the first dry run of
a workshop on the Monday seminar.
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Model avg. words BERT R-1p R-1r R-2p R-2r
dev set

Baseline 471 0.785 0.225 0.368 0.06 0.106
LED 661 0.778 0.220 0.334 0.04 0.09

Vicuna 698 0.766 0.187 0.389 0.05 0.119
test set

Baseline 543 0.750 0.156 0.287 0.03 0.06
LED 704 0.729 0.165 0.258 0.022 0.05

Vicuna 764 0.74 0.144 0.33 0.03 0.08
test2 set
Baseline 537 0.781 0.292 0.335 0.09 0.12

LED 704 0.765 0.292 0.26 0.06 0.08
Vicuna 732 0.774 0.254 0.343 0.07 0.11

Table 2: comparison of the output lengths and metrics on ELITR dev, test and test2 sets

Vicuna PERSON11 is working on a business
project for OTHER3, which involves
cleaning and organizing a large amount
of data in text format.
PERSON14 is collaborating with PERSON6 on
a language model for the project, and they
are discussing how to use the model for
organizing the data.

7 Conclusion

Although we were unable to pass the baseline with
our approaches, we have several interesting find-
ings.

• We found that although iterative summariza-
tion is a possibly promising approach, the
needed training data is not yet available. Train-
ing on ELITR minuting corpus data proved
difficult, mostly due to the non-incremental
character of the available minutes.

• We successfully finetuned the LED model on
conversation summarization and gained com-
parable results to the baseline on some inputs.
However, we were unable to see the benefits
of the larger context length it offers. We be-
lieve this is due to the character of available
conversation summarization datasets, which
rarely have inputs longer than a thousand to-
kens.

• We have shown that Vicuna models can be
successfully prompted to perform summariza-
tion of transcripts, even though the results can
be unreliable. We found that the results are
often more fluent and relevant than outputs

of the smaller BART model, even though the
model has not been specifically finetuned on
the summarization task.

7.1 Future work

We believe the Llama models show promise for
summarization and minuting; therefore, we think
further finetuning on the SAMSum and XSum
datasets could improve the results by a large margin.
Bigger models could be finetuned using low-rank
adaptation training as proposed by Hu et al. (2021),
shown in practice on the StackLLama model from
Beeching et al. (2023).

We also believe that the Longformer model
could be successfully used for summarization if
it is adapted to a smaller subtask of the minuting.
As seen in the provided training data in the ELITR
minuting corpus, the minutes often have very spe-
cific sections for a general topic of the meeting, the
attendees, the agreed upon next actions and tasks
that are given to separate participants. Such sec-
tions cannot be well generated by an approach that
only has short chunks as context. Therefore, a sepa-
rate Longformer model could be trained for each of
those subtasks that would take full advantage of the
whole transcript context. Such an approach would
be similar to the one created by Team Hitachi at
AutoMin 2021.
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Tirthankar Ghosal, Ondřej Bojar, Muskaan Singh, and
Anja Nedoluzhko. 2021. Overview of the First
Shared Task on Automatic Minuting (AutoMin) at
Interspeech 2021. In Proc. First Shared Task on Au-
tomatic Minuting at Interspeech 2021, pages 1–25.

Bogdan Gliwa, Iwona Mochol, Maciej Biesek, and Alek-
sander Wawer. 2019. SAMSum corpus: A human-
annotated dialogue dataset for abstractive summa-
rization. In Proceedings of the 2nd Workshop on
New Frontiers in Summarization, pages 70–79, Hong
Kong, China. Association for Computational Linguis-
tics.

Matthew Honnibal, Ines Montani, Sofie Van Lan-
deghem, and Adriane Boyd. spacy: Industrial-
strength natural language processing in python.

Edward J. Hu, Yelong Shen, Phillip Wallis, Zeyuan
Allen-Zhu, Yuanzhi Li, Shean Wang, Lu Wang, and
Weizhu Chen. 2021. Lora: Low-rank adaptation of
large language models.

Adam Hájek. 2021. Automatic text summarization [on-
line]. SUPERVISOR: doc. RNDr. Aleš Horák, Ph.D.

Mike Lewis, Yinhan Liu, Naman Goyal, Marjan
Ghazvininejad, Abdelrahman Mohamed, Omer Levy,
Veselin Stoyanov, and Luke Zettlemoyer. 2020.
BART: Denoising sequence-to-sequence pre-training
for natural language generation, translation, and com-
prehension. In Proceedings of the 58th Annual Meet-
ing of the Association for Computational Linguistics,
pages 7871–7880, Online. Association for Computa-
tional Linguistics.

Shashi Narayan, Shay B. Cohen, and Mirella Lapata.
2018. Don’t give me the details, just the summary!
topic-aware convolutional neural networks for ex-
treme summarization. ArXiv, abs/1808.08745.

Anna Nedoluzhko, Muskaan Singh, Marie Hledíková,
Tirthankar Ghosal, and Ondřej Bojar. 2022a. ELITR
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Orange Innovation, DATA&AI, Lannion, France

first.last@orange.com

Abstract

This document reports the approach of our team
Darbarer for the main task (Task A) of the Au-
toMin 2023 challenge. Our system is composed
of four main modules. The first module relies
on a text simplification model aiming at stan-
dardizing the utterances of the conversation and
compressing the input in order to focus on in-
formative content. The second module handles
summarization by employing a straightforward
segmentation strategy and a fine-tuned BART-
based generative model. Then a titling module
has been trained in order to propose a short
description of each summarized block. Lastly,
we apply a post-processing step aimed at en-
hancing readability through specific formatting
rules. Our contributions lie in the first, third
and last steps. Our system generates precise
and concise minutes. We provide a detailed
description of our modules, discuss the diffi-
culty of evaluating their impact and propose
an analysis of observed errors in our generated
minutes.

1 Introduction

The COVID-19 pandemic has led to substantial
changes in our way of communicating, interacting
and collaborating. As the virus has required so-
cial distancing measures and the implementation
of remote working across many industries, com-
munication methods have shifted from traditional
face-to-face interactions to virtual platforms. Con-
sequently, the reliance on digital tools and tech-
nologies has grown exponentially, altering not only
the nature of our conversations but also the means
by which they are documented and managed. In
this paper, we introduce a novel approach to auto-
matic minuting tools tailored to address the unique
challenges of online communication. We submitted
this system for Task A of the AutoMin2023 chal-
lenge (Ghosal et al., 2023). The primary objective

of this task is to develop an automated system capa-
ble of generating minutes from multiparty meeting
transcripts. The performance of the resulting sum-
maries are to be assessed using a combination of
automatic and manual evaluation metrics.

For this system, we only used the task training
data as well as the additional data that was recom-
mended. We did not use Large Language Models
nor any additional training data, which positions
our submission in the constraint category. Instead,
we used “classical” language models derived from
BART. While there is no strict parameter count that
officially defines if a language model is “large”,
at the time this paper was written, the consensus
seems to be that any model exceeding 1 billion pa-
rameters with the capacity to be prompted qualifies
as such in the work of Zhao et al. (2023). How-
ever, BART does not meet these criteria. We first
describe in Section 2 the data provided for the Au-
toMin Shared Task, being the ELITR and the Eu-
roParlMin Corpus. Then we provide related work
in 3 before describing in Section 4 the different
modules of our system. Finally, we provide in Sec-
tion 5 insights on the results by analyzing the effect
of each module on the metrics and detailing the
different errors we’ve encountered in the generated
minutes.

2 Presentation of the data

2.1 ELITR Minuting Corpus

The ELITR Minuting Corpus presented by
Nedoluzhko et al. (2022) is a dataset containing
de-identified transcripts of project meetings and
their corresponding minutes, primarily focusing on
the computer science domain. The Corpus contains
meetings in English and meetings in Czech. The
English part of the dataset predominantly includes
discussions among computer science professionals,
while the Czech portion encompasses deliberations

121



Figure 1: Processing chain (pipeline) for the automatic minute generation

from both the computer science and public admin-
istration fields.

The duration of the meetings captured in the
dataset ranges from brief 10-minute exchanges to
extensive discussions lasting over 2 hours.

One of the distinguishing features of the ELITR
Minuting Corpus is the presence of multiple min-
utes files for a single conversation, thus offering a
nuanced perspective on the variations in the inter-
pretation and representation of meeting discussions.
In addition, the Corpus includes, for some of the
meetings, alignment files that facilitate the correla-
tion between individual lines from the minutes files
and the corresponding sections of the transcript
files.

The minutes in the datasets are authored by var-
ious human annotators, each possessing distinct
styles and perspectives on effective summariza-
tion. Consequently, the minutes exhibit substan-
tial disparities in length, content, and organization.
They may adopt flat or hierarchical structures, fea-
ture long sentences or keywords, and be arranged
chronologically or by topic. These variations high-
light the diverse approaches to summarization and
offer a rich resource for studying the nuances of
human-generated summaries. Table 1 shows statis-
tics on the data and illustrates the disparities just
mentioned earlier. The line compression ratio is the
ratio between the number of lines in the transcripts
and the number of lines in the annotated minutes.

Statistics Mean Std
nb. minutes per transcript 2.10 1.33

line compression ratio 12.15 21.06
nb. words per minute line 11.6 9.20

Table 1: Statistics of the ELITR Corpus

2.2 EuroParlMin Corpus
The EuroParlMin dataset is a subset of the broader
Europarl Corpus presented by Koehn (2005), focus-
ing exclusively on English transcripts of European
Parliament sessions from 2004 to 2011. Some ses-
sions are split into chapters, and in that case there
is one transcript file per chapter. The durations are
not provided.

Unlike ELITR Minuting Corpus, each chapter of
the sessions has only one associated minute. This
reduces disparities in length between the minutes.

Statistics Mean Std
line compression ratio 6.62 13.05

nb. words per minute line 6.85 6.48

Table 2: Statistics of the Europarlmin Corpus

3 Related work

Ghosal et al. (2021) give an overview of the sys-
tems submitted for the same task in the previous
edition. Two systems stand out: that of the ABC
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team (Shinde et al., 2021) and that of the Hitachi
team (Yamaguchi et al., 2021). Both systems share
a number of common features. Firstly, both teams
have sought to partition the conversation in such a
way that each part can fit the input of a transformer-
based summarization module. Once each segment
has been summarized, a concatenation is performed
between the different summaries to obtain a global
summary of the conversation.

In the case of the ABC team, conversation seg-
mentation is carried out with a linear segmentation,
cutting the conversation into blocks of tokens of
uniform size. This segmentation is itself preceded
by a rule-based block to remove redundant/repeti-
tive elements.

In the case of the Hitachi team, segmentation
is carried out automatically using a LongFormer
(Beltagy et al., 2020) model, in order to select and
group passages of interest in the conversation. The
authors used manual annotation to train their seg-
mentation method.

Our method is essentially based on these main
steps (segmentation, summarization, concatena-
tion), but we propose to add a text simplification
module before segmentation in order to compress
the text and increase the amount of information
present in each segment.

4 Overview of the submitted system

This Section presents the Darbarer system1 sub-
mitted for AutoMin2023 Task A, in the constraint
category. The overall system is illustrated in Fig-
ure 1. Our system is composed of four main mod-
ules. The first module relies on a text simplifica-
tion model aiming at standardizing the utterances
of the conversation and compressing the input in
order to focus on informative content. The sec-
ond module handles summarization by employing
a straightforward segmentation strategy and a fine-
tuned BART-based generative model. Then a titling
module has been trained in order to propose a short
description of each summarized block. Lastly, we
apply a post-processing step aimed at enhancing
readability through specific formatting rules.

4.1 Transcription simplification

A conversation involves several people exchanging
information about one or multiple topics. Each

1The code and data specifically annotated to train
some of the modules is available at https://github.com/
Orange-OpenSource/automin2023-darbarer

person communicates in a manner that may vary
significantly from one to another. This heterogene-
ity, notably put forward by Schiffrin (1990) can
give rise to difficulties when trying to summarize
spoken conversations. Additionally, disfluencies
that are inherent to spontaneous speech, as well
as discourse markers that help the intelligibility of
speech in an interaction context, yield uninforma-
tive content in transcriptions that harms readability.
Small talks can also be present and should not be
transposed in the minutes. Even if the readabil-
ity of the input transcript is not necessarily linked
to the performance of a summarization model, it
seems preferable to remove as much uninformative
content as possible prior to performing the summa-
rization task. Text simplification makes it possible
to reduce the linguistic complexity of statements
in a conversation and thus, in a way, allows to
standardize each utterance. Text simplification has
been studied initially as a way to increase accessi-
bility of texts (for language learners for instance)
and has also shown a real utility in many tasks in
automatic language processing, including in sum-
marization tasks. Silveira and Branco (2012) put
forward that the simplification allows, in a summa-
rization task, to more easily bring out the important
information. In the same way, Hasler et al. (2017)
shows that in translation tasks, text simplification
has a positive effect. Simplification is also used for
caption and subtitles generation (Buet and Yvon,
2021) as a way to compress information. It has
been studied a lot in the biomedical domain as a
way to increase accessibility of biomedical texts
(Cardon and Grabar, 2020; Ondov et al., 2022).

In order to perform this text simplification, we
first selected 86 utterances from a single conver-
sation from the training set and manually anno-
tated simplified version of each utterance, as can
be seen in table 3. We then fine-tuned a mBART-
based model named mBarthez (Kamal Eddine et al.,
2021).2 mBarthez, like mBART, is pretrained
on denoising tasks on multilingual data. Pre-
liminary experiments run on in-house data, that
are not reported here, showed that mBarthez per-
formed better than mBart on the simplification task.
The model was trained with the following hyper-
parameters : a learning rate of 3e-6, a batch size of
3, 1200 for max-steps and 0 warmup steps.

Table 4 shows a few examples of the simplifi-

2Model available on HuggingFace :
https://huggingface.co/moussaKam/mbarthez
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Original transcript Human-written simplification
Well today (unintelligible) should be pretty simple,
simple, simple meeting.

Today should be a simple meet-
ing

And so we have collected all of them, and we are
going to reveal presentation platform.

We are going to reveal the pre-
sentation platform

So you can you mute when you have some interview. Can you mute?
Yeah, okay, yes, great. Yes.

Table 3: Sample of the training data for text simplification

Original transcript Automatic Simplification
Yeah, ye- ye-.
But it’s just to- But it’s just to-
To- I don’t know, maybe writing things, we can think
about uh alternatives or limitations.

We can think about alternatives
or limitations.

And so it will be interesting to, to check this kind of
thing so-

It will be interesting to check this
kind of thing so-

Um so far I- I just organize the- the sections in bullet
points.

I just organize the sections in bul-
let points.

Table 4: Examples of conversation lines before and after simplification

cation task, performed with our model. Note that
the simplification model can yield empty outputs
and thus can allow us to remove some lines of the
transcriptions which are carrying little information.

It is noteworthy and surprising to observe that a
relatively small number of training examples suf-
ficed in achieving acceptable results for text sim-
plification. We conducted an ablation study to fur-
ther investigate the impact of the volume of the
training data on the results. This analysis involved
iteratively training the model with diminishing vol-
umes of data and subsequently observing the varia-
tions in inference outcomes as well as System Out-
put Against References and Input Sentence (SARI)
scores (Xu et al., 2016). The test set consists of 20
utterances not present in the training set, as well
as their corresponding human-written simplifica-
tion. SARI is a metric specifically made to evaluate
simplification results. It compares the system out-
put not only against a reference (human simplified
sentence), but also against the original complex
sentence. This approach helps assess whether the
system correctly keeps, adds, and deletes informa-
tion. By looking at the inference results, we see
that from [X] to [Y] examples, the model learns
which sentences it should keep or not, but keeps
the output sentence the exact same as the input. It
is only after [Y] examples that the model starts to
delete parts of the sentence that are not considered

Figure 2: Evolution of the SARI score as we increase
the number of simplification training examples

relevant. As seen in 2, we observe that the SARI
score keeps rising as we increase the amount of
examples. It does not seem to reach a plateau yet
and giving the model more training examples might
improve our results.

4.2 Summarization

The summarization module is the main component
of our processing chain. For this task we decided to
use the checkpoint of the BART model presented
by Lewis et al. (2020). This model is trained on
the XSum (Narayan et al., 2018) dataset which con-
sists of short summaries of BBC articles and on the
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SAMSum dataset (Gliwa et al., 2019) which is com-
posed of conversations summaries.3 This check-
point showed interesting performances in the sum-
marization task, especially on the ELITR dataset
as shown by Nedoluzhko et al. (2022).4 Unfortu-
nately a major limitation of this model is the size of
the text that it can take as input, which is currently
limited to 1024 tokens. A naive way to deal with
this, is to split the conversations into blocks of size
1024 and then summarize each block. This way of
proceeding is sub-optimal since this segmentation
can clearly cut the conversation in the middle of a
topic and thus induce an important loss of informa-
tion. We tested several more sophisticated methods,
including clustering transcript lines in order to take
into account the non linear nature of meeting top-
ics. None of them improved the ROUGE score and
the coherence of the resulting blocks was also per-
ceptually degraded. We kept the fixed 1024 token
segmentation for our system, but we believe that
this should be further investigated.

Note that with the previous simplification step
in place, blocks of 1024 tokens can now hold more
information. Consequently, the average number of
blocks per meeting has decreased.

To enhance the readability of the minutes, every
summarized block undergoes post-processing steps
which include titling and general formatting.

4.3 Summary block titling

Titles are a simple way to improve readability and
overall comprehension in a document by providing
a piece of context to the reader before the main
content, as shown by Alba et al. (1981).

Thus, we once again fine-tuned mBarthez (Ka-
mal Eddine et al., 2021), this time for the task of
title generation, with the same hyper-parameters
as for the text simplification. In order to achieve
this, we specifically wrote relevant titles for 65
summarized blocks that were previously generated,
as shown in Table 5 and used this annotated dataset
to fine-tune mBarthez.5

Table 6 displays a few examples of the titles
generated during inference for the ELITR dev-09
conversation using this model.

3Ibid : lidiya/bart-large-xsum-samsum
4particularly, see Table 6 in (Nedoluzhko et al., 2022)
5The spelling and capitalization errors of “PERSON” ex-

pressions occurred during generation and are explained in
5.2.2

4.4 Final formatting

Our objective is to produce meeting minutes that
are neatly organized into blocks, where each block
is defined by a specific title and comprises a list of
indented bullet points. To achieve this, we rely on
the prior stages of summarization and titling. In
our setup, each sentence from a summary becomes
a separate bullet point. This makes the information
easier to break down and understand.

To improve readability even further, we have
incorporated specific rules to generate emojis for
each bullet point. This incorporation of visual cues
is an additional step in our strategy to enhance
minutes readability.

To generate the convenient emojis for each bullet
point line, we defined a set of rules:

• If the line contains the word “date”, “dead-
line”, “afternoon”, “tomorrow”, “yesterday”
or a day of the week, the emoji generated for

this bullet point is the calendar emoji .

• If there is a discussion between some persons
in the line (triggered by the verbs “discuss”
or “talk”), the emoji associated to this bullet
point will be the discussion balloon emoji .

• For the lines that evoke a deadline or the ex-
istence of some warnings in something (trig-
gered by the words “deadline”, “warning” and
“careful”), we add at the end of the bullet point

the warning sign emoji .

• If the bullet point where there is a task still
not complete or wait another task to be done
(triggered by the words “still” and “wait”), we

add at the end the hourglass emoji .

We also add a header containing the date and the
attendees of the meeting using simple regular ex-
pressions on the transcript. Plus the signature at the
end of the minute. Adding the header has an impact
on the ROUGE scoring, as will be seen in Table
8 whereas the additional stylistic adjustments are
not taken into account by the scoring methodology.
We believe however that the latter may increase the
fluency criterion during the human evaluation.

4.5 From English to Czech

All the models we’ve used thus far have been specif-
ically fine-tuned on English corpora. The issue at
hand now is the application of our method to the
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Bullet points Human-written title
PERSON7, PERSON8, PERSEN9 and PERSON4 had a call last week.

They will have to provide at least some prototype for the n-best list navigation and
they will try to implement it into the final product.

Provision of navigation list

PERSON8 wants to have a single module that can have all the
functionality of the browser translator.

Browser translator module

Table 5: Sample of the training data for title generation

Bullet points Generated Title
PERSON6 is collecting data.

He sends bad transcripts with bad quality to the annotator and asks him to correct them,
then he sends it to Person6 via FileSender.

Person6 sends him the pre-processed automatic speech reconstructed transcript.

Correction of transcripts

PERSON7 wants to know how the link works
It is the same link as the one in the same meeting invite

People can use it for all of their meetings
The meeting is free for one hour, but they have to pay for it for the next month or so.

Working on the link

Table 6: Examples of section titles generated using the segment bullet points.

Czech transcriptions of the ELITR dataset. In order
to re-use the same pipeline, we add two translation
blocks. A first block that translates the transcrip-
tions from Czech to English. We then generate our
minutes (in English) with our processing chain, to
finally translate back from English to Czech. For
this purpose we use the (Tiedemann and Thottingal,
2020) models which offer the possibility to trans-
late in both directions.6 We did not perform any
particular fine-tuning for this translation task.

5 Results

The AutoMin 2023 challenge provided three test
sets: elmiCS and elmiEN for ELITR Meeting in
Czech and English respectively and europarl in
English. Full results and details about the evalua-
tion process are provided in Ghosal et al. (2023).
We obtain a ROUGE-1 score of 0.31 on elmiCS,
0.39 on elmiEN and 0.27 on europarl. Manual
evaluation has been produced with the ALIGN-
MEET tool (Polák et al., 2022), focusing on ad-
equacy, grammaticality, fluency, relevance and at
two different levels of granularity : at the document-
level and the hunk-level (a hunk is defined as a
set of dialog acts belonging to a summary point).
Table 7 shows the results for of our system accord-
ing to human annotators. Examples of generated
minutes from the test partition are provided in
Appendix. In this Section we provide additional
objective evaluations and insights on observed er-

6We used Helsinki-NLP/opus-mt-cs-en and
Helsinki-NLP/opus-mt-en-cs checkpoints, available
on HuggingFace.

rors on the initially provided test datasets (test
and test2).

5.1 Ablation studies

In order to evaluate the impact of each module,
we use several metrics as can be seen in Table 8,
with Darbarer being the final system we used to
submit our minutes for the task. The baseline sys-
tem applies the bart-large-xsum-samsum model
on fixed blocks of 1024 tokens, without any pre-
processing nor post-processing. For the second
line, we applied Simplification prior to segmenta-
tion and summarization. The third line adds the
titling step for each summarized block. And fi-
nally the formatting step is added to obtain the
last line (Darbarer). We decided to evaluate the
results with metrics usually used for the summa-
rization task: ROUGE (Lin, 2004) and BERTScore
(Zhang et al., 2019). These metrics are also used
during the evaluation process of the task along-
side a human evaluation. However, Ghosal et al.
(2021) have shown that these metrics have poor
correlations with human judgement. During our
research, we found similar discrepancies with our
results, which seemed perceptually better without
an improvement of the scores. We thus decided to
look at the number of words and blocks generated
by our systems, with the assumption that shorter
summaries will improve the overall readability and
clarity of the minutes.

While the overall values of ROUGE and

7https://github.com/chakki-works/sumeval
8https://pypi.org/project/bert-score/
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elmiEN europarl
Document-level Hunk-level Document-level Hunk-level

Adequacy 3.14 ± 0.60 4.03 ± 1.11 2.33 ± 1.21 4.44 ± 0.81

Grammaticality 4.92 ± 0.18 4.93 ± 0.41 5.00 ± 0.00 5.00 ± 0.00

Fluency 3.64 ± 0.42 4.17 ± 1.11 3.50 ± 1.05 4.44 ± 0.81

Relevance 4.67 ± 0.67 4.46 ± 0.71 4.83 ± 0.41 4.94 ± 0.25

Table 7: Average human evaluation scores (1: worst, 5: best) for English meetings. The figures correspond to
mean±standard deviation.

Summarization Simplification Titling Formatting R1 R2 RL
BERT
Score

(scaled)
Words Blocks

test

baseline ✓ 0.32 0.08 0.18 0.44 392 12
+ simplification ✓ ✓ 0.29 0.06 0.16 0.42 294 8,7
+ titling ✓ ✓ ✓ 0.29 0.06 0.16 0.42 316 8,7
Darbarer ✓ ✓ ✓ ✓ 0.30 0.06 0.18 0.44 330 8,7

test2

baseline ✓ 0.33 0.08 0.19 0.41 417 14
+ simplification ✓ ✓ 0.28 0.07 0.18 0.40 310 9.8
+ titling ✓ ✓ ✓ 0.29 0.07 0.18 0.40 339 9.8
Darbarer ✓ ✓ ✓ ✓ 0.31 0.07 0.20 0.43 352 9.8

Table 8: Results of the ablation study. The ROUGE scores were computed using the Sumeval7library, removing
stopwords from the provided list. The BERTScore was computed with the bert-score library8using the rescale with
baseline option for a larger range and better human-readability of the score. The words and blocks column show the
average number of words and blocks across minutes.

BERTScore do not strongly change for any of these
steps, we observe some general patterns in the re-
sults:

• The simplification module seems to decrease
both the ROUGE and BERTScore by a few
points. However, it allows the system to pro-
duce shorter minutes (by about 33%) and of
seemingly better quality when looking at the
actual content of the minutes. Looking more
closely to the results, we see that the precision
component of the metrics increases, while the
recall one falls by a few points.

• The titling module has little to no effect on the
metrics, but allows for better readability.

• The formatting improves the ROUGE and
BERTScore by a few points.

5.2 Error analysis

5.2.1 Simplification
The simplification process occasionally removes
sections of the transcript that could be essential
for creating an accurate summary. Additionally, it
may inadvertently alter the meaning of certain sen-
tences, potentially leading to misunderstandings or
misinterpretations in the summarized content. The

following are examples of transcripts followed by
their simplification (right side of the arrow). In the
first case, the meaning is slightly altered and the in-
formation about “manual alignments” is removed.
In the second example, the output is not simplified
and removing the first part alters the general mean-
ing. even though a thorough evaluation should be
achieved. While these phenomena seem to be quite
rare, a more thorough evaluation should be con-
ducted in order to clearly quantify their frequency
and impact.

• (Person6) Great, so we do alignment, fine the
manual are done, but what is the final output?
→ (Person6) How is the final output?

• There is nothing that I would know about that
we need to discuss uh, like in in in a very big
detail, ehm. → I would know about that we
need to discuss uh, like in in in a very big
detail

5.2.2 Summarization distorsions
Some errors were produced during the summariza-
tion step. One of these recurrent errors was generat-
ing inaccurate tags (we refer to anonymized entities
such as PERSON, ORGANIZATION, PROJECT
and LOCATION as tags). For example, Organiz-
ing6 / Organizer instead of [ORGANIZATION6]
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or Person A / PERSO / PERSS instead of [PER-
SON1].

We thus proceeded to a manual analysis on all
the tags present on the test partition to extract the
statistics shown on Table 9. As we can see, this type
of error appears in only 3.6% of the generated tags,
but they are particularly harmful for the general
meaning of minutes.

# generated tags 358
# wrong tags 15

percentage of wrong tags 3.6%

Table 9: % Tag errors in generated minutes of test

5.2.3 Person tracking
Dialogue summarization models face a challenge
when it comes to tracking the identity of speakers,
addresses and people indirectly mentioned with
third person pronouns, particularly when there are
many parts in the conversation. Specifically, these
models encounter difficulties in accurately deter-
mining the referent of a personal pronoun (e.g.,
“you”) when transitioning from direct speech in
the conversation to an indirect speech format for
the summary. This challenge appears because the
model needs to infer the identity of the pronouns
based on the conversation’s structure to appropri-
ately assign them in the summarization process.

In order to overcome this challenge, researchers
have explored various strategies to enhance the
performance of dialogue summarization models.
One promising approach that has been recently pro-
posed by Fang et al. (2022) is to replace each pro-
noun with its specific noun. This technique helps
the models to avoid misplacing the nouns during
the summarization process, which can significantly
improve the overall quality.

We also detected ambiguities regarding pro-
nouns in the generated minutes. Some bullet points
in the minutes were generated with pronouns such
as he, she or them, while it is impossible to guess
who they refer to without any context about the
conversation. The following is an example :

• PERSON3 is not sure whether he will join

In this example, he seems to refer to PERSON3
while in the context it refers to PERSON11.

We checked the minutes generated for the first 9
transcriptions of the test partition to pull out the
percentage of pronouns with unclear antecedent.

We observed 14 indefinite pronouns, among which
4 of them could not be resolved given the summa-
rized context. Here again this type of error can
be misleading for the general understanding of
the minutes. An additional analysis on the first
transcript from the train partition revealed that
among the 89 occurrences of the pronoun you, 43
corresponded to the previous speaker and 33 corre-
sponded to the last mentioned tag. This illustrates
that resolving the you pronouns is not a trivial task.
Further analysis should be achieved to better under-
stand the impact of person tracking on the overall
acceptability of the generated minutes.

5.2.4 Titling

The automated generation of titles in the dataset is
not entirely error-free. Various issues can be ob-
served, which may lead to misunderstandings while
reading. These errors can be broken down into mul-
tiple types: grammatical mistakes (e.g “Meet today
in person”), semantic inaccuracies (e.g. “Summari-
sation of the minutes annotation”), or nonsensical
phrases (e.g. “Edit of ehm”).

We checked the minutes generated by our model
on the first nine meetings on the test partition to
see if the title for each block is coherent or if it
contains grammatical mistakes or semantic inaccu-
racies. We observed that 54 titles out of 70 were
fully coherent.

6 Conclusion and discussion

In this paper, we described our system for the Au-
toMin 2023 challenge Task A and detailed its four
different modules: simplification, summarization,
titling and formatting. Our submitted system pro-
duces meeting minutes that are concise, intelligible
and that may already be usable without further mod-
ifications, in a multitude of use cases. However, it
is not error-proof and still subject to improvement,
regarding the way we could cleverly split the con-
versation into coherent segments, or how to ensure
correctness in regards to grammar, semantics and
person tracking. Moreover, this work highlights
the need for better metrics for evaluating the results
of abstractive summarization systems in order to
make better informed decisions for the design of
the whole pipeline. We believe this Shared Task
to be very relevant, especially in times where au-
tomatic content summarization is becoming more
and more common.
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Generated minute for the test 04 meeting

Date: 11.9.2022
Attendees: PERSON13, PERSON3, PERSON10, PERSON14, PERSON7

Making a presentation platform

[PERSON10] and [PERSON3] are working on a presentation platform

[PERSON10] wants to know if anyone is willing to play with it.

Working on text client

[PERSON10], [PERSON13] and [PERSON7] are working on a text client which should
be able to send text to text worker

It works with the Czech Czech machine translation, but there is a problem with the batch
processing mode and the ASR.

They need to perform more test next week.

Quality of online ASR and machine translation

[PERSON10], [PERSON13] and [PERSON14] are working on improving the quality of
online ASR and machine translation.

Battch mode and segmentation work

[PERSON7] created a batch mode, but it didn’t work

The segmentation workers don’t work with the CTM client

The ASR worker starts producing text in the chat window

Control of segmentation worker

[PERSON10] wants to know more about the segmentation worker

It only handles the text as it comes out of the segmentor

There will be a session, session with and a test next week

Process of the presentation platform

[PERSON3] has prepared a presentation platform for June

The presentation platform will have an operator monitoring the output of one of the
re-speakers cabins and if the output from the floor is bad, the operator should kill the
client and switch to the other provided translation

Implementation of MT outputs

There are 4000 people connected on the same WiFi network

The current user is expected to be at June

They want to know which of the MT outputs is the best at the moment

They need to decide how to deliver the subtitles to the participants

They have a year to find a better solution

Submitted by: Darbarer
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Generated minute for the test 10 meeting

Date: 22.8.2022
Attendees: PERSON3, PERSON2, PERSON4, PERSON1

Record the meeting

[PERSON3], [PERSON2] and [PERSON3] are going to record the meeting

[PERSON3] will send the poll for the next week as well

Organizing Committee will divide the budget for the meeting among other parties, but
each party will get their own funding.

Preparation of work package

[PERSON3] asks Organizing Committee to prepare a work package for the presentation
application development for live meetings

She also asks for a dry-run and a follow-up workshop

Work plan for the project

[PERSON1], [PERSON2] and [PERSON3] are discussing the organization’s work plan
for the three-year-long project

Preparation of speaker

[PERSON3] and [PERSON2] discuss how to prepare a speaker for a conference.

recording and the adaptation of a voice

[PERSON1] and [PERSON3] explain to each other what is required for the recording
and the adaptation of a voice.

Preparation of proposal

[PERSON3] and [PERSON1] have 14 days to prepare a proposal

They need the audio equipment for the re-speakers, and they need to check the availability
of specific hardware

They also need to work on the integration of ASR essential from multiple partners into
the platform.

Design of deliverables

[PERSON3], [PERSON4] and [PERSON1] discuss the design of deliverables for the
project

The deliverables should be in line with the timing of the work packages.

Submitted by: Darbarer
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Abstract

This paper documents the approach of Team
NTR for the Second Shared Task on Automatic
Minuting (AutoMin) at INLG 2023. The goal
of this work is to develop a module for au-
tomatic generation of meeting minutes based
on a meeting transcript text produced by an
Automated Speech Recognition (ASR) system
(Task A). We consider minuting as a super-
vised machine learning task on pairs of texts:
the transcript of the meeting and its minutes.
We use a two-staged minuting pipeline that
consists of segmentation and summarization.
We experiment with semantic segmentation
and multi-language approaches and Large Lan-
guage Model Dolly, and achieve Rouge1-F of
0.2455 and BERT-Score of 0.8063 on the En-
glish part of ELITR test set and Rouge1-F of
0.2430 and BERT-Score of 0.8332 on the Eu-
roParl dev set with the submitted Naive Seg-
mentation + Dolly7b pipeline.

1 Introduction

Discussions and meetings are an integral part of
any human activity that involves a group of peo-
ple. On important meetings, an audio recording
is often made, and specially appointed people cre-
ate a brief summary of the most important things
that happened at the meeting. This process is quite
laborious.

The ability to produce high-quality documen-
tation of business meetings decisions without al-
locating additional human resources can improve
the productivity of the organizations. This way
important points and decisions made will not be
lost due to an information overflow. Thus, auto-
mated minuting of business meetings is becoming
an increasingly desirable solution.

An automated minuting system can be useful
not only for businesses but also for government
agencies and educational institutions. Hundreds of

meetings are held daily, and the ability to automat-
ically generate a summary of the most important
decisions made can significantly reduce the time
and resources spent on documenting. Thanks to an
automatic minuting system, meeting participants
can focus on important points without spending
time on note-taking.

The goal of this work is to develop a module for
automatic generation of meeting minutes based on
a meeting transcript text produced by an Automated
Speech Recognition (ASR) system (AutoMin 2023
Task A, (Ghosal et al., 2022b, 2023)).

2 Related work

Meeting summarization as a scientific problem
came to light in the early 2000s (Ghosal et al.,
2022a). ISCI Meeting Project (Morgan et al., 2001;
Janin et al., 2004) resulted, among other outcomes,
in creating ICSI Meeting Corpus of audio recorded
from informal, natural, and even sometimes im-
promptu meetings (Janin et al., 2003). About si-
multaneously, Klaus Zechner’s work on summa-
rization of meeting speech and dialogues (Zechner,
2002) helped to shape the investigations in this
topic further. Augmented Multi-party Interaction
(AMI) project followed soon, producing The AMI
Meeting Corpus (McCowan et al., 2005).

It has been recognized early on that for a wide
spectrum of applications identifying and including
action items into minutes delivers the key business
value (Purver et al., 2007). Detecting decisions in
multi-party dialogues happened to be as important
for the minuting (Fernández et al., 2008b,a; Bui
et al., 2009). The CALO Meeting Assistant System
(Riedhammer et al., 2010) that appeared soon after
that was an important step, but the overall level of
NLP at the time limited (with a few exceptions, for
example, (Wang and Cardie, 2012; Liu et al., 2018))
proliferation of minuting research and applications
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until recently.
Scientific interest to minuting reemerged about

2018, sparked both by an important review by
Nedoluzhko and Bojar (Nedoluzhko and Bojar,
2019) and overall technology readiness. The in-
terest came into a full swing in 2021 when many
works have appeared (Koay et al., 2021; Shang,
2021; Fu et al., 2021; Chen and Yang, 2021; Fab-
bri et al., 2021; Zou et al., 2021; Cho et al., 2021;
Chen et al., 2021; Zhong et al., 2021) and the first
AutoMin competition was held at INTERSPEECH
(Ghosal et al., 2022a).

The works that are the most close to ours are
likely those by AutoMin 2021 winners (Shinde
et al., 2021) and Borisov and Mikhaylovskiy
(Borisov and Mikhaylovskiy, 2023). The authors
of the former use a BART model and train it
on the SAMSum dialogue summarization dataset.
Their pipeline first splits the given transcript into
blocks of smaller conversations, eliminates redun-
dancies with a specially-crafted rule-based algo-
rithm, summarizes the conversation blocks, re-
trieves the block-wise summaries, cleans, struc-
tures, and finally integrates the summaries to pro-
duce the meeting minutes. The authors of the
latter introduce a Russian minuting dataset and
use an approach similar to (Shinde et al., 2021).
They also introduce semantic segmentation that
improves ROUGE and BERTScore metrics of min-
utes on the above dataset by 1%-10% compared to
naive segmentation.

3 Datasets

Two main datasets are considered in the AutoMin
2023 Task A:

• ELITR Minuting Corpus – a dataset of meet-
ing transcripts and minutes (Nedoluzhko et al.,
2022).

• EuroParlMin v1.0, introduced specifically for
AutoMin 2023 (Ghosal et al., 2023)

In addition, we experiment with the following
corpora:

• SamSum – a dataset of messenger dialogues
with their summaries (Gliwa et al., 2019).

The datasets are compared in Table 1. The sum-
mary compression ratio θ in the Table 1 is calcu-
lated using the following formula:

θ = (1− TA

TT
) ∗ 100, (1)

where TA is the number of tokens in the abstract
and TT is the number of tokens in the transcript.
Thus, the smaller the abstract compared to the orig-
inal transcript text is, the closer θ is to 100%.

4 Methods

All Transformer (Vaswani et al., 2017) language
models have a limit on the size of the input context
window and do not work well with long texts, such
as transcripts of long meetings. Thus, to make it
possible to apply Transformer-based models to the
transcript text summarization, we, similarly to the
winners of the AutoMin 2021 competition (Shinde
et al., 2021) decompose the task of minuting into
two subtasks:

• Text Segmentation – dividing the transcript
text into segments of reasonable size.

• Segment Summarization – generating an ab-
stract of the transcript segment.

In addition to the naive segmentation just fitting
the chunk to the model’s window size, we explore
semantic segmentation in a hope to obtain higher
quality reporting. The pipeline for the semantic
segmentation is as follows:

• For utterances vectorization, the transformer
all-MiniLM-L6-v2 from the sentence trans-
formers library (Reimers and Gurevych, 2019)
was used. Each utterance was vectorized se-
quentially using the Mean Pooling (Reimers
and Gurevych, 2019): initially, each utterance
is broken down into sentences, then, using
Mean Pooling, a vector of sentences is ob-
tained, finally, the average of the sentence
vectors is taken as the utterance vector.

• For dimensionality reduction, the UMAP
(Uniform Manifold Approximation and Pro-
jection) algorithm was used (McInnes et al.,
2018). The resulting compressed vector rep-
resentations retain the necessary information
to create clusters of semantically similar utter-
ances. Thus, in the clustering of utterances,
the use of UMAP allows you to preserve
the quality of the segments obtained by clus-
tering, while generally increasing the speed
of segmentation due to working with lower-
dimensional vectors.

• For clustering the obtained utterance vec-
tors, the density-based HDBSCAN algorithm
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Name Transcripts Domain Compression ratio, %
ELITR 179 project meetings 95.65
EuroParlMin Dev 187 corpus of European Parliament debates 53.08
SamSum 16369 dialogues from messengers 81.12

Table 1: Datasets
Model Rouge1-F Rouge2-F RougeL-F BERT-Score
Naive segmentation 0.1977 0.0375 0.1624 0.6806
Semantic Segmentation 0.1791 0.0339 0.1370 0.6768
Semantic Segmentation with UMAP 0.1771 0.0341 0.1431 0.6304

Table 2: Segmentation methods performance metrics on the Engilsh part of ELITR test set

(Campello et al., 2013) is used. It allows to
detect clusters in data without knowing their
exact number initially, and is also resistant to
noise and outliers, which allows to filter out
utterances that are not relevant to the topics
of discussion at the segmentation level. The
BERTopic library (Grootendorst, 2022) was
used to implement the clustering algorithm in
the semantic segmentation module.

• Transcript Segments Summarization. We ex-
plore several models for abstractive summa-
rization, as described below.

5 Experiments

5.1 Metrics

The key indicators of the effectiveness of a text
summarization algorithm we use are the ROUGE
(Lin, 2004) and BERTScore (Zhang et al., 2020).

5.2 Comparing segmentation approaches on
ELITR English test set

We compared naive and semantic segmentation ap-
proaches with and without UMAP dimensionality
reduction on this dataset. In all the cases we have
used open source version of MBART finetuned on
SamSum dataset.1

Table 2 shows the performance of the approaches
listed above on the English test part of the ELITR
dataset. One can see that in the domain of meet-
ings of distributed teams most similar to day-to-day
work discussions, semantic segmentation did not
provide significant improvement. The semantic
segmentation works worse than the naive one. The
effect of the UMAP dimensionality reduction is
also mixed.

1https://huggingface.co/philschmid/distilbart-cnn-12-6-
samsum

5.3 Experiments with a LLM
In addition to MBART, we have tested a large pre-
trained language model – Dolly v2 7b (Conover
et al., 2023), chosen for its permissive license
and competitive performance. We have tried the
prompts: ”Summarize” and ”Briefly extract Key
Points from the meeting transcript”, and settled for
the second as it provided somewhat better perfor-
mance and more interesting texts. Table 3 shows
the difference between two prompts on EuroParl
dev set.

Table 4 provides a comparison of Dolly with
MBART on English part of ELITR test set. We
have also tested Dolly v2 7b on EuroParl dev set,
the results provided in the Table 5

Given the above results, we have chosen to sub-
mit Naive Segmentation + Dolly results.

6 Conclusion and Future Work

In this work, we describe our system run for the sec-
ond AutoMin shared Task A on automatic minuting.
Our proposed system leverages a pretrained Large
Language Model Dolly to generate readable min-
utes from multi-party meeting proceedings. In the
future, we plan to implement similar pipelines for
different languages, including low-resource ones.
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Dolly v2 7b Promt Rouge1-F Rouge2-F RougeL-F BERT-Score
“Summarize” 0.2465 0.0751 0.1927 0.8251
“Briefly extract Key Points
from the meeting transcript” 0.2430 0.0694 0.1843 0.8332

Table 3: Performance metrics on the EuroParl dev set with different promts.

Model Rouge1-F Rouge2-F RougeL-F BERT-Score
BERTopic + MBART 0.244 0.0309 0.1756 0.7999
Naive + MBART 0.2022 0.0171 0.132 0.8019
Naive + Dolly7b 0.2455 0.0294 0.1656 0.8063

Table 4: Performance metrics on the English part of ELITR test set

Model Rouge1-F Rouge2-F RougeL-F BERT-Score
Naive + MBART 0.1539 0.0522 0.0843 0.8392
Naive + Dolly7b 0.2430 0.0694 0.1843 0.8332

Table 5: Performance metrics on the EuroParl dev set
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Abstract
In this article, we report the findings of the
second shared task on Automatic Minuting
(AutoMin) held as a Generation Challenge at
the 16th International Natural Language Gen-
eration (INLG) Conference 2023. The sec-
ond Automatic Minuting shared task is a suc-
cessor to the first AutoMin which took place
in 2021. The primary objective of the Au-
toMin shared task is to garner participation
of the speech and natural language process-
ing and generation community to create au-
tomatic methods for generating minutes from
multi-party meetings. Five teams from diverse
backgrounds participated in the shared task
this year. A lot has changed in the Genera-
tive AI landscape since the last AutoMin espe-
cially with the emergence and wide adoption
of Large Language Models (LLMs) to differ-
ent downstream tasks. Most of the contribu-
tions are based on some form of an LLM and
we are also adding current outputs of GPT-
4 as a benchmark. Furthermore, we examine
the applicability of GPT-4 for automatic scor-
ing of minutes. Compared to the previous in-
stance of AutoMin, we also add another do-
main, the minutes for EU Parliament sessions,
and we experiment with a more fine-grained
manual evaluation. More details on the event
can be found at https://ufal.github.io/
automin-2023/.

1 Introduction

Automatic Minuting (Shinde et al., 2022) refers to
the task of automatically creating meeting minutes
from multi-party meeting conversations. Since the
pandemic, a significant portion of the global work-
force, especially those in Information Technology
(IT) and IT-enabled services, has gone virtual or
preferring a hybrid mode of work.1

196% of U.S. employees surveyed preferred to work
on a hybrid basis as per https://www.forbes.com/
sites/edwardsegal/2021/09/20/26-of-surveyed-
employees-dont-plan-to-work-onsite-again-most-
still-prefer-hybrid-arrangements/

Meetings have always been important to ensure
smooth coordination and success of projects, but
the proportion of sessions which combine remote
and onsite workforce and collaboration between
geographically distant members has grown mani-
fold. Undeniably, frequent meetings create signif-
icant cognitive workload on people. To document
the discussions, updates, tasks planned, minuting
is an essential activity in meetings (be it online,
in-person, or hybrid). Usually minutes are jotted
down by some member(s) in the meeting but due
to the lack of any fixed standards for minuting, dif-
ferent minute-takers may have different perspec-
tives depending on their background. Despite that
minutes of the same meeting by different authors
may differ in certain aspects and content (Ghosal
et al., 2022c), this activity can be automated to
some extent.

There has been a body of research in this topic
since the AMI (Mccowan et al., 2005), ICSI (Janin
et al., 2003) and Calo Meeting Assistant (Voss
and Ehlen, 2007) projects. Some interesting re-
cent works on meeting and dialogue summariza-
tion include those by Zhu et al. (2020); Feng et al.
(2021); Zhong et al. (2022); Prasad et al. (2023).
We summarize our efforts on Automatic Minut-
ing in Ghosal et al. (2022a); Singh et al. (2022,
2021). From the previous AutoMin shared task
(Ghosal et al., 2021a), top-performing systems
from Shinde et al. (2021); Yamaguchi et al. (2021)
showed the usability of a BART-based (Lewis
et al., 2020) system trained on SAMSum corpus
(Gliwa et al., 2019) for the task. An exhaustive
survey of abstractive meeting summarization re-
search could be found in Rennard et al. (2022);
Yang and Zhu (2023); Kumar and Kabiri (2022).

For long, resource creation for meeting sum-
marization was difficult because of privacy rea-
sons (AMI and ICSI were the only publicly avail-
able ones and later we introduced ELITR Minut-
ing Corpus (Nedoluzhko et al., 2022)). However

138



quite recently, we see few datasets are made avail-
able to support research in this topic, incl. e.g.
Tardy et al. (2020); Zhong et al. (2021); Kim et al.
(2023); Hu et al. (2023); Chen et al. (2021).

Recently, with the “generative AI revolution”,
pre-trained large language models (LLMs; Brown
et al., 2020; Touvron et al., 2023; Devlin et al.,
2019) have been employed for this task (Yang
et al., 2023; Sándor, 2023; Chen et al., 2023),
demonstrating amazing output quality. Based on
the general public sentiment about the capabili-
ties of LLMs, one could assume that automatic
minuting belongs to one of the tasks that have sud-
denly become essentially solved. To verify the
status in a rigorous way and to search for any
open challenges that need to be addressed and also
to assess how far we evolved since the last Au-
toMin (Ghosal et al., 2021b), we continued with
the second iteration of the AutoMin shared task.
A related effort along this direction was the Di-
alogSum Generation Challenge (Chen et al., 2022;
Bhattacharjee et al., 2022) at INLG 2022.

We proposed the second iteration of the Au-
toMin shared task as a Generation Challenge for
INLG 2023 (Ghosal et al., 2022b). Essentially,
with the current iteration of AutoMin, we wanted
to find out:

• What are the current state-of-the-art ap-
proaches to minuting?

• What role LLMs play in these approaches;
what benefits and risks they bring?

• Can we refine our manual evaluation of can-
didate minutes so that we have more reliable
scoring techniques?

• What are the differences between different
minuting domains? In addition to the same
style of “project meetings” as used in Au-
toMin 2021, we included EU Parliament ses-
sions in the task this year.

We describe our shared task and present our find-
ings in the remainder of the paper.

2 Tasks Description

We offered four tasks (Task A, Task B, Task C, and
Task D) to AutoMin participants (Ghosal et al.,
2022b). Tasks A–C were known from the previous
AutoMin instance, Task D was new and focused
on evaluation of minutes.

In the end, all the teams decided to take part
only in the first and most important task, namely
minuting from diarized transcript (Task A). To
compensate for the lack of participation in Task D,
we experimented with automatic evaluation using
LLMs, see Section 6.3.

2.1 Task A

The main task consists of automatically gener-
ating minutes from multiparty meeting conversa-
tions provided in the form of transcripts. The
objective is to generate minutes as bulleted lists,
summarizing the main contents of the meeting, as
opposed to usual paragraph-like text summaries.

Task A was run in two domains. In English
and Czech, we again relied on the meetings in the
ELITR Minuting Corpus 1.0 (Nedoluzhko et al.,
2022) but created a new test set for 2023 (meeting
transcripts which were not previously published).
For English, we added EuroParlMin 1.0,2 a new
resource we curated from the European parliamen-
tary sessions, see Section 3 below.

Participants were free to submit their minutes
for any selection of these test sets.

Note that the nature of meetings as well as the
reference minutes are very different in the two
datasets (technical project meetings vs. parlia-
mentary sessions).

2.2 Task B

Given a pair of a meeting transcript and a
manually-created minute, the task is to identify
whether the minute belongs to the transcript.

During our data preparation from meetings on
similar topics, we found that this task could be
challenging due to the similarity of the discussed
content and anchor points like named entities, e.g.,
in recurring meetings of the same project on the
one hand, and the differences in the style of minut-
ing, on the other hand. Another reason is that some
minutes do not capture the central points in the
meeting because the external scribes did not un-
derstand the context correctly and created minutes
that miss significant issues discussed in the meet-
ing or are simply too short.

2.3 Task C

Task C is a variation of Task B. Given a pair of
minutes, the task is to identify whether the two

2https://github.com/ufal/europarlmin
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Lines Words
ELITR Minuting Corpus
Transcript (EN) 728.3± 389.9 7078.9± 3741.6
Minutes (EN) 45.8± 31.5 395.6± 388.5
Transcript (CS) 1198.7± 449.7 8748.6± 3023.2
Minutes (CS) 43.5± 26.9 277.9± 26.9

EuroParlMin
Transcript (EN) 227.2± 257.0 8138.5± 10460.7
Minutes (EN) 48.6± 87.6 278.8± 534.2

Table 1: Summary across all data (training, develop-
ment and test sets) used for AutoMin 2023. The figures
correspond to mean±standard deviation.

minutes belong to the same meeting or to two dif-
ferent ones. This task is important as we want to
uncover how minutes created by two different per-
sons for the same meeting may differ in content
and coverage.

2.4 Task D (New Task)

Given a meeting transcript, a candidate minute,
and a set of one or more reference minutes, as-
sign a score indicating the quality of the candidate
minute.

The participating evaluation methods could fo-
cus on diverse aspects of minutes quality, such as
the coverage of content discussed, the adequacy of
the description, the readability, etc.

The original plan was to evaluate the submit-
ted scores with respect to correlation with hu-
man judgements in terms of adequacy, fluency and
grammatical correctness from AutoMin 2021 hu-
man evaluations, and possibly in terms of addi-
tional criteria.

3 Dataset Description

The datasets for AutoMin 2023 cover three types
of data: project meetings in both English and
Czech, as well as parliamentary sessions in En-
glish.

Basic statistics of the data are in Table 1.
The project meeting data was prepared from

our own sources, while the parliamentary sessions
were taken from the European Parliament mostly
as-is, we merely selected data which was useful
for our purposes.

3.1 Project Meeting Data

For the project meeting datasets, the partipants
were advised to use ELITR Minuting Corpus
(Nedoluzhko et al., 2022) as training data, with
the option to use any other training data of their

Train Dev Test-I Test-II Test-2023
ELMI EN 85 10 18 10 12
ELMI CS 33 10 10 6 11
EuroParl 2065 187 – – 242

Table 2: Task A meeting counts used this year. ELMI
stands for ELITR Minuting Corpus.

choice. We prepared new testsets for both lan-
guages, containing 12 new meetings for English
and 11 new meetings for Czech. This new test set
is again from technical project meetings and city
planning meetings, the same as ELITR Minuting
Corpus and the test set used in AutoMin 2021. The
format is also identical.

Table 2 shows our train-dev-test splits for Task
A. Test-I and Test-II were made public already in
2021, Test-2023 reference minutes were not made
available to anyone before the shared task was
over.

The data preparation was completed in the fol-
lowing steps (same as in the past):

1. We obtained raw audio recordings of meet-
ings and preliminary consent from their par-
ticipants to process the data and publish it in
a deidentified form.

2. The recordings were automatically tran-
scribed using our ASR systems.

3. Our team of annotators was provided with
the audio recordings and the automatic tran-
scripts and was tasked with correcting the
transcripts so as not to contain any mistakes.
The next task was to break the transcript
down into segments of similar length and to
add speaker tags. The segments are approx-
imately correspondent to sentences, although
sentence boundaries are not always clearly
defined in speech. Speaker tags are given
at the beginning of each speaker’s section in
round brackets.

4. The same annotator who prepared the tran-
script was then asked to create reference min-
utes for the meeting.

5. One of the main concerns in our data prepa-
ration is privacy. Publicly released data
must adhere to EU GDPR standards. There-
fore in the next step, the annotators had to
deidentify all personal identifiable informa-
tion. This was mainly the names of per-
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sons, projects and organizations. Each in-
stance was replaced with a tag in the for-
mat of [PERSONnumber], [ORGANIZA-
TIONnumber] or [PROJECTnumber]. The
speaker tags are deidentified as well, in the
format (PERSONnumber). The numbers are
consistent for each person, project and orga-
nization within one meeting, but are purpose-
fully shuffled between different meetings,
even if some of the participants are the same.
Annotators also removed any potentially sen-
sitive or offensive utterances completely and
replaced them with a <censored/> tag.

6. The final step was to create alignments be-
tween the transcripts and their respective ref-
erence minutes. This is an annotation we
were hoping would be useful especially dur-
ing the evaluation process. The alignment
maps utterances from the transcript onto the
minutes line which summarizes them (if any),
and/or assigns a remark for why the utter-
ance is not suitable to be in minutes or oth-
erwise problematic (e.g. small-talk or un-
intelligible). The utterances are aligned as
to map whole conversations about a topic
onto the appropriate minutes line, not just the
part where the topic is introduced. Each ut-
terance can be aligned to at most one line
in the minutes. This is a simplification we
chose for ease of annotation and processing,
even though occasionally more lines would
be more appropriate.

Generally, the whole process for a single meet-
ing was carried out by the same annotator, but
sometimes, the meeting had to be reassigned to a
different annotator part-way through due to orga-
nizational complications.

A sample meeting summary in the ELITR
Minuting Corpus style is provided in Appendix A.

3.2 Parliamentary Sessions
We created EuroParlMin 1.0 for the purposes of
AutoMin 2023 and released it publicly at the be-
ginning of the campaign.3 EuroParlMin comes
from the archives of the EU parliament.4 We
downloaded the transcripts and minutes and con-
verted them to plaintext. Only very little text pro-
cessing beyond dropping XML tags was done.

3https://github.com/ufal/europarlmin
4https://emeeting.europarl.europa.eu/emeeting/

committee/en/archives

For the purposes of AutoMin, it was necessary
to select sessions with desirable properties. Some
of the sessions in the original dataset had little
content. For some others, the provided minutes
contained a large amount of extra text not related
to the transcript. We therefore filtered for ses-
sions with (a) sufficiently long transcripts, and (b)
a good compression rate from transcript to min-
utes. We then split this selection into training,
development and test sets (generally choosing the
sessions best in (a) and (b) for the test set) and pro-
vided the training and development sets publicly.
Privacy was not a concern, since the data is public,
so there was no need for de-identification, making
this our only data which had real names.

It is important to mention that the reference
minutes in EuroParlMin are the original texts as
provided by the parliament. As such, they often
lack the actual content or more details about the
decisions met in the meetings and only focus on
formalities like aspects and voting.

Also note in Table 1 the big standard de-
viations in EuroParlMin data and the low line
count in EuroParlMin transcripts, despite com-
parable word count to ELITR Minuting Cor-
pus. This documents the domain difference where
EuroParlMin contains long and often prepared
speeches whereas ELITR Minuting Corpus is
much more interactive.

4 Shared Task Timeline

The second AutoMin followed this timeline:

• ELITR Minuting Corpus Training Data
Available: well before

• EuroParlMin Training Data Available:
March 3, 2023

• Test Data Release: March 3, 2023

• System Output Submission Deadline: May 1,
2023

• System Report Due: May 15, 2023

• Review Notification: July 7, 2023

• Camera-Ready for Reports: July 25, 2023

• Event Date: September 11-15, 2023

Registered participants were invited to access
our private Github repository to access the test
sets.
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System outputs as well as system reports were
submitted by e-mail to the organizers.

5 Evaluated Systems

We evaluate submissions from the participants,
baselines we obtained using LLMs and also the
reference minutes.

Kindly refer to Appendix B for samples of the
automatically created minutes.

5.1 Participating Teams

Of the 10 teams who registered for AutoMin, 5
teams eventually took part in the shared task. We
had participating teams from academia as well as
industry.

We briefly discuss the approaches of our partic-
ipating teams (ordered alphabetically):

• Team Darbarer (Rousseau et al., 2023)
adopted a modular strategy (four modules)
for the automatic minuting task. According
to them, since each participant in a meet-
ing communicates differently than others,
they first use a text simplification model,
mBarthez by Kamal Eddine et al. (2021) to
standardize the utterances in the conversation
and compress the input to focus on informa-
tive content. In the next module, they first do
linear segmentation of the transcript followed
by using a BART-model (Lewis et al., 2020)
trained on the XSum (Narayan et al., 2018)
and SAMSum (Gliwa et al., 2019) datasets
for summarization. In the next step, they
propose a titling module to add a short de-
scription for each summarized block. Fi-
nally in the post-processing module, they
employ some rule-based heuristics to im-
prove the readability of the minutes. Over-
all, team Darbarer followed the similar steps
as Shinde et al. (2021) and Yamaguchi et al.
(2021) from the First AutoMin (Ghosal et al.,
2021a), with an added pre-processing step of
Text Simplication.

• Team Synapse (Klesnilová and Eliza-
beth, 2023) followed a similar approach:
pre-process→segment→summarize→post-
process. They perform brute-force segmen-
tation of the transcripts (into pre-defined
token-lengths) to manage the length of the
long transcripts for the subsequent summa-
rizer module. In the summarizer module,

they experimented with variants of BART
trained on several summarization datasets:
XSum, AMI, SAMSum, DialogSum (Chen
et al., 2021), and CNN/DM (Nallapati et al.,
2016).

• Team Iterate (Kmječ and Bojar, 2023)
adopted an iterative approach where their
summarization model is fed with a chunk of
a transcript together with several previously
generated minute points to both satisfy the
input length constraint of Transformer mod-
els while providing the needed context for the
minutes. With their “iterative” motivation to
imitate human way of taking notes in a meet-
ing (jotting minutes while keeping in mind
previous points), they experimented with sev-
eral models: BART, Longformer (Beltagy
et al., 2020), and the large language model
Llama-based Vicuna (Chiang et al., 2023).
They found that even without fine-tuning,
Vicuna shows promise to generate coherent
minutes from zero-shot prompting.

• Team NTR’s (Borisov and Mikhaylovskiy,
2023) minuting pipeline consists of two
stages: segmentation and summarization.
They perform semantic segmentation of the
meeting transcripts to assist the subsequent
transformer-based summarization stage to re-
ceive the input in the desired token length
range. However, they found that their se-
mantic segmentation approach does not per-
form better than the naive segmentation tech-
nique. In the summarization stage, they ex-
periment with prompting a large language
model Dolly (Conover et al., 2023) and found
comparable performance with their mBART
(Liu et al., 2020) + BERTopic (Grootendorst,
2022) method.

• Team Zoom (Schneider and Turchi, 2023)
used Content Vector Segmentation (CVS)
(Alemi and Ginsparg, 2015) to segment the
meeting transcripts. They used GPT-3’s
text-da-vinci model to generate additional
data for training. Finally, they employed
a bart_large model trained on XSum and
SAMSum datasets for summarizing the meet-
ing conversations. The authors claim that
CVS significantly improved the downstream
minuting task as opposed to using length-
based segmentation.
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5.2 GPT-4 and GPT-3 Baselines

In addition to submissions by participating teams,
we decided to also evaluate outputs obtained using
large language models, as we thought this could
yield useful comparison and insight as to the us-
ability of LLMs in the meeting minuting task.
We used both OpenAI’s GPT-4 and text-davinci-
003 (sometimes referred to as GPT-3).5 See Ap-
pendix C for sample GPT-4 and GPT-3 outputs.

Our transcripts are significantly longer than the
maximum allowed length of prompts, we therefore
had to split each one into smaller sections, have the
LLMs process these sections separately, and then
simply concatenate the results. We have not used
GPT4-32k for this task.

For English project meetings, the prompt we
used was “Summarize the following project meet-
ing in the form of 5 - 10 bullet points: <meeting
transcript section>”. This prompt yielded results
in a format very close to what we were looking
for.

Similarly, for European Parliament data, we
used the prompt “Summarize the following meet-
ing in the form of 5 - 10 bullet points: <meeting
transcript section>”.

For Czech project meetings, however, we had
to make a data-specific adjustment to ensure that
GPT would keep our deidentification tags in-
tact (i.e. wouldn’t translate e.g. “PERSON4”
into Czech). The prompt we used was therefore
“The following project meeting contains identi-
fiers in the format PERSONnumber. Summarize
the meeting in 5 - 10 bullet points in Czech, keep-
ing the original identifiers: <meeting transcript
section>”.

6 Evaluation

In this section, we describe the evaluation process
carried out for AutoMin 2023. We used human
evaluations, traditional automatic evaluations as
well as evaluations using LLMs.

6.1 Manual Evaluation

We had our annotators carry out two kinds of
evaluation – one at the document level and an-
other alignment-based one at hunk level using
our ALIGNMEET tool (Polák et al., 2022). All
human evaluation was done using Likert scales
from 1 (worst) to 5 (best). The submissions were

5https://platform.openai.com/docs/model-
index-for-researchers

Dist. Ann. Judged Doc-l. Hunk-l.
Pr. Data (EN) 3 9 81 2048
Pr. Data (CS) 2 4 16 920
EuroParlMin 1 6 36 98
Total 3 19 133 3066

Table 3: Numbers of distinct annotators, total judged
meetings and individual judgements by dataset. Doc-
level judgements are one per meeting-submission (or
reference) pair. Hunk-level judgements are the overall
number of all evaluated minutes items.

anonymized so that annotators did not know which
team’s submission they were scoring, however,
due to some obvious differences in the format,
they were probably able to associate minutes by
the same team across meetings.

See Appendix E for the full annotation instruc-
tions.

Document level evaluation assigned the follow-
ing four scores to each candidate minute:

1. Adequacy assesses if the minutes adequately
capture the major topics discussed in the
meeting, also considering coverage (all such
topics covered).

2. Fluency reflects if the minutes consist of flu-
ent, coherent texts and are readable to the
evaluator.

3. Grammatical Correctness checks the level
to which the minutes are grammatically cor-
rect.

4. Relevance signifies the extent to which the
minutes overall capture the important con-
tent from the source transcript (as opposed to
summarizing useless parts).

The hunk-level evaluation was carried out in
two steps: alignment and evaluation. In the align-
ment step, the annotator constructed a transcript to
candidate minute alignment, as described in Sec-
tion 3. Then, four scores were assigned to each so-
called hunk, i.e. a section of the transcript aligned
to a single minute line.

1. Adequacy assesses if the item in the minute
adequately captures the content of the respec-
tive aligned segment(s) of the transcript.

2. Fluency reflects if the item in the minute con-
sists of fluent, coherent text and is readable to
the evaluator.
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Document-level Hunk-level
Grammaticality 4.53±0.76 4.76±0.44
Relevance 4.19±0.69 4.40±0.74
Fluency 3.80±0.74 4.06±0.87
Adequacy 3.47±0.84 4.04±0.84

Table 4: Averages of scores that individual systems
reached in the manual evaluation at document and hunk
level. Sorted by decreasing overall score.

3. Grammatical Correctness checks the level
to which the item in the minute is free of
grammatical errors.

4. Relevance signifies whether the item in the
minute is relevant to be included in the meet-
ing summary (e.g. a perfect summary of
small talk is not relevant).

Compared to AutoMin 2021, we added the Rel-
evance score. Our hope was that the scores would
better reflect the quality of the overall structure of
the minute and topic selection. This turned out to
not necessarily be the case in the actual scores, see
below for further discussion.

Due to time constraints and the relative com-
plexity of the evaluation, only a subset of each
test set was manually evaluated, see Table 3. The
most reliable part of our evaluation therefore lies
in ELITR Minuting Corpus in English. The Czech
part of ELITR Minuting Corpus has a rather low
number of document-level judgements and the
Europarl domain has a relatively low number of
hunk-level judgements.

Kindly note that the human evaluation was
reference-less. In other words, our evaluators had
access to only the transcript of the meeting to eval-
uate the candidate minutes (participant submis-
sions, our baselines, and also the reference itself).
We did this on purpose to avoid the bias of human
annotators towards the reference and also to have
the chance to evaluate the reference in the same
conditions as the other systems.

Manual evaluation serves as the official scoring
for AutoMin 2023 but we highlight that we do not
focus on the ranking of the systems but rather on
the takeaways from the best as well as the rela-
tively poorer system outputs.

6.1.1 Comments on Human Evaluations
As we can observe in Table 4 and in detail in Ta-
ble 6 below, annotators gave relatively high scores

to most minute outputs. Especially Fluency and
Grammatical Correctness scores are high, the av-
erage of averaged scores is over 4 for most set-
tings except document-level Adequacy (average of
3.47±0.84) and Fluency (3.80±0.74). This scor-
ing reflects the fact that the system outputs look
very natural and fluent, almost indistinguishable
from the human minutes from the linguistic point
of view. At the same time, the high superficial
quality can pose a challenge to the annotators;
their attention can decrease and errors can go un-
noticed.

Although human evaluations have been pro-
vided by experienced annotators, a number of dis-
crepancies were observed. Many of them are
about ‘incorrect’ judgements or inattention, which
is natural given to the content of the minutes out-
puts. Minute items generated by systems are
sometimes very close to what had been discussed
in the meeting but still do not reflect the actual
content. For example, two participants discussed
their computer science courses, the possibility of
failing a course being mentioned several times. A
system outputs a minute saying that “they both
failed their courses”. This is not true but anno-
tators did not notice and estimated that this infor-
mation was correct.

Furthermore, we often observe that automati-
cally generated minutes do not ‘have a good sense’
of the relevance of the discussion parts, which may
also remain unnoticed by annotators. This may be
exemplified on the same meeting topic (computer
science courses) which had been summarized in
much redundant detail by one of the systems, and
evaluated as fully correct by the annotator. In real-
ity, this discussion is not relevant for the meeting
at all, see Figure 1.

6.2 Automatic Evaluation using Standard
Metrics

For our automatic evaluation of Task A, we re-
lied on the widely popular text summarization
metric ROUGE (Lin, 2004) in its three variants:
ROUGE-1, ROUGE-2, ROUGE-L, and we also
added BART and BERT-based evaluations.

6.2.1 ROUGE Variants
ROUGE metrics are based on n-gram similarities
with a given reference. ROUGE stands for Recall-
Oriented Understudy for Gisting Evaluation. It
works by comparing an automatically produced
summary against a reference summary (usually
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Figure 1: ALIGNMEET Evaluation interface with hunk-level scores. The left-hand side contains the transcript.
The right-hand one contains one of the candidate minutes with each minute item asking for the four manual scores.
(The document-level scores were reported at the end of candidate minutes.) The color background indicates the
alignment between portions of the transcript and lines in minutes.

generated by a human). Different references thus
inevitably lead to different ROUGE scores against
each of them.

Recall in the context of ROUGE reflects how
much of the reference summary the candidate
summary is recovering or capturing:

ROUGERecall =
# Overlapping n-grams

Total n-grams in Reference Summary
(1)

Precision in the context of ROUGE means how
much of the candidate summary was in fact rele-
vant or needed:

ROUGEPrecision =
# Overlapping n-grams

Total n-grams in Candidate Summary
(2)

Despite the name (“Recall-Oriented...”),
ROUGE actually commonly combines recall and
precision using the harmonic mean to F-score. In
our evaluation, we use ROUGE F1 scores for all
ROUGE variants.

ROUGE-1 refers to the overlap of unigrams,
ROUGE-2 is the overlap of bigrams, and ROUGE-
L measures the longest matching sequence of
words using Longest Common Subsequence
(LCS).

As we mentioned earlier, proper evaluation
metrics for meeting summarization are severely
needed (Ghosal et al., 2021c), and text summariza-
tion metrics like ROUGE are only a poor alterna-
tive.

6.2.2 BERTScore
BERTScore (Zhang* et al., 2020) is an
embedding-based metric that uses cosine simi-
larity to compare each token or n-gram in the
generated output with the reference sentence.
There are three components to BERTScore:

• Recall: Average cosine similarity between
each token in the reference and its closest
match in the generated output.

• Precision: Average cosine similarity be-
tween each token in the generated output and
its nearest match in the reference.

• F1: Harmonic mean of recall and precision

BERTScore is useful because it can account for
synonyms and paraphrasing. Simpler metrics like
BLEU and ROUGE can’t do this due to their re-
liance on exact matches.

We used this6 implementation of BERTScore.

6.2.3 BARTScore
BARTScore (Yuan et al., 2021) is another pop-
ular Natural Language Generation (NLG) met-
ric which uses a pre-trained sequence-to-sequence
model (BART in this case). The authors conceptu-
alized the metric as evaluation of generated text as
a text generation problem itself. The general idea
is that models trained to convert the generated text
to/from a reference output or the source text will

6https://pypi.org/project/bert-score/
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achieve higher scores when the generated text is
better.

BARTSCORE =
m∑

t=1

ωt log p(yt|y<t,x, θ) (3)

where y is the generated text and x is the reference
text. We use the original implementation7 from
the authors in terms of F-score.

6.3 Automatic Evaluation with LLMs
In the pursuit of Task D, we leveraged the capa-
bilities of large language models (LLMs), particu-
larly GPT (OpenAI, 2023), to assess the quality of
system-generated meeting minutes.

The evaluation was structured around several
parameters, which included the adequacy, rele-
vance, topicality and fluency of the minutes. We
instructed LLMs to rate each category for each set
of minutes on a scale of 0 to 10. The prompt could
be summarized as: “Given a specific meeting tran-
script, rate adequacy, relevance, topicality and flu-
ency of the following system-generated minutes.”
We tried two different prompt structures, differ-
ing in the exact formulations and also in the set
of qualities to be scored. The prompt (i.e. ef-
fectively an “evaluation method”) called “GPT-
ART” reports Adequacy, Relevance and Topical-
ity. The prompt called “GPT-AFGR” reports Ad-
equacy, Fluency, Grammaticality and Relevance
and is thus aimed to mimic our manual crite-
ria. The GPT-AFGR specification was also con-
structed to mimic annotators’ instructions (Ap-
pendix E). The full prompts are provided in Ap-
pendix F.

A significant challenge in this study was the
limitation of GPT’s context window in dealing
with extensive conversations. We attempted to
overcome this by employing GPT-4-32k, with a
context window of 32k subwords. However, this
model still struggled to cover the entire conversa-
tion of several transcripts, and hence a more so-
phisticated approach was needed.

To counter this issue, we designed a technique
that initially eliminates conversational turns that
lack meaningful information. First, we removed
all instances of the utterance “eh” and other non-
speech items that are provided in the curated tran-
scripts (e.g. <unintelligible>). Secondly, we
asked GPT to mark each conversational turn as ei-
ther meaning-bearing or filler content. The lat-

7https://github.com/neulab/BARTScore

Lines Words
ELMI EN
Transcripts 733.1±294.7 7198.1±2669.1
Ref. Minutes 59.8±29.6 480.3±251.3
Darbarer 49.8±18.4 358.0±158.8
davinci-003 48.5±15.3 524.1±191.3
GPT-4 34.3±12.7 551.1±219.9
Team Iterate 12.0±4.9 411.7±161.2
NTR 60.8±24.6 952.8±394.6
Synapse 38.2±9.9 484.9±169.7
Zoom-long 8.4±2.1 615.0±154.9
Zoom-short 6.2±1.3 117.2±25.7
ELMI CS
Transcripts 1164.9±292.8 9897.6±2395.5
Ref. Minutes 86.0±36.9 435.6±194.6
Darbarer 69.3±14.2 495.7±121.0
davinci-003 89.5±22.2 905.6±247.5
GPT-4 96.0±20.1 1166.3±262.7
EuroParlMin
Transcripts 33.2±59.2 873.8±2068.7
Ref. Minutes 37.7±59.3 185.0±323.6
Darbarer 9.2±6.2 65.0±72.1
NTR 8.1±12.0 155.1±310.8
Synapse 13.0±10.4 123.6±194.5
davinci-003 6.7±2.4 111.0±51.9
GPT-4 5.0±0.6 83.7±26.3

Table 5: Basic properties of manual transcripts, refer-
ence minutes and all participating team submissions of
test set meetings. We report the average±standard de-
viation values for the number of lines and words.

ter category referred to those segments that were
merely iterations and could be excluded without
the loss of any information. You can see the
prompt in the Appendix F. For this filtering task,
we used GPT “text-davinci-003” model, mainly
due to the throttling limitations.

After this initial filtration process, we kept only
the speaker identification from the filler turns.
This methodology substantially reduced the length
of the transcripts and their respective summaries,
enabling them to fit within the context window of
GPT-4-32k. This provided an effective solution to
our problem and allowed for LLM-based evalua-
tion of the system-generated meeting minutes.

6.4 Basic Statistics

We report basic test set statistics in Table 5: the
average number of lines and words in each tran-
script, and reference minutes, as well as for the
participant submissions (candidate minutes). This
provides a first useful comparison of the partici-
pant minutes with respect to the reference minutes
and transcripts.

Compared to the last year, there are no extreme
outliers in terms of the numbers of lines (typically
corresponding to summary points) across the sub-
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D Adeq D Fluency D Gram D Relev H Adeq H Fluency H Gram H Relev

ELMI CS
GPT-4 5.00±0.00 5.00±0.00 4.50±0.71 4.50±0.71 4.84±0.56 4.84±0.56 4.77±0.57 4.68±0.56
Reference 4.00±1.41 4.50±0.71 3.50±2.12 4.50±0.71 4.81±0.59 4.81±0.59 4.36±0.87 4.34±0.84
davinci-003 3.50±0.71 4.00±0.00 o 4.50±0.71 4.00±1.41 4.71±0.73 4.71±0.73 o 4.54±0.74 o 4.44±0.85
Darbarer 2.50±0.71 3.00±0.00 2.00±0.00 3.00±0.00 3.33±1.20 3.33±1.20 3.13±1.22 2.91±1.20

ELMI EN
Zoom-long 4.61±0.49 4.72±0.38 4.81±0.35 4.47±0.48 4.72±0.44 4.78±0.50 4.85±0.34 4.60±0.47
GPT-4 4.58±0.66 o 4.78±0.34 o 5.00±0.00 o 5.00±0.00 4.69±0.75 4.67±0.86 o 4.93±0.51 o 4.93±0.51
Team Iterate 4.06±1.01 4.31±0.70 4.89±0.18 4.58±0.53 4.46±0.83 4.67±0.69 o 4.96±0.17 4.80±0.45
Reference 3.97±0.63 4.11±0.78 o 4.97±0.08 o 4.72±0.44 o 4.60±0.70 4.64±0.68 o 4.98±0.24 o 4.89±0.38
davinci-003 3.78±0.75 3.94±0.83 4.94±0.12 4.47±0.74 4.50±0.80 4.49±0.94 4.97±0.33 4.75±0.71
Synapse 3.50±0.48 3.61±0.73 4.69±0.43 4.11±0.92 4.38±0.90 4.42±0.91 4.92±0.38 o 4.78±0.62
Zoom-short 3.25±0.73 o 3.64±0.45 o 4.97±0.08 o 4.69±0.66 4.02±0.94 4.19±0.91 o 4.99±0.07 o 4.82±0.47
Darbarer 3.14±0.60 3.64±0.42 4.92±0.18 4.67±0.67 o 4.03±1.11 4.17±1.11 4.93±0.41 4.76±0.71
NTR 2.94±0.99 3.00±1.07 4.58±0.68 3.44±1.02 4.01±1.27 3.93±1.35 4.84±0.50 4.35±1.15

EuroParlMin
Synapse 3.17±1.17 3.33±0.52 5.00±0.00 4.17±0.98 3.43±1.07 3.43±1.07 5.00±0.00 4.36±0.78
NTR 2.67±1.03 3.33±0.82 4.50±1.22 3.50±1.05 o 3.45±1.26 3.27±1.32 4.86±0.64 3.50±1.06
Darbarer 2.33±1.21 o 3.50±1.05 o 5.00±0.00 o 4.83±0.41 o 4.44±0.81 o 4.44±0.81 o 5.00±0.00 o 4.94±0.25
Reference 2.00±0.63 2.17±0.75 4.17±0.75 2.50±1.38 2.30±1.12 2.20±1.10 4.60±0.77 2.33±1.35
davinci-003 – – – – 2.00±0.00 2.00±0.00 o 5.00±0.00 o 5.00±0.00

Table 6: Manual evaluation results: “D” means document-level, “H” means hunk-level. We report the average
± standard deviation. Sorted by decreasing quality according to document-level adequacy. The symbol “o” high-
lights a disruption in the ordering in the given column. Due to an annotator’s error, davinci-003 did not have the
document-level scores provided. The top score and all scores that fall within its std. dev. bounds are in bold.

missions, although the variance across teams re-
mains high, e.g. with 60.8±24.6 lines by NTR
compared to 6.2±1.3 in the Zoom short submis-
sion on the ELMI EN test set.

The longest lines are, as expected, produced by
Zoom-long (only available for ELMI EN), with
the average of 73.2 words per line, followed by
Team Iterate (34.3 words per line) and Zoom-short
(18.9 words/line). GPT-4 comes next with 16.1
words/line on the ELMI EN domain.

We find it noteworthy that the reference minutes
across all the domains have the fewest words per
line an average (8.0 for ELMI EN, 5.1 for ELMI
CS and 4.9 for EP). Only the Darbarer submission
is at this level of line conciseness, producing even
a little shorter lines than the reference on ELMI
EN (7.2 vs 8.0).

6.5 Manual Evaluation Results

Table 6 presents average scores that individual
systems received in the document as well as hunk-
level manual annotations in each of the examined
test sets.

As we see from the standard deviations, some
evaluation settings are not discerning enough and
any conclusions drawn from such areas should
thus be treated with a big caution. This concerns

primarily hunk-level judgements in project meet-
ings (ELMI CS as well as ELMI EN), and also
doc-level EuroParlMin.

In the document-level evaluations of project
meeting minutes, we see that GPT-4 and also
Zoom-long summaries achieve top scores. In addi-
tion to these, also Team Iterate scored better than
the human reference. A detailed analysis of this
result is desirable, to identify in which stage the
human processing was sloppier than the automatic
summary.

For the EuroParlMin, we attribute the worse
score of human reference to the different style,
not really appreciated by our evaluators. A sim-
ilar situation is probably the case of Zoom-long
vs. Zoom-short, where the annotators clearly pre-
fer longer minutes.

The dominance of GPT-4 is apparent in terms
of both phrasing (Fluency and Grammaticality) as
well as content (Adequacy and Relevance) mea-
sures.

6.6 Automatic Evaluation Results

For automatic evaluation, we took the usual text
summarization metric ROUGE (Lin, 2004) in
its three variants (ROUGE-1, ROUGE-2, and
ROUGE-L).
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ROUGE-1 ROUGE-2 ROUGE-L BART-F1 BERT-F1

ELMI CS
davinci-003 0.33±0.16 0.09±0.04 0.13±0.06 -4.34±0.45 0.58±0.07
Darbarer 0.31±0.12 0.05±0.03 0.12±0.04 -4.55±0.38 o 0.59±0.03
GPT-4 0.30±0.15 o 0.08±0.05 0.12±0.06 o -4.33±0.43 0.58±0.05

ELMI EN
GPT-4 0.44±0.07 0.10±0.04 0.20±0.03 -4.40±0.42 0.60±0.03
Synapse 0.43±0.06 o 0.11±0.04 0.20±0.02 -4.56±0.42 0.59±0.03
text-davinci-003 0.41±0.07 0.10±0.02 0.19±0.02 -4.58±0.40 0.55±0.01
Zoom-long 0.41±0.09 0.10±0.03 0.18±0.02 -4.58±0.41 0.55±0.02
davinci-003 0.40±0.07 0.09±0.03 0.17±0.03 o -4.45±0.42 o 0.58±0.02
Team Iterate 0.40±0.08 o 0.10±0.03 o 0.19±0.03 -4.63±0.42 0.55±0.02
Darbarer 0.39±0.06 0.10±0.03 0.19±0.03 -4.68±0.35 o 0.59±0.02
NTR 0.37±0.10 0.09±0.04 0.16±0.03 o -4.66±0.49 0.55±0.03
Zoom-short 0.29±0.08 0.06±0.02 0.15±0.04 -4.82±0.37 0.52±0.02

EuroParlMin
Darbarer 0.27±0.10 0.11±0.08 0.18±0.08 -5.06±0.39 0.38±0.03
NTR 0.27±0.11 0.09±0.07 0.17±0.07 -5.23±0.39 0.29±0.02
Synapse 0.26±0.10 0.08±0.07 0.16±0.08 o -4.67±0.35 o 0.42±0.03
davinci-003 0.21±0.09 0.04±0.05 0.14±0.06 -5.18±0.40 0.28±0.02
GPT-4 0.20±0.09 0.04±0.05 0.13±0.06 -5.22±0.40 o 0.29±0.03

Table 7: Automatic evaluation results using ROUGE, BART and BERT. We report the average ± standard devia-
tion. Sorted by decreasing quality according to ROUGE-1. The symbol “o” highlights a disruption in the ordering
in the given column. The top score and all scores that fall within its std. dev. bounds are in bold.

Table 7 summarizes the ROUGE, BERT and
BART scores across all our test sets.

For Czech minutes and BERT and BART, we
first translate both the minutes by all participants
and also the reference minutes into English using
Lindat Translation.8

Best scores are in bold, again with all other
scores that fall within the std. dev. band of the
best one.

The automatic analysis using standard measures
suffers even more from low statistical power. For
the next year, we should clearly substantially in-
crease the test set size, to gather the weak signal
more reliably.

davinci-003 and text-davinci-003 are two vari-
ants of GPT-3 output. One of them was obtained
by us, as discussed in Section 5.2, the other one
was provided by Zoom. We did not score these
two variants with manual or expensive automatic
methods, so we only have ROUGE, BART and
BERT to assess the effect of different (uncon-
trolled) prompt for the task. The comparison of
these two outputs is mixed across the measures,
and we would not overestimate the true value of
the BERT-F1 difference where our prompt seems
to win.

Synapse outputs on EuroParlMin stand out in
8https://lindat.mff.cuni.cz/services/

translation/

BART and BERT scoring as the only system
across the board. Rather likely, the pre- and post-
processing heuristics were a good fit for the BART
and BERT scoring.

6.7 LLM-Based Evaluation Results

Table 8 presents the scores that we obtained from
our automatic scoring from GPT-4, as described in
Section 6.3. We report the average and standard
deviation across all the English meetings in the
2023 test set for ELITR Minuting Corpus. Note
that not all systems were scored this way to fit the
budget.

It is immediately apparent that GPT scorers pre-
fer GPT produced outputs (GPT-4 and davinci-
003), but GPT-4 scored exceptionally well also in
the manual evaluation, so this cannot be taken as
any bad sign.

What we see more as problematic is that there
are only very few differences between the qualities
that were supposed to be assessed. The rankings of
Fluency, Grammaticality or Relevance according
to GPT-AFGR are very much in line with its Ad-
equacy (along which the table is sorted), and also
the other prompt (GPT-ART) does not bring much
difference. This is in some contrast with the man-
ual document level judgements where Grammat-
icality and Relevance are not always in line with
Adequacy.
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GPT-AFRG GPT-ART
Adeq. Flu. Gram. Relev. Adeq. Relev. Topic.

ELMI EN
GPT-4 8.75±0.45 8.83±0.39 9.00±0.00 8.75±0.45 8.17±0.39 9.00±0.00 8.75±0.45
davinci-003 8.00±0.85 8.58±0.67 8.83±0.58 8.00±0.85 7.67±0.65 8.58±0.67 8.00±0.95
Zoom-long 7.83±0.39 8.42±0.51 8.75±0.45 7.83±0.39 7.50±0.67 8.17±0.58 7.50±0.67
Darbarer 7.58±0.67 o 8.50±0.67 o 8.83±0.39 7.58±0.67 7.08±0.79 7.92±0.67 7.17±0.94
Synapse 7.42±0.90 8.25±0.75 8.58±0.67 7.42±0.79 o 7.42±0.90 o 8.17±0.83 o 7.67±0.78
NTR 7.08±0.90 7.83±0.72 8.08±0.67 7.25±1.14 6.75±1.14 7.75±1.14 6.83±1.19
Team Iterate 6.58±1.38 7.67±0.98 o 8.17±0.72 6.75±1.22 6.75±1.06 7.67±0.98 6.83±1.11

Table 8: Automatic evaluation results using GPT with two types of prompt: AFGR and ART. We report the average
± standard deviation. Sorted by decreasing Adequacy estimated by GPT-AFRG The symbol “o” highlights a
disruption in the ordering in the given column. The top score and all scores that fall within its std. dev. bounds are
in bold.

One striking outlier is Team Iterate which ended
up third in manual evaluation but appears last ac-
cording to GPT scoring.

7 Meta-Analysis of Automatic
Evaluation

This section presents a comprehensive meta-
analysis of the automatic evaluation in regard to
human evaluation. The goal of this meta-analysis
is to assess the usability of various automatic ap-
proaches, be it BART-score, BERT-score, variants
of ROUGE, or GPT-based evaluation introduced
in Section 6.3.

7.1 Pairwise Accuracy

Building on the methodologies used in the area
of machine translation (Kocmi et al., 2021; Fre-
itag et al., 2022), we use pairwise accuracy to ex-
plore how well automatic metrics align with hu-
man judgement. Pairwise accuracy is a simplifica-
tion of Kendall’s Tau.

In our setting, we focus on the system-level
evaluation, where we first aggregate a score
for each system (team submission) by averaging
scores from all meetings. As the main unit, we
use the difference in the score between a pair of
systems:

∆ = score(System A)− score(System B) (4)

We define the pairwise accuracy as follows. For
each system pair, we calculate the difference of
the metric scores (metric∆) and the difference in
average human judgements (human∆). We calcu-
late accuracy for a given metric as the number of
rank agreements between metric and human deltas

divided by the total number of comparisons:

Accuracy =
|sign(metric∆) = sign(human∆)|

|all system pairs|
(5)

In other words, our pairwise accuracy reflects
how often, across all pairwise comparisons, hu-
man ordering of the pair agrees with automatic or-
dering of the pair.

One of the advantages of pairwise accuracy re-
sides in its interpretability. It demonstrates with
what precision a given automatic evaluation can
rank pairs of systems. The measure of accuracy
is intuitively presented, where a 50% accuracy is
equal to the flip of a coin. This provides insights
into the potential improvements necessary in au-
tomated evaluation methods to make them corre-
late better with human evaluation, thus moving to-
wards more reliable and accurate automatic minut-
ing systems.

The results of the pairwise evaluation are in
Table 9. The results suggest that ROUGE-1 is
surprisingly the best performing technique when
measuring Adequacy and Relevance (at both doc-
ument and hunk level). For fluency and grammar,
the ROUGE-L and BERTScore prevail. This result
has a natural explanation in that ROUGE-1 is spot-
ting certain individual words which are important
for the meeting content. We speculate that due to
the variance in possible reference summarizations,
such a keyword match does not happen often, so
the signal is weak and needs large test sets to be
spotted, but it is there. ROUGE-2 and especially
ROUGE-L measure overlap of longer sequences
of words. Again, such a match can be rare, but if
it happens, it reflects more some form of fluency
rather than adequacy.

Contrary to expectations, GPT-based evalua-
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D Adeq D Fluency D Gram D Relev H Adeq H Fluency H Gram H Relev
BART-score 66.7 % 47.6 % 42.9 % 61.9 % 85.7 % 71.4 % 76.2 % 71.4 %
BERT-score 57.1 % 76.2 % 71.4 % 61.9 % 66.7 % 90.5 % 76.2 % 52.4 %
GPT-AFGR A 61.9 % 61.9 % 57.1 % 66.7 % 81.0 % 76.2 % 71.4 % 66.7 %
GPT-AFGR F 52.4 % 66.7 % 61.9 % 61.9 % 71.4 % 81.0 % 71.4 % 57.1 %
GPT-AFGR G 52.4 % 71.4 % 66.7 % 66.7 % 71.4 % 85.7 % 71.4 % 57.1 %
GPT-AFGR R 61.9 % 61.9 % 57.1 % 66.7 % 81.0 % 76.2 % 71.4 % 66.7 %
ROUGE-1 85.7 % 66.7 % 61.9 % 81.0 % 85.7 % 61.9 % 66.7 % 81.0 %
ROUGE-2 76.2 % 66.7 % 61.9 % 81.0 % 76.2 % 61.9 % 57.1 % 71.4 %
ROUGE-L 61.9 % 81.0 % 76.2 % 66.7 % 61.9 % 76.2 % 61.9 % 57.1 %
GPT-ART A 66.7 % 57.1 % 52.4 % 61.9 % 85.7 % 71.4 % 66.7 % 71.4 %
GPT-ART R 61.9 % 52.4 % 47.6 % 57.1 % 81.0 % 71.4 % 66.7 % 66.7 %
GPT-ART T 61.9 % 52.4 % 47.6 % 57.1 % 81.0 % 76.2 % 71.4 % 66.7 %
GPT-ART avg 66.7 % 57.1 % 52.4 % 61.9 % 85.7 % 71.4 % 66.7 % 71.4 %
GPT-AFGR avg 57.1 % 61.9 % 57.1 % 61.9 % 76.2 % 76.2 % 71.4 % 61.9 %

Table 9: Pairwise accuracy, where each column represent one manual human evaluation attribute used as a gold
standard (Doc and Hunk level scores for Adequacy, Fluency, Grammaticality and Relevance). Grey background
highlights highest value for each manual setting. There are only 21 system pairs, meaning that 4.8% absolute
difference is a single mislabeled system pair.

tion did not perform well, sometimes staying very
close to the 50% coin-flip baseline. A possible ex-
planation could be that GPT doesn’t understand
each category (adequacy, fluency, etc) the same
way as humans, therefore we tried to aggregate
them into a single score. However, neither this ag-
gregated score performed well.

For the poor result of GPT-based evaluation in
doc-level Fluency and Grammaticality, we do con-
sider a possible problem with the annotation. With
very good outputs in general and with non-native
speakers, GPT may be actually more careful and
better, thus departing from the human judgement.

The largest limitation of our pairwise accuracy
assessment is the total number of system pairs,
which is equal to 21. A possibility to increase
the number of pairs would be to evaluate each
minutes separately instead of aggregating them to
system-level scores. We evaluated it, but ran into
the issue of ties, where two minutes get the exact
same score, are penalized under pairwise accuracy.
This issue is not found in automatic scores such
as BARTScore or ROUGE, which use continuous
scale for ranking. However, GPT and humans use
discrete scale of 5 or 10 points, which often result
in score ties. This problem with pairwise accuracy
and Kendall Tau was described earlier this year in
Kocmi and Federmann (2023) and possible solu-
tions are suggested in Deutsch et al. (2023).

7.2 Correlation between Automatic and
Human Evaluation

Figure 3 presents Pearson correlations of each pair
of manual and automatic metrics of minutes qual-
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Figure 2: Average manual scores for Adequacy vs. Flu-
ency at the document level in our three test sets

ities across all the datasets. Figures 4 to 6 provide
the same information for ELITR Minuting Corpus
EN, CS and for EuroParlMin, respectively.

It is important to keep in mind that these cor-
relations are for system-level scores and that there
are rather few systems in our collection. Consider
the reported correlation of manual doc-level Ad-
equacy vs. Fluency, see Figure 2. In total, there
are 17 points, based on which the overall Pearson
of 0.94 is calculated. Considering only the 4 Eu-
roParlMin points, we observe a substantially softer
correlation of 0.64. The test set with the most par-
ticipating system, ELMI EN, on the other hand,
shows a stronger correlation of 0.97. Pearson cor-
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Figure 3: Heatmap showing the average correlation of the different metrics across the three different datasets in
our shared task

relations are also very influenced by outliers and,
in the case of shared tasks like ours, the underlying
set of systems that took part in the task.

Let us discuss the correlations observed in the
best covered (in terms of systems as well as man-
ual judgements) test set of ELMI-EN (see Fig-
ure 4).

The most striking area is the red triangle
of GPT-based metrics (rows and columns GPT-
AFGR-G till GPT-ART-T). It shows that GPT es-
sentially ignored the specific quality it should be
evaluating (as described in the prompt).

We already mentioned the high correlation for
manual Adequacy and Fluency and the “chequered
pattern” in the upper left triangle confirms that this
holds not just for doc-level but also for hunk-level
scores. Relevance, on the other hand, seems to
correlate well with Grammaticality on ELMI EN
(Pearson of 0.95 for the doc-level scores, see the

think crosses in Figure 7) but this result could be
attributed also to the rather low discerning power
of Grammaticality (most systems around 5 on the
x axis) and the two systems (Synapse and NTR)
setting the direction. Across all the test sets, Pear-
son is 0.58.

Pearson correlations also show that hunk-level
scores are typically in line with their doc-level
counterparts.

Looking at the lower rows of the heatmaps,
BART and ROUGE-1 seem to correlate well with
Adequacy at both document and hunk level (Fig-
ure 3), although this is not confirmed for BERT
on the ELMI EN dataset (Figure 4). Relevance,
on the other hand, seems very hard to predict for
BART, BERT and also ROUGE, with Pearsons
typically under 0.2.
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Figure 4: Heatmap showing the average correlation of the different metrics on the ELMI-EN dataset

8 Findings from 2nd AutoMin

A lot has changed since the previous instance of
AutoMin in 2021. Last time, we were contem-
plating about one or two teams reaching perfect or
close to perfect scores in Fluency and Grammat-
icality. This time, most of the submitted systems
have this property.

We observed that the excellent superficial qual-
ity can, to some extent, hinder manual evaluation
because errors can go unnoticed.

One of our attempts to improve manual evalua-
tion was to introduce the division into hunks and
hunk-level annotation. We have to conclude that
this approach was not successful. On the posi-
tive side, the more fine-grained scoring provides
more points of measurements. The critical draw-
back is, however, that the minutes get fragmented
for the annotator. Assessed in such a partial iso-

lation, more hunks seem flawless and the overall
scores do not allow us to separate good vs. bad
systems. It is conceivable that the hunk-level an-
notation would be informative for spotting prob-
lems, but its aggregate interpretation is problem-
atic. For the next instance, we need to refocus
such detailed manual annotation into spotting er-
rors. The results, with some variance across the
test sets, indicate that manual Fluency and Ad-
equacy are strongly correlated. Relevance and
Grammaticality differ. Please keep in mind the rel-
atively low number of points behind this analysis.
A good sign is that the hunk-level judgements cor-
relate with the document-level ones.

We confirm that according to current manual
measures, LLMs deliver excellent results. GPT-4,
Zoom and also Team Iterate scored better than the
human reference in terms of Adequacy of project
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Figure 5: Heatmap showing the average correlation of the different metrics on the ELMI-CS dataset

meeting minutes.
In our meta-evaluation, we used Pearson cor-

relation coefficients and pairwise accuracy to fig-
ure out which automatic metrics, including GPT
prompting, are most similar to the different styles
of our manual judgements. Our analysis re-
vealed very interesting observations. GPT confi-
dently prefers GPT-generated summaries and it is
not really able to distinguish among the evalua-
tion criteria. Its pairwise accuracy compared to
human judgements reaches only 50–66%. Tra-
ditional metrics like ROUGE are more reliable,
with ROUGE-1 obtaining 85.7% for predicting
document-level Adequacy and ROUGE-L obtain-
ing 81.0% for Fluency. We explain this by weak
but reliable signal (infrequent but important key-
word and key phrase matches).

9 Conclusions and Future Plans

This paper presented the results of AutoMin 2023,
the second instance of our shared task on auto-
matic summarization of meeting transcripts into
meeting minutes. The data of the shared task
(inputs, references, submissions, scores etc.) are

available in this repository:
https://github.com/ufal/automin-2023-data

As in the previous instance, the task was run on
two languages (English and Czech), with English
receiving more attention from the participants.

The submissions were scored manually at the
level of full minutes (document level) and also av-
eraging the scores assigned to individual minutes
points (hunk level). We concluded that the more
fine-grained hunk-level annotation is less useful;
the most important question we would like to learn
from our annotators is whether the minutes prop-
erly reflect the content and overall impression of
the meeting. With hunk-level annotation, the an-
notation process is fragmented and even if each of
the fragments is of a high quality, the aggregation
of these scores does not answer the key question.

This year, we added the domain of EuroParl
sessions and observed that our preferred style of
bulleted minutes is in sharp contrast with the of-
ficially released summaries. Our annotators liked
our style better and the official references did not
score well.

AutoMin 2023 also responded to the emergence
of large language models, applying them both to
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Figure 6: Heatmap showing the average correlation of the different metrics on the EuroParlMin dataset

the task of summarization itself, as well as to the
task of assigning scores to the minutes we received
from the participants. We confirmed that GPT-
4 excels at summarization, surpassing the refer-
ence in manual document-level scoring. On the
other hand, the automatic evaluation carried out
by asking GPT-4 to evaluate the minutes is unreli-
able. GPT-4 does not distinguish between the dif-
ferent qualities (Adequacy, Fluency, Grammatical-
ity, Relevance, Topicality) and reflects too much
the grammaticality; it also prefers its own outputs.

A rather surprising result this year is that the
very simple ROUGE is very much in line with
manual ranking of system pairs. (ROUGE-1 for
Adequacy and Relevance, ROUGE-L for Fluency
and Grammaticality). The complex metrics did
not provide any substantial benefit or performed
simply worse.

We are again trying to secure funding for a fu-
ture round of AutoMin, aiming primarily at a reli-
able assessment on whether the gist of the meeting
has been well preserved in the minutes, and on a
strategy for discovery and scrutiny of summariza-
tion errors.

10 Limitations

The main limitations behind AutoMin arise from
the complexity of the task, which leads to demand-
ing (and thus costly) annotation effort. We would
prefer to have far more judgements, and we would
have preferred to be able to run, e.g., multiple in-
dependent manual evaluations of the same meet-
ing, in order to increase the discovery of errors,
but our budget was limited.

Another serious limitation comes from the sub-
jectivity of the minuting task as such. With so var-
ied opinions on what is important in a meeting, it
is difficult to assess minutes qualities reliably.

11 Acknowledgement

We would like to thank the participants for their
enthusiastic participation in AutoMin and for bear-
ing with our delays.

AutoMin 2023 was supported by the grant 19-
26934X (NEUREM3) of the Czech Science Foun-
dation.

12 Ethical Considerations

154



 1.5

 2

 2.5

 3

 3.5

 4

 4.5

 5

 5.5

 1.5  2  2.5  3  3.5  4  4.5  5  5.5

Darbarer

Reference

NTR

Reference

Synapse

Reference

A
v
e
ra

g
e
 M

a
n
u
a
l 
D

o
c-

Le
v
e
l 
R

e
le

v
a
n
ce

Average Manual Doc-Level Grammaticality

ELMI CS
ELMI EN

EuroParlMin

Figure 7: Average manual scores for Grammaticality
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We note that our annotators were real humans, and
they carried their annotation tasks themselves, not
delegating it to AI. The annotators were paid the
standard hourly wage for this type of work in the
Czech Republic.
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Tirthankar Ghosal, Ondřej Bojar, Muskaan Singh, and
Anja Nedoluzhko. 2021b. Overview of the first
shared task on automatic minuting (automin) at in-
terspeech 2021. In Proceedings of the First Shared
Task on Automatic Minuting at Interspeech 2021,
pages 1–25.

Tirthankar Ghosal, Marie Hledíková, Ondřej Bojar, and
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Ondřej Bojar, Chiara Canton PV, Andrea Sosi PV,
Adelheid Glott AV, and Franz C Krüger AV. 2022.
Demonstrator of automatic minuting.

Paul Tardy, David Janiszek, Yannick Estève, and Vin-
cent Nguyen. 2020. Align then summarize: Au-
tomatic alignment methods for summarization cor-
pus creation. In Proceedings of the 12th Language
Resources and Evaluation Conference, pages 6718–
6724, Marseille, France. European Language Re-
sources Association.

157



Hugo Touvron, Louis Martin, Kevin Stone, Peter Al-
bert, Amjad Almahairi, Yasmine Babaei, Niko-
lay Bashlykov, Soumya Batra, Prajjwal Bhargava,
Shruti Bhosale, et al. 2023. Llama 2: Open foun-
dation and fine-tuned chat models. arXiv preprint
arXiv:2307.09288.

L. Lynn Voss and Patrick Ehlen. 2007. The CALO
meeting assistant. In Proceedings of Human Lan-
guage Technologies: The Annual Conference of
the North American Chapter of the Association
for Computational Linguistics (NAACL-HLT), pages
17–18, Rochester, New York, USA. Association for
Computational Linguistics.

Atsuki Yamaguchi, Gaku Morio, Hiroaki Ozaki, Ken
ichi Yokote, and Kenji Nagamatsu. 2021. Team hi-
tachi @ automin 2021: Reference-free automatic
minuting pipeline with argument structure construc-
tion over topic-based summarization. In Proceed-
ings of the First Shared Task on Automatic Minuting
at Interspeech 2021, pages 1–8.

Diyi Yang and Chenguang Zhu. 2023. Summarization
of dialogues and conversations at scale. In Proceed-
ings of the 17th Conference of the European Chap-
ter of the Association for Computational Linguistics:
Tutorial Abstracts, pages 13–18, Dubrovnik, Croa-
tia. Association for Computational Linguistics.

Xianjun Yang, Yan Li, Xinlu Zhang, Haifeng Chen,
and Wei Cheng. 2023. Exploring the limits of chat-
gpt for query or aspect-based text summarization.
arXiv preprint arXiv:2302.08081.

Weizhe Yuan, Graham Neubig, and Pengfei Liu. 2021.
Bartscore: Evaluating generated text as text gener-
ation. In Advances in Neural Information Process-
ing Systems, volume 34, pages 27263–27277. Cur-
ran Associates, Inc.

Tianyi Zhang*, Varsha Kishore*, Felix Wu*, Kilian Q.
Weinberger, and Yoav Artzi. 2020. Bertscore: Eval-
uating text generation with bert. In International
Conference on Learning Representations.

Ming Zhong, Yang Liu, Yichong Xu, Chenguang Zhu,
and Michael Zeng. 2022. Dialoglm: Pre-trained
model for long dialogue understanding and summa-
rization. In Proceedings of the AAAI Conference
on Artificial Intelligence, volume 36, pages 11765–
11773.

Ming Zhong, Da Yin, Tao Yu, Ahmad Zaidi, Mutethia
Mutuma, Rahul Jha, Ahmed Hassan Awadallah, Asli
Celikyilmaz, Yang Liu, Xipeng Qiu, and Dragomir
Radev. 2021. QMSum: A new benchmark for
query-based multi-domain meeting summarization.
In Proceedings of the 2021 Conference of the North
American Chapter of the Association for Computa-
tional Linguistics: Human Language Technologies,
pages 5905–5921, Online. Association for Compu-
tational Linguistics.

Chenguang Zhu, Ruochen Xu, Michael Zeng, and Xue-
dong Huang. 2020. A hierarchical network for ab-
stractive meeting summarization with cross-domain
pretraining. In Findings of the Association for Com-
putational Linguistics: EMNLP 2020, pages 194–
203, Online. Association for Computational Lin-
guistics.

158



A Sample Reference Minutes

Date : 2021−01−11
Attendees : [PERSON1] , [PERSON2] , [PERSON3] , [PERSON4] , [PERSON5]
Purpose of meeting : Progress r e p o r t

− [PERSON1] and [PERSON2] discuss recent progress on ACL paper .

− [PERSON1] po in t s out the automat ic met r i cs seems not to be s u f f i c i e n t to eva luate the performance system (
i t performs too good ) .

− More cha l l egn ing experiments are discussed by [PERSON1] , [PERSON2] and [PERSON3 ] .

− The a v a i l a b l e t e s t set does not con ta in enough less common and rare words , there i s a need f o r b i l i n g u a l
vocabulary and a d d i t i o n a l sources f o r system t r a i n i n g .

−−[PERSON3] i s requested to prov ide more data f o r Portugese language model
−−−[PERSON7] ( not a t tend ing the meeting ) i s expected to d e l i v e r a d d i t i o n a l t r a i n i n g data
−−−Options to f i n d b i l i n g u a l t e x t s are being discussed , namely to search f o r a r i c l e s and texbooks , check

u n i v e r s i t y r e p o s i t o r i e s f o r master theses and a d d i t i o n a l sources o f te rmino logy words .

− [PERSON1] Proposed t r a i n i n g o f the system on d i f f e r e n t s t y l e o f speech / w r i t i n g ( c o l l o q u i a l , male vs .
female , s c i e n t i f i c vs . non−s c i e n t i f i c )

−− The only a v a i l a b l e model o f s t y l e t r a n s f e r was regard ing s i m p l i f i c a t i o n or g e n e r a l i z a t i o n o f the t e x t .
− Sub−pa r t o f e l i t r t e s t set w i l l be created to cover language s t y l e s p e c i f i c s , such as gender

t rans fo rma t ions .

− [PERSON4] showed how to search f o r named e n t i t i e s i n the a v a i l a b l e b i l i n g u a l dataset .
−− Some manual work w i l l be necessary to compare the outputs w i th those l i s t e d i n there .
− This might g ive an overview what are the common problems wi th termino logy and make a basis f o r markable ( ? )

experiments
− Examples o f r e l a t e d mis t rans la ted words are mentioned ( tenant vs lessee ) and q u a l i t y o f w r i t t e d aud i t s i s

being discussed
− For f u r t h e r work , [PERSON2] w i l l proceed wi th WMT e l i t r dataset f o r spoken language and ( sao? domain f o r

w r i t t e n t e x t s
− S p e c i f i c terms eva lua t i on w i l l be performed by [PERSON5] based on WMT t e s t s u i t e markables .

− [PERSON1] b r i e f l y mention the oppo r t un i t y to m u l t i source , however o ther people invo lved i n t h i s are busy ,
thus c o m p a t i b i l i t y o f t h e i r implementat ion w i l l be asssessed l a t e r

Minutes submited by : [ANNOTATOR1]

Figure 8: A sample minute taken by our external annotator
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B Sample Minutes from AutoMin participants

We present some minute samples from our participants’ submissions to show the variety of automatically
generated minutes by different methods. For fair comparison we include the participant’s generated
minutes from the same meeting.

Date : 13.12.2022
− Attendees : PERSON2, PERSON3, PERSON1

− Replaning the s a t e l l i t e event
− [PERSON1] and [PERSON2] are a t the o f f i c e
− [PERSON3] i s a t a s a t e l l i t e event
− They have to rep lan every th ing now .

− Prepara t ion o f the workshop
− The proposal f o r a s t a t i s t i c a l workshop t h i s year i s over , so i t would be too l a t e f o r the next

one i n 2022
− The p a r t i c i p a n t s have to submit a proposal f o r the workshop
− They have to w r i t e a paper on the t o p i c
− The deadl ine f o r submi t t i ng the proposal i s March f i f t e e n t h ( ! )
− They need to prepare the event i n th ree months .

− Prepara t ion o f shared task
− [PERSON3] and [PERSON2] are prepar ing a shared task
− They have to get an endorsement
− They need to take membership to submit the proposal and pay some fees f o r t h e i r work− uh workshop .

− E d i t i n g the j o u r n a l
− [PERSON1] , [PERSON2] and [PERSON3] are i n t e r e s t e d i n pub l i sh i ng t h e i r work i n a j o u r n a l
− The j o u r n a l was publ ished i n 1964
− I t i s not indexed on the websi te
− The proceedings would be indexed wi th Google .

− Working on the s a t e l l i t e event
− [PERSON2] and [PERSON3] w i l l meet tomorrow to discuss the a d d i t i o n a l works they need to do f o r the

s a t e l l i t e event .

− Submitted by : Darbarer

Figure 9: A sample minute by team Darbarer. This text was edited to replace some emoticons with hyphens to
avoid encoding issues.

PERSON1 i s a t the o f f i c e today , i n the o f f i c e . PERSON2 i s wa i t i ng f o r the person who was supposed to j o i n
the group , but he didn ’ t come . The person has re turned the l a s t e−mai l .

(PERSON1) and (PERSON3) are going to make a shared task f o r a s t a t i s t i c a l workshop . The proposal f o r t h i s
year ’ s workshop was made i n September , which was too ea r l y f o r them . The next proposal f o r 2022 would
be too l a t e f o r them , so they have

PERSON1 w i l l be back i n two minutes .
PERSON3 and PERSON2 have to go to both workshop now . They need to take membership to submit the proposal .

They have to make a websi te f o r t h e i r shared task and pay some fees f o r t h e i r work workshop .
PERSON1, PERSON2, PERSON3 and PERSON4 are plann ing to pub l i sh t h e i r research i n a j o u r n a l . The j o u r n a l was

publ ished i n 1964. The core papers were i n red . I t i s indexed i n Google Color . The proceedings would be
indexed wi th e thy lan tho logy .

PERSON2 and PERSON3 are look ing f o r the conference proceedings from El Severe j o u r n a l . They need to rev i se
the proposal f o r the s a t e l l i t e event and then meet tomorrow to work on the a d d i t i o n a l works .

(PERSON2) and (PERSON3) have to do double work tomorrow .

Figure 10: A sample minute by team Iterate.
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Meeting KeyPoints :

* PERSON2 i n v i t e d PERSON1 to the meeting .
* PERSON1 accepted the i n v i t a t i o n and attended the meeting .
* PERSON2 i s aware t h a t PERSON1 i s i n the o f f i c e and i s en joy ing her walk .
* PERSON1 i s en joy ing the walk and dec id ing to enjoy i t more by v i s i t i n g an u n f a m i l i a r l o c a t i o n .
* PERSON2 wanted to mention t h a t PERSON1 i s j o i n i n g ORGANIZATION1 f o r
− There w i l l be 3 papers f o r the s a t e l l i t e event
− The 3 papers should f o l l o w the same submission c r i t e r i a as other papers
− I f i t ’ s f o r a s a t e l l i t e event , the authors should f o l l o w the ru l es
− Authors should not submit the papers to the In terspeech proceedings
1 . The l a s t t ime a shared task was held a t ( s i ck d i a l ) was i n August o f 2022.
2 . The workshop f o r s t a t i s t i c a l theory i n 2021 was held i n September o f 2022.
3 . The workshop f o r s t a t i s t i c a l theory i n 2022 would be too l a t e f o r Thumbtack .
4 . P3 p re fe r red to apply f o r the spec ia l session f o r the workshop f o r s t a t i s t i c a l theory i n 2021 ins tead of

2022.
5
− PERSON1 wants to conduct a workshop , r a t h e r than a spec ia l session , f o r t h e i r shared task
− The workshop should be adver t i sed as such − " Please take pa r t i n the shared task . We w i l l p rov ide you wi th

the necessary t o o l s and gu ide l i nes . "
− PERSON1 wants to conduct a 3−month long programme , dur ing which t ime they w i l l p rov ide the workshop

p a r t i c i p a n t s w i th a pre−prepared programme , the workshop data and the workshop ’ s r e s u l t s
− The deadl ine to submit the workshop proposal i s March 15th , 2022
− In order to get an ISBD endorsement , the organ izers need to submit a proposal to conduct a workshop at the

in terspeech conference by January 15th , 2022
− To submit the workshop proposal , the organ izers w i l l need to do the f o l l o w i n g steps :

− Submit the proposal and get the endorsement from the speech community
− Wri te the c a l l f o r

− The person who w i l l do the coding / data e x t r a c t i o n i s unsure . They t h i n k t h a t they have to code / e x t r a c t the
data but they don ’ t know how to do i t . They need someone who knows the system and who w i l l e x t r a c t the
data f o r them .

− Three people are going to the on l i ne workshop but they need to s e t t l e down f i r s t .
− The person who responded to the emai l a lso agreed to do the workshop .
−
So the meeting p a r t i c i p a n t s decided to seek advice from a sen io r co l league regard ing the f o l l o w i n g :
* Which aspects o f the o r g a n i z a t i o n a l s t r u c t u r e are unc lear to PERSON1
* How much i t w i l l cost to r e g i s t e r f o r the workshop
* How to approach ( german name) about f i n a n c i a l aspects
* What are the main tasks o f the program committee
* How to make a websi te f o r the shared task
1 . P4 i s the t e c h n i c a l lead f o r the p r o j e c t .
2 . P1 i s the p r o j e c t manager .
4 . P2 i s aware o f P3 ’ s i n t e r e s t and suggests t h a t P4 can in form whether the j o u r n a l i s indexed .
5 . P4 i s able to prov ide some in fo rma t i on regard ing the j o u r n a l
b b l t ?
i t ?
i s not indexed . .
keaboard , d i s t a n t noise
Less work −
Less work and i n t e n t− more i n t e n s i v e output .
P
1 . The proceedings from El Severe w i l l be indexed i n Cosmopile and Google Color
2 . Also , the q u a l i t y o f papers publ ished i n the pv l j o u r n a l i s very good
3. The pv l j o u r n a l i s open access and i s d i r e c t l y indexed by j o u r n a l s t h a t o f f e r open access to p u b l i c a t i o n s
1 . PERSON3 and PERSON2 disagree on the f e a s i b i l i t y o f the proposed p r o j e c t .
2 . PERSON3 w i l l double the work requ i red compared to the o r i g i n a l proposal .

Figure 11: A sample minute by team NTR-NLP
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DATE : 2023−05−01
ATTENDEES : PERSON1, PERSON2, PERSON3

SUMMARY
− PERSON1 i s i n the o f f i c e today .
− PERSON2 i s wa i t i ng f o r the person who was supposed to j o i n the group .
− The person has not turned up yet .
− There was a t e c h n i c a l communication meeting .
− The p a r t i c i p a n t s were t o l d to prepare t h e i r papers f o r spec ia l sessions according to the same c r i t e r i a as

PERSON3, PERSON2 and PERSON1 are plann ing a min i conference .
− The proposal i s going to be up there .
− I t i s e n t i r e l y independent o f in te rspeech to program committee .
− They w i l l promote t h e i r workshop i n t h e i r webpage .
− There i s a p o s s i b i l i t y to do both s e c t i l e and i n t e r PERSON1, PERSON2 and PERSON3 exp la in to each other how

the process o f o rgan is ing a workshop works .
− PERSON3 and PERSON2 have prepared the document f o r the shared task .
− They have to take i n s t i t u t i o n a l membership to submit the proposal .
− They can do both .
− PERSON1, PERSON2, PERSON3 and PERSON4 are organ iz ing a workshop on In terspeech .
− They have to study some s a t e l l i t e events t h a t they got accepted to l a s t year and make a websi te f o r t h e i r

shared task .
− They need to pay f o r i n s t i t u t i o n a l membership , manage the p r o j e c t and PERSON2 has read a l o t o f papers on

machine t r a n s l a t i o n i n her researchera t ion .
− The j o u r n a l was publ ished i n 1964.
− The core papers were i n t h i s j o u r n a l .
− I t i s a l ready w r i t t e n i n there .
− The proceedings would be indexed wi th e thy lan tho logy .
− PERSON2 and PERSON3 are plann ing to present the severe conference proceedings from El Severe on January 15

th .
− They are going to use pv l format .
− The paper i s open access and indexed i n Cosmopile Google co lo r .
− PERSON3 wants to d i f f e r the d iscuss ion wi th PERSON4.
− They need to rev i se the proposal and leave down the th i ng t h a t they need to do f o r the s a t e l l i t e event .
− They w i l l meet tomorrow .

Minuted by : Team Synapse

Figure 12: A sample minute by team Synapse

PERSON1 and PERSON3 are d iscuss ing the proposal f o r a s a t e l l i t e event f o r a spoken language technology
workshop .

They discuss the need to f o l l o w the same c r i t e r i a as other spec ia l sessions and the t i m e l i n e s f o r the
submission o f papers .

They agree to submit two papers , one f o r the s a t e l l i t e event and one f o r a f u l l f ledged workshop .
PERSON2 o f f e r s to help w i th some p o t e n t i a l th ings , but PERSON3 reminds him to do double work .
They decide to go f o r s i g d i a l f o r the machine t r a n s l a t i o n corpus l i n g u i s t i c s and morphologies workshop i n

Texas , as the proceedings would be indexed wi th e thy lan tho logy .

Figure 13: A sample minute by team Zoom - short version
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PERSON2 and PERSON3 are d iscuss ing the meeting meeting a t the ORGANIZATION1 . PERSON1 i s a t the o f f i c e and i s
wa i t i ng f o r PERSON3 to j o i n , but he i s not answering the c a l l . PERSON3 has missed the c a l l and PERSON1
w i l l t r a n s l a t e the l a s t mai l f o r them , which i s a czech t e x t . They have to rep lan every th ing now .

PERSON1 and PERSON3 are d iscuss ing the proposal f o r a s a t e l l i t e event f o r a spoken language technology
workshop . They discuss the need to f o l l o w the same c r i t e r i a as other spec ia l sessions and the t i m e l i n e s

f o r the submission o f papers . They also discuss the p o s s i b i l i t y o f doing both a shared task a t s i ck
d i a l and submi t t i ng a proposal f o r the next conference . They agree t h a t i t i s b e t t e r to submit two
papers , one f o r the s a t e l l i t e event and one f o r a f u l l f ledged workshop , as i t g ives them more
f l e x i b i l i t y and freedom to choose t h e i r event or accept papers from the Proceedings o f I n t r a Speech .
However , they a lso need to f i g u r e out how to make sure the p a r t i c i p a n t s are not deter red from
submi t t i ng t h e i r own papers .

PERSON3 and PERSON1 are d iscuss ing the o r g a n i z a t i o n a l po in t s o f t h e i r proposal f o r t h e i r workshop . PERSON3
exp la ins t h a t they have to take i n s t i t u t i o n a l membership to submit the proposal to the ORGANIZATION2
workshop a p p l i c a t i o n p o r t a l and t h a t they need to contac t Andre and Hero to discuss the proposal
content . PERSON1 has no idea about the a d m i n i s t r a t i v e plans f o r the workshop , but PERSON3 suggests
asking PERSON4.

PERSON3 and PERSON1 are d iscuss ing a paper publ ished i n 1964 by noise−L i n g u i s t i c s . PERSON1 i s not i n t e r e s t e d
i n a l l the po in t s o f the paper , but he has publ ished i t once or tw ice . PERSON2 has read a l o t o f

papers about machine t r a n s l a t i o n i n h i s researchera t ion , but i t depends on the p a r t i c i p a n t s .
PERSON2 and PERSON3 discuss the p o s s i b i l i t y o f doing a machine t r a n s l a t i o n corpus l i n g u i s t i c s and

morphologies workshop i n Texas . They decide to go f o r s i g d i a l , as the proceedings would be indexed wi th
e thy lan tho logy . PERSON1 suggests t h a t s i g d i a l i s b e t t e r than in terspeech workshop , as i t has less work
and more i n t e n s i v e output . PERSON3 suggests t h a t they should look a t where the proceedings are indexed
to see i f there i s any s p e c i f i c charge f o r the j o u r n a l s .

PERSON3 and PERSON2 discuss the proposal f o r the s a t e l l i t e event . PERSON2 o f f e r s to help w i th some p o t e n t i a l
th ings , but PERSON3 reminds him to do double work . They agree to meet tomorrow and say goodbye .

Figure 14: A sample minute by team Zoom - long version
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C Sample GPT-Generated Minutes

− Meeting held to discuss o rgan i za t i on o f a shared task or workshop f o r [ORGANIZATION1 ]
− [PERSON1] at tended the meeting from the o f f i c e
− [PERSON3] jo ined the meeting la te , but every th ing was f i n e
− Discussed the p o s s i b i l i t y o f o rgan iz ing a s a t e l l i t e event or spec ia l session a t In terspeech
− [PERSON1] t r a n s l a t e d an emai l regard ing the requirements and t i m e l i n e s f o r spec ia l sessions a t In terspeech
− Discussed the p o s s i b i l i t y o f submi t t i ng a shared task proposal to both In terspeech and S igD ia l
− Concerns ra ised about the workload invo lved i n organ iz ing both events and f i n d i n g enough p a r t i c i p a n t s
− [PERSON3] mentioned t h a t they have exper ience organ iz ing such events and be l ieves i t i s poss ib le to manage

both
− Discussed the need f o r i n s t i t u t i o n a l membership to submit a workshop a p p l i c a t i o n to [ORGANIZATION2 ]
− [PERSON2] mentioned r e c e i v i n g an emai l r ep l y agreeing to some discussed po in t s
− Discussed the need f o r membership to [ORGANIZATION4 ] to submit a proposal
− Considered paying fees f o r a workshop and con tac t i ng Andre and Hero f o r more in fo rma t i on
− Discussed prepar ing content f o r the workshop proposal and s tudy ing other s a t e l l i t e events
− Talked about the need f o r management and c rea t i ng a websi te f o r the shared task
− Discussed p o t e n t i a l p u b l i c a t i o n opt ions , i n c l u d i n g [PROJECT2] L i n g u i s t i c s , arch ive , and [PROJECT1] from

E lsev ie r
− Mentioned the p o s s i b i l i t y o f pub l i sh i ng as pa r t o f the ( ) community and d e f e r r i n g the d iscuss ion to [

PERSON4]
− Agreed to rev i se the proposal and l i s t a d d i t i o n a l tasks needed f o r the s a t e l l i t e event
− [PERSON1] o f f e red to help w i th w r i t i n g chapters f o r the proposal and rev iewing i t
− Agreed to meet again tomorrow to discuss f u r t h e r

Figure 15: A sample minute generated with GPT-4

− Pro jec t meeting was held between [PERSON1] , [PERSON2] , and [PERSON3]
− [PERSON1] was at the o f f i c e and had decided to enjoy walk ing there
− [PERSON3] jo ined the meeting l a t e
− Discussed the p o s s i b i l i t y o f submi t t i ng a proposal f o r a spec ia l session or a s a t e l l i t e event a t [

ORGANIZATION1 ]
− [PERSON1] suggested submi t t i ng a shared task a t [ORGANIZATION2 ]
− [PERSON3] proposed doing both the spec ia l session and the s a t e l l i t e event
− [PERSON3] suggested t h a t the proposal f o r the workshop should be submit ted as soon as poss ib le and get

endorsement
− [PERSON3] a lso suggested t h a t the workshop should be e n t i r e l y independent and the program committee ,

keynotes , and program should be ready before submi t t i ng the proposal
− Deadl ine f o r the s a t e l l i t e event i s February 28 th
− Deadl ine f o r submi t t i ng the f u l l papers o f p a r t i c i p a n t s i s January 15 th
− [PERSON3] suggested doing both the spec ia l session and the s a t e l l i t e event
− Need to contac t [PERSON4] f o r membership to [ORGANIZATION4 ]
− Need to pay fees f o r workshop
− Need to discuss proposal content f o r workshop
− Need to create websi te f o r shared task
− Need to study s a t e l l i t e events accepted to In terspeech l a s t year
− Need to do management and contac t program committee
− Need to decide between SIGDIAL and Interspeech workshop
− SIGDIAL has more i n t e n s i v e output and indexed wi th Ethy lan tho logy
− [PERSON4] can prov ide more in fo rma t i on about [PROJECT2]− L i n g u i s t i c s
− [PERSON2] suggests [PROJECT1] from E lsev ie r
− [PERSON2] suggests [PROJECT2] from PVML
− [PERSON2] suggests [PROJECT3] from BBLT
− [PERSON2] suggests [PROJECT4] from Open Access Journa ls
− Need to discuss wi th [PERSON4] f o r b e t t e r proposal

Figure 16: A sample minute generated with text-davinci-003

164



 Instruc�ons for Evalua�on of Minutes 

 Install/update ALIGNMEET and Populate it with Minutes 
 ●  Open command line and run  pip install --upgrade alignmeet  if upda�ng or  pip install 

 alignmeet  if installing for the first �me 
 ●  In case of issues talk to Marie Hledíková (  email removed  ). 

 Find out which mee�ngs are for you 
 ●  See this sheet  (link to sheet removed)  . 
 ●  Whenever you start or finish a mee�ng (all its minutes), please enter it in the appropriate 

 cell. 

 Annota�on Instruc�ons 
 ●  Do not forget to count how many hours you have spent annota�ng! 
 ●  You are assigned a  set of mee�ngs  (mostly English,  some in Czech). 
 ●  Each mee�ng comes with: 

 ○  the  transcript 
 ○  a set of  several minutes  , each created by a different  system. 

 ●  You need provide the following annota�ons to  each  of the minutes  (independently of other 
 minutes): 

 ○  alignment  between the minutes and the transcript 
 ○  quality scores  for each alignment “hunk” (line in  minutes) 
 ○  quality scores  for the minutes as a whole. 

 ●  You  may want  to also use the “Remarks” area (bo�om  right pane, it used to be called 
 “Problems” in previous ALIGNMEET versions) for your convenience in annota�on: 

 ○  You may use the remark “Small talk” to indicate a por�on of the transcript which you 
 do not expect to appear in the minutes. However, if the system does include this in 
 the minutes, you  need to primarily align it with the  minutes  . (It is allowed to use 
 both for any line in the transcript, to have a remark and be aligned to minutes.) 

 ○  You may want to tell us some extra observa�ons. For this use the remark “See 
 separate comment” and write this comment to the table for assigning annotators. 

 ○  The remarks you make will be copied over to the next minutes of the same transcript 
 if the minutes have not been processed yet. You may switch between the different 
 minutes of the same transcript as you like but as soon as the minutes have such a 
 remark, no other remarks will be copied to them. Sequen�al processing of the 
 minutes one by one is thus the best op�on. 

 ●  Detailed instruc�ons: 
 ○  Alignment  : 

 ■  Try to cover all items in the minutes and all text in the transcript but: 

D Annotation Instructions
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 1.  Not all parts of the transcript have to be aligned to an item in the 
 minutes; e.g. if the system decided to exclude the given piece of 
 informa�on or topic altogether. 

 2.  Occasionally, some items in the minutes also end up non-aligned; 
 e.g. items in the minutes which are fully hallucinated will not be 
 linked to any segment in the transcript. 

 ■  Do try to make use of the new  autoalign feature:  in  the top toolbar, set the 
 threshold (the lower, the fewer alignments will be made) and click Autoalign. 
 Alignmeet will suggest an alignment hint which will be displayed as color 
 only under the speaker names. You will then need to manually confirm the 
 alignments. It generally tends to help the most if you set a low threshold just 
 to get a rough idea of where things are, the finer sugges�ons do not tend to 
 be very good. 

 ○  Quality scores  are in the range 1 (worst) to 5 (best). 
 ○  For individual “hunks” (i.e. the colored alignments) the scores should reflect: 

 ■  Adequacy  assesses if the item in the minute adequately  captures the 
 content of the respec�ve aligned segment(s) of the transcript. 

 ■  Fluency  reflects if the item in the minute consists  of fluent, coherent text 
 and is readable to the evaluator. 

 ■  Gramma�cal Correctness  checks the level to which  the item in the minute is 
 free of errors in the grammar. 

 ■  Relevance  signifies whether the item in the minute  is relevant to be included 
 in the mee�ng summary (e.g. a perfect summary of small talk is not 
 relevant). 

 ○  For the whole mee�ng minutes, the scores should reflect: 
 ■  Adequacy  assesses if the minutes adequately capture  the major topics 

 discussed in the mee�ng, also considering coverage (all such topics covered). 
 ■  Fluency  reflects if the minutes consist of fluent,  coherent texts and are 

 readable to the evaluator. 
 ■  Gramma�cal Correctness  checks the level to which  the minutes are 

 gramma�cally correct. 
 ■  Relevance  signifies the extent to which the minutes  overall capture the 

 important content from the source transcript (as opposed to summarizing 
 useless parts). 

 ●  Remark on  minutes styles  : 
 ○  There are two major types of mee�ngs in our collec�on, you may be able to no�ce 

 this difference. 
 ○  The style of minutes can however vary a lot depending on which system prepared 

 the minutes. 
 ○  The quality scores are designed so that they  should  not be affected by the style 

 differences too much. 
 ○  If you cannot avoid considering the style of the minutes in your scoring,  consider the 

 style across all the different minutes  that are provided  for the given mee�ng. (I.e. 
 minutes depar�ng seriously in their style from the rest may suffer slightly worse 
 scores, but try to avoid this effect as much as possible.) 
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E GPT prompts

Given the f o l l o w i n g meeting t r a n s c i p t and minutes , eva luate the minutes o f the meeting f o r i t ’ s adequacy (
the judgment i f summary sentences represent conc lus ions c l e a r l y v i s i b l e i n the t r a n s c r i p t s o f the
d iscuss ions ) , re levance (how we l l the summary sums up the main idea of the meeting ) , and t o p i c a l i t y (
whether summary sentences cover t o p i c s t h a t are discussed i n the t r a n s c r i p t ) .

___________________________________________________________
T r a n s c r i p t :
{ t r a n s c r i p t }
___________________________________________________________
Minutes :
{ system_generated_minutes }
___________________________________________________________
Evaluate minutes f o r i t ’ s adequacy ( the judgment i f summary sentences represent conc lus ions c l e a r l y v i s i b l e

i n the t r a n s c r i p t s o f the d iscuss ions ) , re levance (how we l l the summary sums up the main idea of the
meeting ) , and t o p i c a l i t y ( whether summary sentences cover t o p i c s t h a t are discussed i n the t r a n s c r i p t ) .

Give each score separa te ly on a scale 0 to 10 , where 10 i s the best :

Figure 17: The prompt asking to rate each minutes for adequacy, relevance, and topicality. We label this prompt as
“GPT-ART”.

Given the f o l l o w i n g meeting t r a n s c r i p t and minutes , eva luate the minutes f o r t h e i r adequacy ( to what ex ten t
the minutes adequately capture the major t o p i c s discussed i n the meeting , a lso cons ider ing coverage , i .
e . a l l such t o p i c s covered ) , f l uency ( i f the minutes cons i s t o f f l u e n t , coherent t e x t s and are readable

to the eva lua to r ) , grammatical cor rec tness ( the l e v e l to which the minutes are grammat ica l ly c o r r e c t )
and relevance ( the ex ten t to which the minutes o v e r a l l capture the impor tan t content from the source
t r a n s c r i p t ( as opposed to summarizing useless par t s ) .

___________________________________________________________
T r a n s c r i p t :
{ t r a n s c r i p t }
___________________________________________________________
Minutes :
{ system_generated_minutes }
___________________________________________________________
Now evaluate the minutes f o r t h e i r adequacy , f luency , grammatical cor rec tness and relevance . Give each score

separa te ly on a scale 0 to 10 , where 10 i s the best :

Figure 18: The prompt asking to rate each minutes for adequacy, relevance, and grammatical correctness. We label
this prompt as “GPT-AFGR”.

The f o l l o w i n g conversa t i ona l t u rn i s from a meeting t r a n s c r i p t . C l a s s i f y the tu rn i n t o ’ F i l l e r ’ ( not
r e l evan t ou ts ide o f the meeting ) or ’ Content ’ ( con ta ins re l evan t i n f o rma t i on ) .

_________________________
{ conversa t ion_ tu rn }
_________________________
C l a s s i f i c a t i o n o f the tu rn as ’ F i l l e r ’ or ’ Content ’ :

Figure 19: A prompt used to mark conversational tun as containing information or being a filler.
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