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Abstract
Pretrained language models (PLMs) on domain-
specific data have been proven to be effec-
tive for in-domain natural language process-
ing (NLP) tasks. Our work aimed to develop
a language model which can be effective for
the NLP tasks with the data from diverse so-
cial media platforms. We pretrained a lan-
guage model on Twitter and Reddit posts in En-
glish consisting of 929M sequence blocks for
112K steps. We benchmarked our model and 3
transformer-based models—BERT, BERTweet,
and RoBERTa on 40 social media text classifi-
cation tasks. The results showed that although
our model did not perform the best on all of
the tasks, it outperformed the baseline model—
BERT on most of the tasks, which illustrates
the effectiveness of our model. Also, our work
provides some insights of how to improve the
efficiency of training PLMs.

1 Introduction

In recent years, pretraining language models
(PLMs) such as BERT (Devlin et al., 2019) and
RoBERTa (Liu et al., 2019) have proven to be
effective for a wide range of natural language
processing (NLP) tasks. Domain adaptive pre-
training (DAPT), also known as pretraining on
domain-specific data, has been a commonly em-
ployed approach to enhancing model performance
on tasks that are specific to a particular domain
(Gururangan et al., 2020). Numerous efforts have
been made to achieve this goal. For example, Lee
et al. (2019) proposed BioBERT by pretraining
BERT on a large biomedical corpus of PubMed
abstracts, and demonstrated that it outperformed
BERT on three representative biomedical text min-
ing tasks. Alsentzer et al. (2019) attempted to
adapt pretrained models for clinical text by train-
ing BioBERT on clinical notes, resulting in the
creation of BioClinical_BERT (Leroy et al., 2017).
Encouraged by the success of pretraining models
in different domains, recent studies have developed

pretrained models for social media NLP tasks. For
example, Dai et al. (2020) built a model by fur-
ther pretraining the model developed by Devlin
et al. (2019) by further training the model on En-
glish tweets. Nguyen et al. (2020a) pretrained a
transformer model named BERTweet by training
the model on a large scale of English tweets from
scratch. However, these models only involve Twit-
ter data and may not be effective enough for social
media data from other platforms such as Reddit and
Facebook. To fill this gap, we trained a language
model using both Twitter and Reddit data. We used
92GB text data including 20GB English tweets and
72GB Reddit comments. Our model was trained
from scratch for 112K steps following the model
architecture of RoBERTa-base. For evaluation, We
benchmarked our model and 3 transformer-based
models—BERT, BERTweet, and RoBERTa on 40
social media text classification tasks covering di-
verse health-related and non-health-related topics
and from 6 social media platforms. The results
showed that although our model did not perform
the best on all of the tasks, it outperformed the
baseline model—BERT on most of the tasks. It
showed that pretraining on the in-domain data can
benefit the model on the downstream tasks. To sum
up, our contributions are as follows:

• We pretrained and released a transformer-
based language model on Twitter and Reddit
data which outperformed BERT on most of
the benchmarking tasks.

• We benchmarked our model and 3 PLMs on
40 social media text classification tasks.

• We analyzed the influence of training time,
data source, and task domains to different
PLMs, which.

• Our work provided some insights of how to
improve the efficiency of training PLMs.
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We call our final pretrained model SocBERT—an
abbreviation of Social Media BERT.

2 Method

2.1 Data collection and preprocessing

We collected 92GB pre-training data including
20GB English tweets and 72GB English Reddit
comments. The Twitter data were collected via
Twitter streaming API and downloaded from the
Achive team 1, and the Reddit comments were
downloaded from Pushshift2. Because Reddit com-
ments are usually longer than the maximum se-
quence limitation of the language model, we chun-
ked the comments into sequence blocks, and each
sequence block is limited to the maximum se-
quence length. In addition, we used the open source
tool named preprocess-twitter (Paulus and Penning-
ton) to preprocessing the data. The preprocessing
includes lowercasing, normalization of numbers,
usernames, urls, hashtags and text smileys, and
adding extra marks for capital words, hashtags and
repeated letters. We applied fastBPE (Sennrich
et al., 2016) to tokenize the data and obtained a dic-
tionary including 74K subwords which was used
for the model pretraining.

2.2 Model architecture

We developed a masked language model (MLM)
for pretraining and a classification model for bench-
marking. MLM is an unsupervised task in which
some of the tokens in a text sequence are ran-
domly masked in the input and the objective of
the model is to predict the masked text segments.
The model architectures for the masked language
model (MLM) and classification are the same as
the work of Liu et al. (2019). Specifically, MLM
consists of an encoder layer that embeds the text
sequence as an embedding matrix consisting of to-
ken embeddings and an output layer with Softmax
activation that predict the masked token based on
the embeddings of the masked tokens. The classi-
fication model consists of the same encoder layer
and an output layer with Softmax activation to pre-
dict classes based on the embedding of the [CLS]
token.

1https://archive.org/details/
twitterstream

2https://files.pushshift.io/reddit/
comments/

3 Benchmarking Tasks

We utilized a total of 40 social media text clas-
sification tasks to establish a benchmark, which
represents the most extensive collection of social
media text classification tasks currently available
to us. Manually annotated data for all these tasks
were either publicly available or had been made
available through shared tasks. The tasks covered
diverse health-related and non-health-related topics
including, but not limited to, adverse drug reac-
tions (ADRs) (Sarker and Gonzalez, 2015a; Sarker
et al., 2018b), cohort identification for breast cancer
(Al-Garadi et al., 2020), non-medical prescription
medication use (NPMU) (Al-Garadi et al., 2021),
informative COVID-19 content detection (Nguyen
et al., 2020b), medication consumption (Sarker
et al., 2018a), pregnancy outcome detection (Klein
and Gonzalez-Hernandez, 2020), symptom clas-
sification (Magge et al., 2021), suicidal ideation
detection (Gaur et al., 2021), identification of drug
addiction and recovery intervention (Ghosh et al.,
2020b), signs of pathological gambling and self-
harm detection (Parapar et al., 2021), sentiment
analysis and factuality classification in e-health fo-
rums (Carrillo-de Albornoz et al., 2018), offensive
language identification (Zampieri et al., 2019), cy-
berbullying detection (Kumar et al., 2018; Bhat-
tacharya et al., 2020), sentiment analysis (Moham-
mad et al., 2018; Preoţiuc-Pietro et al., 2016), and
sarcasm language detection (Ghosh et al., 2020a).

The full details including the source, evaluation
metric, training and test set sizes, the number of
classes, and the inter-annotator agreement (IAA)
for each task, if available, are shown in Appendix A.
Seventeen tasks involved binary classification, 13
involved three-class classification, and 10 involved
four-, five-, six- or nine-class classification each.
The datasets combined included a total of 252,655
manually-annotated instances, with 204,989 (80%)
instances for training and 47,666 (20%) for eval-
uation. The datasets involved data from multiple
social media platforms—22 from Twitter, 6 from
MedHelp3, 6 from Reddit, 3 from Facebook, 2 from
Youtube, and 1 from WebMD4. For evaluation, we
used the F1-score of the positive class for binary
classification and the micro-averaged F1-score for
other multi-class classification.

3https://www.medhelp.org/
4https://www.webmd.com/
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4 Experiments

4.1 Language model settings

The language model training consists of two phases.
At the first phase, we initialized the language model
with random initialization and trained the model on
20GB English tweets and 54GB Reddit comments
for 100K steps from scratch. However, During this
process, we observed that it would be extremely
time-consuming to train the model on the whole
dataset using our computation resources, and we
could not inspect the model during this process.
Therefore, at the second phase, we changed our
training strategy into splitting the data and sequen-
tially training the model on a each split so that we
could check the model after each round. 5 Specifi-
cally, we split the Reddit data into small datasets
with 10M sequence blocks and then trained the
model on each dataset for 10 epochs. At the time
of publication of this work, we finished the train-
ing of 11 small datasets involving another 18GB
Reddit data. The maximum sequence limitation of
our model is 128, and the batch size is 8192. Other
hyper-parameters were the same for the two phases,
which followed the settings of RoBERTa-base (Liu
et al., 2019). We refer to the checkpoint at the end
of first phase as SocBERT-base and the checkpoint
at the end of second phase as SocBERT-final. In
summary, SocBERT-base was pretrained on 819M
sequence blocks for 100K steps. SocBERT-final
was pretrained on 929M (819M+110M) sequence
blocks for 112K (100K+12K) steps.

4.2 Classification model settings

For classification, we performed a limited parame-
ter search with the learning rate ∈ {2× 10−5, 3×
10−5} and fine-tuned each model for 10 epochs.
The rest of hyper-parameters were the same as
Liu et al. (2019). Because initialization can have
a significant impact on convergence in training
deep neural networks, we ran each experiment
three times with different random initializations.
The model that achieved the median performance
over the test set is reported. In addition, we
experimented with BERT-base, BERTweet, and
RoBERTa-base to better evaluate the effectiveness
of our model.

5The first phase training took about two and half a month.
At the second phase, each round of training took about one
week. The GPU model we used was 32GB Tesla V100. We
used 8 GPUs at the first phase and 1 GPU at the second phase
because of the limited budget.

5 Results

5.1 Classification results
The full classification results are listed in 1. We
treated BERT as the baseline model and compared
other models with BERT. BERTweet achieved
better results on 33 (83%) tasks, RoBERTa on
35 (88%) tasks, SocBERT-base on 30 (75%)
tasks, and SocBERT-final on 31 (78%) tasks. Al-
though slightly underperforming RoBERTa and
BERTweet, both of SocBERT-base and SocBERT-
final outperformed BERT. It showed that our pre-
training model is effective on the classification
tasks with social media data. The gap between
our model and RoBERTa was predictable because
RoBERTa was pretrained on a much larger data
set (160GB), for longer time (500K steps) than our
model, and the pretraining data of RoBERTa also
covered the Reddit data in our dataset. Compared
to BERTweet, which was pretrained on 160M se-
quence blocks for 950K steps, our model was pre-
trained on a larger set of data for shorter time. This
suggests that the training time may have a higher
impact than the training data size on large language
model pretraining. In addition, we observed that
SocBERT-final outperformed SocBERT-base on 20
tasks. Considering that the second phase contained
only 12K steps, it is reasonable that the influence of
the second phase of training was small. Although
the strategy we used for the second phase of train-
ing allowed us to check the model without waiting
for several months, future studies are required to
assess whether the strategy of the second phase of
training is as efficient as training the model on the
whole dataset. Since SocBERT-base and SocBERT-
final performed similarly, we performed analysis
only on SocBERT-base later in this section.

5.2 Model Comparison
In order to explore the influence of the data
source and task domain, we compared the model
performance of SocBERT-base, BERTweet, and
RoBERTa over the tasks from different social me-
dia platforms or focusing on different topics shown
in Table 2. The results showed that SocBERT-base
outperformed BERTweet on 13 tasks and outper-
formed RoBERTa on 9 tasks. Although SocBERT-
base and RoBERTa underperformed BERTweet on
most of the tasks from Twitter, SocBERT-base and
RoBERTa performed better on most of the tasks
from Reddit and MedHelp. This suggests clas-
sification performance is likely to improve if the
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ID Task Source BERT BT RB Soc-b Soc-f
1 ADR Detection (Sarker and Gonzalez, 2015b) Twitter 59.6 64.7 62.2 60.1 66.0
2 Breast Cancer (Sarker et al., 2020) Twitter 85.6 88.1 88.6 86.1 86.6
3 NPMU characterization (Ali Al-Garadi et al., 2020) Twitter 57.2 66.1 61.3 64.2 61.2

4 WNUT-20-task2 (COVID-19 tweet detection)
(Nguyen et al., 2020c) Twitter 86.6 88.5 88.8 87.9 87.8

5 SMM4H-17-task1 (ADR detection) (Sarker et al., 2018b) Twitter 45.4 51.4 53.8 51.0 50.2

6 SMM4H-17-task2 (medication consumption)
(Sarker et al., 2018b) Twitter 76.5 79.8 78.6 77.4 78.1

7 SMM4H-21-task1 (ADR detection) (Magge et al., 2021) Twitter 70.5 65.6 69.2 63.1 63.1

8 SMM4H-21-task3a (regimen change on Twitter)
(Magge et al., 2021) Twitter 55.6 55.9 57.9 57.4 55.5

9 SMM4H-21-task3b (regimen change on WebMD)
(Magge et al., 2021) WebMD 86.8 88.4 88.2 87.9 87.8

10 SMM4H-21-task4 (adverse pregnancy outcomes)
(Magge et al., 2021) Twitter 86.8 88.9 89.7 86.8 88.2

11 SMM4H-21-task5 (COVID-19 potential case)
(Magge et al., 2021) Twitter 69.6 72.3 76.5 71.8 74.3

12 SMM4H-21-task6 (COVID-19 symptom)
(Magge et al., 2021) Twitter 97.6 98.4 98.2 97.8 97.8

13 SMM4H-22-task9 (self-reporting exact age)
(Weissenbacher et al., 2022) Reddit 94.0 93.4 94.2 91.5 93.3

14 Suicidal Ideation Detection
(Gaur et al., 2021) Reddit 71.7 73.0 78.0 76.7 78.6

15 Drug Addiction and Recovery Intervention
(Ghosh et al., 2020b) Reddit 73.3 75.4 77.0 75.9 77.5

16 eRisk-21-task1 (Signs of Pathological Gambling)
(Parapar et al., 2021) Reddit 82.7 85.1 85.4 86.1 87.6

17 eRisk-21-task2 (Signs of Self-Harm)
(Parapar et al., 2021) Reddit 76.7 78.5 78.9 77.3 78.9

18 Sentiment Analysis (Food Allergy)
(Carrillo-de Albornoz et al., 2018) MedHelp 77.0 75.8 75.8 73.9 73.9

19 Sentiment Analysis (Crohn’S Disease)
(Carrillo-de Albornoz et al., 2018) MedHelp 70.8 73.9 78.3 76.4 73.9

20 Sentiment Analysis (Breast Cancer )
(Carrillo-de Albornoz et al., 2018) MedHelp 63.5 63.3 64.2 61.8 64.6

21 Factuality Classification (Food Allergy)
(Carrillo-de Albornoz et al., 2018) MedHelp 69.9 72.0 73.7 72.7 74.0

22 Factuality Classification (Crohn’S Disease)
(Carrillo-de Albornoz et al., 2018) MedHelp 77.6 71.7 71.4 74.5 75.9

23 Factuality Classification(Breast Cancer)
(Carrillo-de Albornoz et al., 2018) MedHelp 43.8 45.5 50.0 46.9 49.2

24 OLID-1 (Zampieri et al., 2019) Twitter 83.1 84.9 84.9 85.5 85.3
25 OLID-2 (Zampieri et al., 2019) Twitter 56.7 90.8 89.2 90.0 89.6
26 OLID-3 (Zampieri et al., 2019) Twitter 36.6 70.0 69.0 70.9 66.7
27 TRAC-1-1 (Kumar et al., 2018) Facebook 58.1 60.3 56.8 59.6 56.9
28 TRAC-1-2 (Kumar et al., 2018) Twitter 56.6 65.4 59.8 59.3 58.6
29 TRAC2-1 (Bhattacharya et al., 2020) Youtube 73.6 74.7 75.6 73.3 75.1
30 TRAC2-2 (Bhattacharya et al., 2020) Youtube 86.6 85.8 85.6 86.3 85.3
31 SemEval-2018 Task 1-4 (Mohammad et al., 2018) Twitter 67.8 69.1 68.6 66.5 74.8
32 SemEval-2018 Task 1-2-1 (Mohammad et al., 2018) Twitter 70.1 76.3 73.3 75.4 76.1
33 SemEval-2018 Task 1-2-2 (Mohammad et al., 2018) Twitter 86.6 86.4 87.1 86.4 85.4
34 SemEval-2018 Task 1-2-3 (Mohammad et al., 2018) Twitter 72.8 79.0 77.8 77.5 73.0
35 SemEval-2018 Task 1-2-4 (Mohammad et al., 2018) Twitter 62.9 70.3 67.6 67.1 64.7
36 Valence CLS (Preoţiuc-Pietro et al., 2016) Facebook 63.3 71.1 71.1 64.7 65.3
37 Arousal CLS (Preoţiuc-Pietro et al., 2016) Facebook 65.6 71.5 69.6 65.8 69.9
38 Sarcasm-FigLang-Reddit (Ghosh et al., 2020a) Reddit 62.3 67.5 66.1 63.6 65.6
39 Sarcasm-FigLang-Twitter (Ghosh et al., 2020a) Twitter 76.2 77.6 80.9 79.8 75.4
40 Airline (sentiment analysis) (Crowdflower, 2016) Twitter 85.1 86.3 85.8 85.4 85.3

Table 1: The results of BERT, BERTweet (BT), RoBERTa (RB), SocBERT-base (Soc-b), and SocBERT-final (Soc-f)
on 40 classification tasks. The task details can be found in Appendix. The best result for each task is in bold.
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pretraining of a model includes data from the same
social media source as the downstream tasks.

Total Soc >BT Soc >RB RB >BT
All tasks 40 13 9 19

Social media platform
Twitter 22 5 5 9
Reddit 6 3 1 5
MedHelp 6 4 1 4
Facebook 3 0 1 0
Youtube 2 1 1 1
WebMD 1 0 0 0

Task domain
Health 23 8 3 16
Non-health 17 5 6 3

Table 2: The comparison of model performance of
SocBERT-base (Soc), BERTweet (BT), and RoBERTa
(RB) over the tasks from different social media plat-
forms or focusing on different topics. The symbol
A > B denotes that the model A outperforms the model
B.

Another interesting observation is that on
the health-related tasks, RoBERTa largely out-
performed SocBERT-base and BERTweet, and
SocBERT-Tweet slightly outperformed BERTweet.
The possible explanation is that the linguistic char-
acteristics of the pretraining data of RoBERTa
and SocBERT-base can be more diverse than
BERTweet because BERTWeet used a single-
source corpus for pretraining.

6 Discussion

Our work initially aimed to develop a PLM which
can efficiently work for the data from different so-
cial media platforms. However, the results showed
that our model could not perform the best on all of
the tasks compared to BERTweet and RoBERTa.
The possible reason was that the training time of
our model was not sufficient because of the lim-
ited computing resources. It revealed the dilemma
for small labs in academia to develop large lan-
guage models which has been studied since large
language models became popular in the NLP field
(Xu, 2022). However, our work can provide some
insights for the NLP studies about developing and
applying PLMs. First, training the model on a
relatively small dataset for longer time might be
more efficient than training the model on a large
set of data for shorter time. Second, pretraining the
model on in-domain data may more efficiently im-
prove the performance on downstream tasks than
pretraining on out-of-domain data. Also, the lan-
guage models pretrained on sufficiently large open-

domain data can be effective on domain-specific
tasks. We released our model SocBERT-base 6 and
SocBERT-final 7 via Huggingface to help the NLP
community conduct further studies in this field.

7 Conclusion

In this work, we pre-trained a transformer-based
model from scratch on social media data and bench-
marked the model on 40 text classification tasks
with social media data. Although our model did not
perform the best on all of the tasks, it outperformed
the baseline model—BERT on most of the bench-
marking tasks. It showed that our model can be
efficient for the text classification tasks with social
media data. It may be possible to further improve
the model performance if we continue training the
model more efficiently. Further work is required to
improve the efficiency and reduce the cost of large
language model training.
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ID Task Source Evaluation
metric TRN TST L IAA

1 ADR Detection (Sarker and Gonzalez, 2015b) Twitter P_F1 4318 1152 2 0.71
2 Breast Cancer (Sarker et al., 2020) Twitter P_F1 3513 1204 2 0.85
3 NPMU characterization (Ali Al-Garadi et al., 2020) Twitter P_F1* 11829 3271 4 0.86

4 WNUT-20-task2 (COVID-19 tweet detection)
(Nguyen et al., 2020c) Twitter P_F1 6238 1000 2 0.8

5 SMM4H-17-task1 (ADR detection) (Sarker et al., 2018b) Twitter P_F1 5340 6265 2 0.69

6 SMM4H-17-task2 (medication consumption)
(Sarker et al., 2018b) Twitter M_F1 7291 5929 3 0.88

7 SMM4H-21-task1 (ADR detection) (Magge et al., 2021) Twitter P_F1 15578 913 2 -

8 SMM4H-21-task3a (regimen change on Twitter)
(Magge et al., 2021) Twitter P_F1 5295 1572 2 -

9 SMM4H-21-task3b (regimen change on WebMD)
(Magge et al., 2021) WebMD P_F1 9344 1297 2 -

10 SMM4H-21-task4 (adverse pregnancy outcomes)
(Magge et al., 2021) Twitter P_F1 4926 973 2 0.9

11 SMM4H-21-task5 (COVID-19 potential case)
(Magge et al., 2021) Twitter P_F1 5790 716 2 0.77

12 SMM4H-21-task6 (COVID-19 symptom)
(Magge et al., 2021) Twitter M_F1 8188 500 3 -

13 SMM4H-22-task9 (self-reporting exact age)
(Weissenbacher et al., 2022) Reddit M_F1 7165 1000 2 -

14 Suicidal Ideation Detection
(Gaur et al., 2021) Reddit M_F1 1695 553 6 0.88

15 Drug Addiction and Recovery Intervention
(Ghosh et al., 2020b) Reddit M_F1 2032 601 5 -

16 eRisk-21-task1 (Signs of Pathological Gambling)
(Parapar et al., 2021) Reddit P_F1 1511 481 2 -

17 eRisk-21-task2 (Signs of Self-Harm)
(Parapar et al., 2021) Reddit P_F1 926 284 2 -

18 Sentiment Analysis (Food Allergy)
(Carrillo-de Albornoz et al., 2018) MedHelp M_F1 618 191 3 0.75

19 Sentiment Analysis (Crohn’S Disease)
(Carrillo-de Albornoz et al., 2018) MedHelp M_F1 1056 317 3 0.72

20 Sentiment Analysis (Breast Cancer )
(Carrillo-de Albornoz et al., 2018) MedHelp M_F1 551 161 3 0.75

21 Factuality Classification (Food Allergy)
(Carrillo-de Albornoz et al., 2018) MedHelp M_F1 580 159 3 0.73

22 Factuality Classification (Crohn’S Disease)
(Carrillo-de Albornoz et al., 2018) MedHelp M_F1 1018 323 3 0.75

23 Factuality Classification(Breast Cancer)
(Carrillo-de Albornoz et al., 2018) MedHelp M_F1 524 161 3 0.75

24 OLID-1 (Zampieri et al., 2019) Twitter M_F1 11916 860 2 -
25 OLID-2 (Zampieri et al., 2019) Twitter M_F1 11916 240 2 -
26 OLID-3 (Zampieri et al., 2019) Twitter M_F1 11916 213 3 -
27 TRAC-1-1 (Kumar et al., 2018) Facebook M_F1 11999 916 3 -
28 TRAC-1-2 (Kumar et al., 2018) Twitter M_F1 11999 1257 3 -
29 TRAC2-1 (Bhattacharya et al., 2020) Youtube M_F1 4263 1200 3 -
30 TRAC2-2 (Bhattacharya et al., 2020) Youtube M_F1 4263 1200 2 -
31 SemEval-2018 Task 1-4 (Mohammad et al., 2018) Twitter PRS 1182 938 8
32 SemEval-2018 Task 1-2-1 (Mohammad et al., 2018) Twitter PRS 1701 1002 4 0.9
33 SemEval-2018 Task 1-2-2 (Mohammad et al., 2018) Twitter PRS 1616 1105 4 0.91
34 SemEval-2018 Task 1-2-3 (Mohammad et al., 2018) Twitter PRS 1533 975 4 0.83
35 SemEval-2018 Task 1-2-4 (Mohammad et al., 2018) Twitter PRS 2252 986 4 0.85
36 Valence CLS (Preoţiuc-Pietro et al., 2016) Facebook PRS 2066 604 9 0.77
37 Arousal CLS (Preoţiuc-Pietro et al., 2016) Facebook PRS 2088 590 9 0.83
38 Sarcasm-FigLang-Reddit (Ghosh et al., 2020a) Reddit M_F1 3960 1800 2 -
39 Sarcasm-FigLang-Twitter (Ghosh et al., 2020a) Twitter M_F1 4500 1800 2 -
40 Airline (sentiment analysis) (Crowdflower, 2016) Twitter M_F1 10493 2957 3 -

Table 3: Details of the classification tasks and the data statistics. P_F1 denotes the F1-score for the positive class,
M_F1 denotes the micro-averaged F1-score among all the classes, and PRS denotes Pearson correlation coefficient.
*For NPMU, P_F1 denotes the F1-score of the non-medical use class. TRN, TST, and L denote the training set size,
the test set size, and the number of classes, respectively. IAA is the inter-annotator agreement, where Task 4 used
Fleiss’ K, Task 14 used Krippendorff’s alpha, Task 18-23 provided IAA but did not mention the coefficient they
used, and other tasks used Cohen’s Kappa.
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