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Abstract

This study focuses on the identification
of English Idiomatic Expressions (IE) us-
ing an information theoretic model. In
the focus are verb-noun constructions only.
We notice significant differences in seman-
tic surprisal and information density be-
tween IE-data and literals-data. Surpris-
ingly, surprisal and information density in
the IE-data and in a large reference data
set do not differ significantly, while, in con-
trast, we observe significant differences be-
tween literals and a large reference data
set.

1 Introduction
The aim of this study is the identification of
English Idiomatic Expressions (IE) with an
information theoretic model (Shannon, 1948).
We focus solely on verb-noun constructions
(VNC) such as kick the bucket, make scene,
blow whistle or take heart. As in a study from
Peng et al. (2018), we look at VNC which can
be used either idiomatically or literally. In
this study, we restrict ourselves to IE in En-
glish because we had manually annotated data
available in which sentences are labelled as ”id-
iomatic” or as ”literal”. We assume that the
amount of information in general and the Flow
of Information (FoI) in IE and literals differ
from each other. We operationalise FoI as in-
formation density (see below subsection Infor-
mation Density). Information density is calcu-
lated from the change of information over time
in linguistic units such as sentences and utter-
ances. The principle of Uniform Information
Density in language production postulates the
smallest possible information changes in a lin-
guistic unit (preferably no steep information
peaks and no deep information troughs) in or-
der not to threaten the processing of the mes-
sage by the receiver (Levy and Jaeger, 2007).

In this study, we utilise contextualised infor-
mation that is surprisal (Tribus, 1961; Hale,
2001; Hale et al., 2015; Levy, 2008)1. Surprisal
represents the amount of certainty / uncer-
tainty, i.e., it measures the deviation between
what the language processor expects to occur
and what actually occurs in a linguistic unit.
We expect that idioms will cause a different
amount of surprisal (over time) than literals
do because we assume that literal meaning is
the expected case, while IE is a deviation from
that and will provide surprisal. That is, the
information jumps in the sentence should be
more pronounced with IE than with literals.
In particular, we use semantic surprisal as the
feature of words since it is derived from the
topics in the environment of the target word,
and to this end, we employ the Topic Context
Model (TCM) (Kölbl et al., 2020, 2021; Philipp
et al., 2022). TCM indicates how surprising
a word is given its distribution in topics and
given the distribution of topics in its environ-
ment, which can for instance be a document
or the entire corpus. We motivate the use of
the TCM to distinguish IE and literals by the
assumption that the distributions of topics in
either case differ which will cause significant
differences in surprisal.

IE are far less subject to the principle of com-
positionality than literal expressions (Espinal
and Mateu, 2019; Nunberg et al., 1994). IE
are stable linguistic constructions, mostly with
specific syntax as in loose face or blow whis-
tle, a feature referred to as (In)flexibility (Es-
pinal and Mateu, 2019; Nunberg et al., 1994).
This feature also means the impermeability of
IE, i.e., grammatical transformations, extrac-
tions and insertions lead to ungrammaticality.
To understand an IE touches on conventional-

1For empirical evidence of surprisal, see i. a. (De-
Long et al., 2005; Bentum, 2021)
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ity in language, since its meaning has evolved
through specific language usage and conven-
tion. Espinal and Mateu (2019) emphasise
that [t]he meaning of IE involves metaphors,
hyperboles, and other kinds of cognitive figure.

2 Selected work on automatic
detection of idiomatic expressions

To the best of our knowledge there is no work
on IE within the framework of information the-
ory. However, the following two studies de-
scribed take the approach that is also taken
in the present study, that the occurrence of
IE is a semantic deviation from the expected.
Peng et al. (2018) report an unsupervised clas-
sification of IE that is based on topic detec-
tion. The authors show that words that are
highly relevant in the main topic of the dis-
course are not very likely to occur in IE, that
is, IE are semantically distinct from the main
topic of the discourse. In their point of depar-
ture, Peng et al. (2018) follow an earlier study
by (Feldman and Peng, 2013) in which the au-
thors state that IE are semantic outliers in a
given context. This approach is also pursued
in Zeng and Bhat (2021) where a BiLSTM-
neural network is employed for the prediction
of a token as idiom or literal. Basis are static
and contextualised embeddings. To the for-
mer, additional information such as PoS-tags
is added, and the enriched static embeddings
are further combined with the contextualised
embeddings. If a contextualized representa-
tion is semantically compatible with its con-
text, is classified as literal, else it is an idiom.
In both studies, IE classification is successful
which is indicated by high precision, recall and
accuracy values.

3 Dataset, concepts and technique
of analysis

The dataset in the recent study comprises
1,997 sentences that are labelled as idioms and
535 sentences labelled as literals.2 The sen-
tences have been extracted from British Na-
tional Corpus (BNC) and, in addition, from
COCA, COHA and GloWbE3 and served as

2The data were made available for us by Jing Peng
and Anna Feldman.

3http://corpus.byu.edu, https://github.com/
bondfeld/BNC_idioms

data basis in Peng et al. (2018). For the de-
termination of a VNC as IE or as a literal ex-
pression, Peng et al. (2018) used the list in
Cook et al. (2008); Fazly et al. (2009). Peng
et al. (2018) treated idiomacity as a binary and
explicitly not as a gradual property (Pradhan
et al., 2018), and this dichotomy is maintained
in the present study.

3.1 Topic Context Model
TCM (Kölbl et al., 2020, 2021; Philipp et al.,
2022) is an extended topic model, since it out-
puts surprisal based on genuine topic models.
In this study, we employ Latent Dirichlet Al-
location (Blei et al., 2003) (LDA).

TCM is built within the framework of Sur-
prisal Theory (Hale, 2001; Jaeger and Levy,
2007). It calculates semantic surprisal of a
word w given the distribution of topics its non-
local environment, for instance a corpus, or in
its local environments, for instance documents
and paragraphs. Surprisal is defined as the
negative log-conditional probability of w, as
given in Formula 1.

surprisal = log2 P (w|CONTEXT) (1)

We define the context as a topic calculated
by LDA and calculate the average surprisal for
each word, see Formula 2, where n is the num-
ber of topics of the LDA. We fixed this at 100
topics. The calculation is given in Formula 2.

surprisal(wd) = − 1

n

n∑
i=1

log2 P (wd|ti) (2)

The term P (wd|ti) is the probability of a
word wd given a topic ti in a document d,
which is calculated according to Formula 3.
cd(w) is the frequency of a word w given a
document d, |d| is the total number of words
in the document d, WT is the normalized word
topic distribution of the LDA4, and P (ti|d) is
probability of a topic t in a document d given
by the LDA.

4model.components_ /
model.components_.sum(axis=1)[:, np.newaxis]
as suggested by https://scikit-learn.org/
stable/modules/generated/sklearn.decomposition.
LatentDirichletAllocation.html

http://corpus.byu.edu
https://github.com/bondfeld/BNC_idioms
https://github.com/bondfeld/BNC_idioms
https://scikit-learn.org/stable/modules/generated/sklearn.decomposition.LatentDirichletAllocation.html
https://scikit-learn.org/stable/modules/generated/sklearn.decomposition.LatentDirichletAllocation.html
https://scikit-learn.org/stable/modules/generated/sklearn.decomposition.LatentDirichletAllocation.html
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P (wd|ti) =
cd(wd)

|d|
WTwd,tiP (ti|d) (3)

We trained the LDA on a compilation of an
English news corpus (from 2020) and an En-
glish Wikipedia (from 2016) corpus, with with
1M sentences each. Both corpora are taken
from the Wortschatz Leipzig (Goldhahn et al.,
2012)5. This compilation of two corpora forms
the reference data set.

3.2 Information Density
We compare the flow of information in IE
and literals utilising the concept of informa-
tion density.

Formula 4 defines local Uniform Informa-
tion Density (Collins, 2014) (UID, also termed
wordwise Information density (Scheffler et al.,
2023)) as the average of the squared change in
surprisal from word-to-word in sentences. In
Formula 4, it is not distinguished between in-
creases and decreases in surprisal.

UIDLOCAL = − 1

n

n∑
i=1

(idi − idi−1)
2 (4)

UIDLOCAL is per definition negative (Jain
et al., 2018), and therefore a UIDLOCAL value
close to zero indicates a high uniformity of the
information density distribution. A high UID
value is close to zero and thus expresses, on
average, small changes in surprisal in the flow
of information in sentences.

4 Results
First, we run Welch tests (Welch, 1938) to
check whether there are significant mean differ-
ences between the data for surprisal. A Welch
test does not assume homogeneity of variances
in the dataset that are compared. The sizes
of the data sets vary considerably: the News-
Wikipedia data set comprises 41, 284, 165 sur-
prisal values, the IE set hat 48, 500, and the
data set with literals has 11, 655 surprisal
values. We observe significant differences of
means between IE (M = 30.26, SD = 8.12)
and literals (M = 30.10, SD = 8.19), i.e.,
t = 2.19, p = .029 and between the News

5https://wortschatz.uni-leipzig.de/de

and Wikipedia-training and reference data set
(M = 30.25, SD = 7.94) and literals, i.e., t =
2.23 p = 0.025. Not significant is the difference
of means between the News and Wikipedia
data set and IE (t = −0.40, p = 0.69). Despite
of a number significant mean differences as de-
scribed above, the effect sizes that we deter-
mined by Cohen’sd (Cohen and Cohen, 1988)
are consistently small in these cases. That is to
say, idiomacity has not a strong effect on the
information density: Cohen’s d for the pair IE
and literals yields .022, and for the pair News-
Wikipedia and IE it yields .021.

Figure 1 depicts the distribution of the
UIDLOCAL-values in complete sentences. Val-
ues close to zero represent small surprisal
jumps in sentences. The x-axis gives the
UIDLOCAL-values, the y-axis gives the nor-
malised relative frequency of each value, and
the area under each curve should be 1.

Figure 1: The density of the average surprisal
change per word (UID) and sentence in the
datasets. The x-axis depicts the average surprisal
change, the y-axis depicts normalised frequencies
of UID-values.

Figure 2: The density of the average surprisal
change per word (UID) and VNC in the datasets.
The x-axis depicts the average surprisal change,
the y-axis depicts normalised frequencies of UID-
values.

https://wortschatz.uni-leipzig.de/de
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The plots show that the distribution of the
IE data takes the middle position between the
distributions of the news wiki data and the lit-
erals. The News-Wikipedia training set forms
the steepest peak and the most even distribu-
tion. In contrast, a strongly flattened peak
and a distribution that buys out more to the
left and right can be observed in the literals,
while the IE data set occupies the middle po-
sition. As a next step, we focus solely on the
VNC in IE and Literals data, in particular on
the VNC-list of 12 constructions in Peng et al.
(2018). The resulting data sets comprise 793
(IE, M = 30.40, SD = 7.61) and 637 (liter-
als M = 31.22, SD = 8.07) surprisal values.
A Welch test discloses a significant difference
t = −1.955, p−value = 0.05. Cohen’s d is now
higher than in the comparisons above, that is
.104. The corresponding UIDLOCAL density
plots are given in Figure 2. The density peak
of IE is closer to 0 than the one of the literals
whose density is evenly distributed, indicating
that information jumps tend to be smaller in
IE.

5 Conclusion and discussion
Our study provides first evidence for dif-
ferences in surprisal between IE and liter-
als. This is reflected in the differences av-
erage level of the surprisal values and also
in the flow of information (flow of surprisal),
the determination of which we operationalised
through the measurement of information den-
sity (UIDLOCAL). We conclude therefore that
semantic surprisal from our TCM is a discrim-
inating feature that distinguishes IE from lit-
erals. Our study is comparable with the pre-
cursor study (Philipp et al.): Here, surprisal
was derived from POS tags and thematic roles
which did not result in any differences between
IE and literal expressions.6

Our study has the same point of departure
as (Peng et al., 2018): we as well assumed
that IE are deviations from the semantically
expected, and so it seemed to be plausible to
predict that sentences with IE deviate stronger
than literals from the reference set w.r.t. the
total amount of surprisal and the sentential

6The comparison with the results in (Feldman and
Peng, 2013) and (Peng et al., 2018) who took a com-
pletely different approach is hard because the evalua-
tion measures there differ from ours.

information density.
However, this is not what we observe:

surprisingly IE and the reference dataset
exhibit smaller differences in surprisal and
UIDLOCAL, respectively, than literals and the
reference dataset do. Even with significant
mean differences, there is only a low effect
strength of surprisal. We attribute this out-
comes to the fact that surprisal and informa-
tion density over the entire sentence lengths
are compared, i.e., we used a global measure,
so to speak. It is all the more remarkable,
however, that between IE and literals differ-
ences nevertheless emerge. In contrast, the lo-
cal measure, which we applied solely to VNC
within sentences, increases the effect size of
surprisal considerably which underlines the
classificatory power of the surprisal feature.

The observation that IE and the reference
dataset hardly differ in terms of surprisal
and information density indicates that the
reference-set has a certain idiomatic character.
Our assumption that IE are semantic outliers
given a reference dataset has thus to be re-
vised, rather we conclude that the reference
dataset seems to have a considerable amount
of IE. One important question for future re-
search is whether this conclusion could be gen-
eralised: Does language in general tend to be
more idiomatic or literal?

Limitations

The News and Wikipedia corpora are only
composed of single sentences. However, the
TCM is designed to calculate semantic sur-
prisal of words from large extra-sentential con-
texts, which the corpora do not offer. Future
work should thus be based on longer, coher-
ent texts and documents when calculating the
surprisal in order to make full use of the pos-
sibilities of the TCM. The results could thus
become more valid, to which larger corpora
as data base will also contribute, especially in
the case of literals. In addition, it would be
desirable if the study could be extended to
other languages and thus take on a compar-
ative character. However, this requires anno-
tated corpora in order to train classification
models, which is a desideratum for the future.
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