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Abstract

Text classification is an area of NLP in
which major improvements have been ob-
served in recent years, primarily via pre-
training and fine-tuning of large language
models (LLMs). However, low-resource
languages still face major challenges. We
explore how to address this problem us-
ing different text classification tasks across
two low-resource languages. Our focus
is on adopting multilingual LLMs using
data expansion techniques (with and with-
out machine translation). Results indi-
cate that pre-trained, fine-tuned models of
the resource-poor language appear more
promising than multilingual models, we
also find that translating into a resource-
poor language is not beneficial in our ex-
perimental settings.

1 Introduction

Few languages can be considered resource-rich,
the vast majority are not despite a possibly very
large pool of speakers. For example, 83 million
people speak Marathi (only outnumbered in India
by Hindi and Bengali). Malayalam is another In-
dian language with a sizeable population of speak-
ers (37 million). However, in the context of NLP
both languages are considered resource-poor, and
more research has been done on more prominent
Indian languages like Hindi (Joshi et al., 2016) or
Bengali (Patra et al., 2018). In general, resource-
poor languages lack annotated training data be-
cause there are often no trained linguistic anno-
tators for these languages, and the markets may
be too small or premature to invest in such train-
ing (Ruder et al., 2019). But many people speak
such languages and the amount of textual content
on online platforms such as Twitter keeps grow-

ing. We adopt both languages as exemplars for
other low-resource languages. We look at three
different classification tasks (sentiment analysis,
hate speech detection and claim detection) com-
paring language-specific fine-tuning with multi-
lingual LLMs. We also look at data expansion
by adding training data available from a high-
resource language (either with or without first
translating into our language of interest). This
approach has some similarity with (but is dif-
ferent from) data augmentation that focuses on
adding synthetic data such as via generating new
data samples using autoregressive models (Wul-
lach et al., 2021; Whitfield, 2021). We see our
contribution as exploratory work into the prob-
lem which offers some interesting insights that can
serve as a starting point for more work. To support
reproducibility we also make all code available.1

2 Related Work

LLMs like BERT (Devlin et al., 2019) have es-
tablished a new state of the art for text classifica-
tion tasks, e.g. (Chouikhi et al., 2021; Chan et al.,
2020) outperforming traditional ML approaches
using Naive Bayes or Support Vector Machines
(SVM) (Schmidt et al., 2022; Geetha and Karthika
Renuka, 2021). Among a wide range of text classi-
fication tasks, sentiment analysis, hate speech de-
tection and claim detection can be seen as typi-
cal classification problems (Medhat et al., 2014;
Schmidt and Wiegand, 2017; Levy et al., 2014;
Konstantinovskiy et al., 2021). However, research
is lacking for resource-poor languages. Neverthe-
less, numerous test collections have been created
for low-resource language, e.g. for sentiment anal-
ysis (Kulkarni et al., 2021), hate speech detection
(Pitenis et al., 2020; Çöltekin, 2020; Mandl et al.,

1https://github.com/MaxiWeissenbacher/
exploratory_bert_v2/tree/main

https://github.com/MaxiWeissenbacher/exploratory_bert_v2/tree/main
https://github.com/MaxiWeissenbacher/exploratory_bert_v2/tree/main
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2021), and claim detection (Kazemi et al., 2021).
Snæbjarnarson et al. 2023 demonstrated that the
transfer learning performance of low-resource lan-
guages (Faroese in their case) could substantially
improve by exploiting data and models of closely-
related high-resource languages (other Scandina-
vian languages). That is a direction we consider
promising and we explore how incorporating ad-
ditional datasets will affect a transformer model.
This is an important research topic to establish
generalizability and transferability (Mandl et al.,
2021; Fortuna et al., 2021).

3 Methodology

We explore five different approaches. The first
approach focuses on whether fine-tuned models
of a resource-poor language can perform better
than multilingual models like mBERT and XLM-
RoBERTa. The second, third, and fourth approach
investigate whether it is beneficial if additional
data gets translated into the resource-poor lan-
guage and added for training. The fifth approach
takes the inverse view: the dataset of the resource-
poor language gets translated into a resource-
rich language (English). After the translation pro-
cess, fine-tuned English models are used to see if
performance increases can be observed.

3.1 Datasets
As the availability of (even high-resource) lan-
guage resources varies from one task to another
we tap into different languages, such as German,
Hindi, and English, in addition to the baseline
datasets in this work.

Sentiment Analysis. We consider the L3-
Cube-MahaSent dataset as our baseline dataset for
the sentiment analysis domain, as it is one of the
best-known resources in Marathi language. It con-
tains tweets classified as positive, negative, and
neutral. It has 12,114 train, 2,250 test, and 1,500
validation examples (Kulkarni et al., 2021). For
approaches with data expansion, four additional
datasets with the same labels but different annota-
tion guidelines were used (see Appendix A.1) and
added:

• GFES Dataset (DE), (Schmidt et al., 2022)

• SB10k Dataset (DE), (Cieliebak et al., 2017)

• Kaggle Covid Dataset (EN), (Miglani, 2020)

• Sentiment Analysis Dataset (HI)

Hate Speech Detection. For this task, the
datasets of HASOC2021 Sub-task 1A were used,
consisting of datasets in three different languages.
The task is a binary classification in which partici-
pating systems are required to classify tweets into
two classes, namely: Hate or Offensive (HOF) vs.
Non-Hate and Non-Offensive (NOT). The Marathi
dataset contains 1,874 tweets, the English dataset
3,843 tweets, and the Hindi dataset 4,594 tweets.
The annotation quality of this dataset is considered
to be reliable (Modha et al., 2021).

Claim Detection. The dataset from Kazemi
et al. 2021 was used here. It contains content in
high-resource (English, Hindi) and lower-resource
(Bengali, Malayalam, Tamil) languages. We used
Malayalam as our low-resource baseline language,
added texts from the remaining languages and
only used texts which were labeled as ”Claim” and
”No Claim”. Therefore a binary classification task
was conducted. With this, 4,017 texts remain in
the dataset, with 730 texts in Malayalam. Three
different annotators worked on this dataset, and
the annotation quality is also considered reliable
(Kazemi et al., 2021).

3.2 Experimental Setup and Implementation

We use Huggingface for all models and their li-
brary ”Simpletransformers” (Wolf et al., 2020).
We used an “NVIDIA Tesla K80” GPU server
to train the different text classification models.
All notebooks run on the freely available ver-
sion of Google Colaboratory (all codebooks in our
GitHub repository).

For translating the datasets to Marathi or trans-
lating the Marathi datasets to English, the Python
library ”Googletrans”2 was used.

The project also investigates how preprocessing
the data influences the performance of transformer
models. For this, preprocessing steps like re-
moving links, square brackets, punctuation, words
containing numbers, and lowercasing the text were
used (we also tried over- and undersampling with
inconclusive results, so they were not considered
further).

We computed Accuracy and weighted F1 if the
distribution of the labels is not balanced.

Each model is fine-tuned for three epochs, a
train and evaluation batch size of 32, the learn-
ing rate of 2e-5, the default epsilon of 1e-8 to find
a better minimum for the loss function and Adam

2https://pypi.org/project/googletrans/

https://pypi.org/project/googletrans/
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Figure 1: Sentiment Analysis Results (F1 scores)

Figure 2: Hate Speech Detection Results (F1 scores)

Figure 3: Claim Detection Results (F1 scores)

optimizer for stochastic gradient descent (Tato and
Nkambou, 2018).

The models are trained and evaluated in a 5x5
cross-evaluation setting, and the average score
over five runs gets reported. For evaluation, we
compare against baseline approaches using two-
tailed t-tests (with p < 0.05).

3.3 Model Selection

In this work we focus on both multilingual and
monolingual BERT models, as they count as
strong baselines for text classification tasks. The
following multilingual models are used (details in
Appendix A.2): mBERT-Cased, XLM-RoBERTa.
And following monolingual models are used:
IndicBERT, MahaBERT, MahaAlBERT, Ma-
haRoBERTa, BERTweet, TimeLMs (Cardiff
RoBERTa).

4 Results

4.1 Fine-tuning on resource-poor language

The first approach compares fine-tuned models of
a resource-poor language with multilingual mod-
els like mBERT and XLM-RoBERTa. It focuses
on sentiment analysis and hate speech detection
datasets in Marathi. The models are trained on
baseline Marathi datasets when no additional data
is available. The results (Figures 1 and 2) show
that all fine-tuned Marathi models perform bet-
ter than mBERT and XLM-RoBERTa in senti-
ment analysis. The best model, MahaRoBERTa,
achieves a statistically significant improvement
over the best multilingual model. Other Marathi
models also exhibit an upward trend in perfor-
mance, although not statistically significant. Ma-
haRoBERTa with the hyperparameters we have
used outperforms the baseline results and results
from related studies (Kulkarni et al., 2021; Ve-
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lankar et al., 2022). For hate speech detection
the pattern is slightly different. Here IndicBERT
and MahaAlBERT had lower F1 scores. How-
ever, the best performing models are still Marathi
fine-tuned MahaBERT and MahaRoBERTa, sig-
nificantly better than the best multilingual model,
mBERT. The MahaBERT model would have
ranked 6th place for task 1A at the HASOC Sub-
track at FIRE 2021 (Mandl et al., 2021).

4.2 Adding translated data
The second approach examines the impact of
translating texts into a resource-poor language and
adding them for training across three text clas-
sification domains. Results show that translat-
ing datasets to Marathi slightly decreases F1 for
multilingual models in sentiment analysis (see
Figure 1 - ’+Translation to MR’). However, a
slight increase is observed for IndicBERT com-
bined with the translated GFES dataset. In hate
speech detection (Figure 2), adding translated En-
glish and Hindi datasets benefits both multilingual
and Marathi models, except for MahaBERT. The
translated Hindi dataset contributes more to F1
improvement. In claim detection (Figure 3) for
Malayalam, adding translated English data signif-
icantly improves results compared to the baseline
model. The approach occasionally helps improve
weighted F1-score for datasets in Hindi, Tamil,
and Bengali, but not consistently.

4.3 Adding non-translated data
This third approach compares whether it is worth
translating the data to a resource-poor language
or if the multilingual models perform better if the
data is added in its original form. Figure 1 shows
the results (”+Non-TRANSLATED DATA”). The
Sentiment Analysis approach shows that adding
the non-translated data performs slightly better
than adding translated data for training. The same
pattern can be observed for hate speech detec-
tion and the claim detection. However, there is
no statistical significance between the translation-
and non-translation approaches. This approach
has only been done for the multilingual models
mBERT and XLM-R, because less accurate results
are expected if English or German data is added to
fine-tuned-, monolingual Marathi models.

4.4 Adding all datasets combined
For this fourth approach, it was tested to apply
all available datasets combined, translated and not

Figure 4: Sentiment Analysis (F1 scores)

Figure 5: Hate speech Detection (F1 scores)

Figure 6: Claim Detection results (F1 scores)

translated, for training and if this contributes pos-
itively to the model performance. For all three
classification domains, the same pattern can be
observed. Appending all the non-translated data
achieves better results than appending all trans-
lated datasets. Compared to the baseline approach
of the multilingual models we see significant im-
provements for hate speech and claim detection
classification but not for sentiment analysis.

4.5 Translating to English

The fifth and final approach involved translat-
ing resource-poor language datasets into English.
This allowed the use of fine-tuned English clas-
sification models like BERTweet and TimeLMs
(Cardiff Roberta). Results (Figure 4, 5 and 6)
show that TimeLMs performed best across all
tasks, with statistical significance in sentiment
analysis and hate speech detection. Notably,
the approach without preprocessing the data per-
formed better than preprocessing before training.
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5 Discussion

The first approach (fine-tuning baseline) showed
that if fine-tuned models of the resource-poor lan-
guage are available, it makes sense to use them,
as they showed improved results on multilingual
models. This is in line with Velankar et al. 2022
who compared mono vs multilingual models for
text classification.

For the second approach (where we expanded
the dataset by adding translated data), we saw no
improvements for the L3-Cube-MahaSent dataset.
The dataset is already quite big with more than
12,000 train texts and a balanced distribution of
the labels. Adding more data makes the model
noisy, as the label distribution is less balanced than
the baseline model. For hate speech detection it
was beneficial to add translated data. This could
be because the HASOC2021 dataset is quite small
with 1,874 tweets and more data helps the model
make better decisions. Therefore, if researchers
only have small datasets available, it might be use-
ful to search for additional datasets, which can be
from a different language, and translate them into
the target language. This is not guaranteed though,
as the claim detection task is in a similar situation
with a small amount of data, and adding transla-
tions of different datasets did not help.

In general, the third and fourth approaches
(expanding by adding non-translated data and
expanding by combining all data, respectively)
showed the pattern that, for multilingual models,
it is better just to append the non-translated data.
Reasons for this can be that there is some noise
when translating the texts, which sometimes leads
to worse model decisions (in line with Ponti et al.
2021). They argued the main limitation of the
translation process is that sentences that are pos-
sibly not faithful to the original in the target lan-
guage and/or not grammatical in the source lan-
guage are fed to the classifier, which degrades its
performance (Ponti et al., 2021). The resources for
the translation process can therefore be saved.

The fifth and final approach (translating into En-
glish to tap into resource-rich resources for fine-
tuning) was chosen because it is challenging to
preprocess tweets in Marathi or Malayalam due
to the different alphabet and there are not many
open-source tools available to do so. The idea
was to bring those texts to English and use the
well-established English preprocessing methods.
Clearer results with the preprocessing were ex-

pected, but the opposite was the case: The mod-
els performed better without preprocessing. This
could be because some important information for
the model gets removed here. For example, a
high volume of punctuation could hint at a bad
sentiment, but this information gets lost with pre-
processing. Still, the results show the benefit
of first translating data to English and then us-
ing fine-tuned English models like BERTweet or
TimeLMs. For future research this appears to be
a promising directions. Overall, the results show
that the best performance was achieved by us-
ing fine-tuned language-specific models like Ma-
haRoBERTa or MahaBERT.

6 Conclusion

We explored different approaches to enhance the
performance of multilingual classification models
for low-resource languages, specifically Marathi
and Malayalam. Our findings suggest that append-
ing additional datasets in their original form to
multilingual models is more effective than trans-
lating them to the resource-poor language. Adding
extra data is particularly beneficial for small base-
line datasets. When the baseline dataset was trans-
lated to English without preprocessing, fine-tuned
English models outperformed multilingual mod-
els. However, the best results were obtained by
using fine-tuned models of the resource-poor lan-
guage. In conclusion, researchers can consider us-
ing translation approaches to improve multilingual
language models, but if fine-tuned models for the
resource-poor language already exist, they tend to
yield the best results.

7 Ethical Considerations

Whenever social media data is being processed
ethical concerns naturally arise. This is particu-
larly true if the data contains some personal in-
formation. We use existing test collections in our
work to minimize such problems. In addition to
that we operate within the strict framework im-
posed on any research within our organisation.

Wider issues emerge from the actual classifica-
tion tasks. The balance between free speech and
censorship in hate speech detection is an issue of
ongoing debate that also has ethical questions at
its heart (Zimmerman et al., 2018). Claim detec-
tion also gives rise to such issues (less so sentiment
analysis).
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8 Limitations

This work also has a number of limitations. First
of all, the L3-Cube-MahaSent dataset from Kulka-
rni et al. 2021 is limited to tweets from political
personalities and activists, which may not be rep-
resentative of the entire Marathi-speaking popula-
tion. The datasets for the hate speech and claim
detection task are relatively small, making it more
challenging to ensure that the training data is di-
verse and representative. It is important to be
aware of these limitations and to make efforts to
mitigate biases in the model’s training and eval-
uation. Also, low-resource languages often have
limited digital footprints, making it difficult to col-
lect sufficient data for training text classification
models. Another difficulty that comes with the
datasets, especially with the open-source Kaggle
datasets, is that it is unclear how the labeling pro-
cess looked like and what the annotator agree-
ment was. This is indeed important information,
as the data quality can have a huge impact on the
model performance. One last limitation of this
work is that different languages for different NLP-
tasks have been chosen as low-resource languages
(Marathi and Malayalam), making it hard to gen-
eralize the findings. At first, we wanted to use a
Marathi dataset for claim detection as well. But
to the best of our knowledge, we did not find one
and therefore used the Malayalam dataset to see
similarities with another language.
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A Appendices

A.1 Sentiment Analysis Datasets

- German Federal Election Sentiment Dataset
(GFES):
Schmidt et al. provided a German dataset of 2000
annotated tweets of German politicians during the
federal election in 2021 (Schmidt et al., 2022).
The annotation of the data has been done by stu-
dents and employees of the University of Regens-
burg, and the annotation quality counts as reliable.
- SB10k Dataset:
Cieliebak et al. provided a big dataset of 10.000
annotated German tweets for Sentiment Analysis
(Cieliebak et al., 2017). Researchers have done
annotation, so the annotation quality counts as re-
liable.
- Kaggle Coronavirus Dataset:
This dataset from Kaggle3 with 41.000 labeled En-
glish tweets was used to see if big, open-source
datasets can be used to improve the accuracy of
language models. Tweets with the label ”Ex-
tremely Positive” or ”Extremely Negative” were
re-labeled as ”Positive” and ”Negative”. There are
no insights on how the data was annotated, so the
annotation quality counts as questionable.
- Hindi Sentiment Analysis Dataset:
Also, one dataset with an Indian language, Hindi,
was used for this project. The dataset consists of
9077 manually labeled tweets in Hindi. Unfortu-
nately, the Kaggle link is no longer available, but
as the experiments with this dataset have already
been done, the dataset is still included in this work.

A.2 Models used in this work

A.) Multilingual-BERT-Cased (mBERT-
Cased)4:
mBERT is a transformer-based model, pre-trained
on a large corpus of multilingual data (104
languages) in a self-supervised fashion. The
mBERT-Cased model is case-sensitive, so it
makes a difference, for example, for ”Hello
World” and ”hello world” (Devlin et al., 2019).

B.) XLM-RoBERTa (XLM-R)5:
XLM-R is a multilingual version of RoBERTa,
pre-trained on 100 languages. Conneau et al.
found that this model performs exceptionally well
on low-resource languages (Conneau et al., 2019).

3https://www.kaggle.com/datasets/datatattle/covid-19-
nlp-text-classification?select=Corona NLP train.csv

4https://huggingface.co/bert-base-multilingual-cased
5https://huggingface.co/xlm-roberta-base

C.) IndicBERT6:
A multilingual ALBERT model released by
Ai4Bharat trained on large-scale corpora. The
training languages include 12 major Indian lan-
guages. The model has been proven to work better
for tasks in Indic language (Kakwani et al., 2020).

D.) MahaBERT7:
A multilingual BERT (bert-base-multilingual-
cased) model fine-tuned on L3Cube-MahaCorpus
and other publicly available Marathi monolingual
datasets (Joshi, 2022).

E.) MahaAlBERT8:
A monolingual AlBERT model, trained on
L3Cube-MahaCorpus and other publicly available
Marathi monolingual datasets (Joshi, 2022).

F.) MahaRoBERTa9:
A multilingual RoBERTa (xlm-roberta-base)
model fine-tuned on L3Cube-MahaCorpus and
other publicly available Marathi monolingual
datasets (Joshi, 2022).

G.) BERTweet10:
A RoBERTa based model pre-trained on 850M
English tweets. (Nguyen et al., 2020).

H.) TimeLMs11:
A RoBERTa based model pre-trained on English
tweets and finetuned for sentiment analysis with
the TweetEval benchmark (Loureiro et al., 2022).

6https://huggingface.co/ai4bharat/indic-bert
7https://huggingface.co/l3cube-pune/marathi-bert
8https://huggingface.co/l3cube-pune/marathi-albert-v2
9https://huggingface.co/l3cube-pune/marathi-roberta

10https://huggingface.co/vinai/bertweet-base
11https://huggingface.co/cardiffnlp/twitter-roberta-base-

sentiment-latest


