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Abstract
Towards computational systems capable of
dealing with complex and general linguistic
phenomena, it is essential to understand figu-
rative language, which verbal humor is an in-
stance of. This paper reports state-of-the-art
results for Humor Recognition in Portuguese,
specifically, an F1-score of 99.6% with a BERT-
based classifier. However, following the sur-
prising high performance in such a challenging
task, we further analyzed what was actually
learned by the classifiers. Our main conclu-
sions were that classifiers based on content-
features achieve the best performance, but rely
mostly on stylistic aspects of the text, not nec-
essarily related to humor, such as punctuation
and question words. On the other hand, for
humor-related features, we identified some im-
portant aspects, such as the presence of named
entities, ambiguity and incongruity.

1 Introduction

As part of usual human language, dealing with com-
plex deep linguistic knowledge, such as figurative
language, is an important element of research on
Natural Language Processing (NLP). Verbal humor
is a large instance of figurative language, whose un-
derstanding and generation are crucial for language
fluency and the comprehension of deeper nuances
of language (Tagnin, 2005).

Additionally, computational systems capable of
processing humor might give other fields of re-
search (e.g. Linguistics, Psychology, Philosophy,
to name a few) insights about how this phenomenon
works and how it is conceived through language.

Regarding such computational models, we must
always call in question their trustworthiness be-
fore drawing any conclusion that they are suitable
to solve any specific problem, especially in tasks
deemed as extremely complex, such as Humor
Recognition, Fake News Detection, Irony Recog-
nition, and the like (Ribeiro et al., 2016; Monteiro
et al., 2018). Thus, it is essential to question if it

is possible to really understand what the machine
is learning and if it is actually capturing informa-
tion relevant to the phenomenon being studied. In
this way, we can find flaws with the methods or
resources used, which drives to further research on
the subject to develop better models.

Within this context, we present a study on Hu-
mor Recognition with a special focus on identifying
which features and pieces of information are mostly
used by supervised Machine Learning (ML) mod-
els for this task, including classical ML classifica-
tion algorithms and deep learning Large Language
Models (LLMs). We further highlight that the en-
tirety of this work was made for the Portuguese
Language, much more underdeveloped on this task
when compared to languages like English.

Towards our goal, we first replicated the current
state-of-the-art methods for Humor Recognition in
Portuguese (Gonçalo Oliveira et al., 2020). In ad-
dition, we fine-tuned a BERT model pretrained for
Portuguese (Souza et al., 2020) for the same task.
Results were further analyzed with SHAP (Lund-
berg and Lee, 2017), a tool for Machine Learning
explainability. SHAP provided scores for each fea-
ture, word, or sub-word used by the respective mod-
els, which, together with careful manual analysis,
helped in understanding what exactly the models
had learned from the provided data. All experi-
ments were carried out on the corpus created by
Gonçalo Oliveira et al. (2020), which is, to the best
of our knowledge, the only corpus in Portuguese
created for the task of Humor Recognition.

Our results show that the BERT model outper-
formed all other ML methods in terms of F1-score,
achieving a score of 99.6%. However, through
careful analysis, we discovered that this model,
alongside other methods based on content-features,
based their decisions primarily on stylistic aspects
of the texts, such as punctuation, and other phenom-
ena not necessarily related to humor, for instance
the presence of questions.
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We also noted aspects of the set of humor-related
features proposed by Gonçalo Oliveira et al. (2020)
that might not have been expected by their original
authors, such as the relation between concreteness
and humor, and the association of people named
entities with humorous texts. However, some of
their interpretations were reinforced by the ML
models, for example, the connection of ambiguity
and incongruity to humorousness.

The remainder of this paper is organized as fol-
lows: some relevant related work about Humor
Recognition and ML Explainability is presented in
section 2, followed by an overall description of our
methodology, in section 3. Later, the results are
presented and discussed in section 4, with the final
remarks and future work mentioned in section 5.
In the end of the paper, we note some limitations
of the current work, as well as ethical aspects that
should be considered in the future.

2 Related Work

This paper has relations with two main areas of
research: general Humor Recognition, usually in-
terpreted as a ML classification task, and ML Ex-
plainability, which aims at creating explanations
for computational models, in order to inspect what
information the model actually uses for inference.

2.1 Humor Recognition

Humor Recognition research dates back to the
2000s, when Mihalcea and Strapparava (2005) used
a hand-crafted feature set (including features like
alliteration, slang usage, and antonymy presence)
to train supervised ML algorithms for classify-
ing texts in two categories: humorous and non-
humorous. Since then, Humor Recognition has
been approached with this supervised ML point-
of-view, varying with different sets of attributes,
including:

• Stylistic, e.g., keywords and text similarity
with other jokes (Sjöbergh and Araki, 2007);

• Semantic information, e.g., presence of vo-
cabulary focused on professional communi-
ties, sentiment polarity, and words related to
negative human traits (Mihalcea and Pulman,
2007);

• Surface-level characteristics, e.g., punctuation
and word frequency (Barbieri and Saggion,
2014).

More recently, following the general trends on
many different NLP tasks, the current state-of-the-
art in this task is achieved by Deep Learning (Ren
et al., 2021; Kumar et al., 2022) and LLMs (Devlin
et al., 2019; Weller and Seppi, 2019).

For languages other than English, the HAHA se-
ries of shared-tasks (Castro et al., 2018; Chiruzzo
et al., 2021) has encouraged much advance for re-
search on recognizing verbal humor in Spanish.
In their latest event, Grover and Goel (2021), the
winners, used an ensemble of LLMs to outperform
other contestants. For Portuguese, however, there
is still few research on the matter; to the best of
our knowledge, current systems are still based on
classical ML algorithms with a specific set of hand-
crafted features (Gonçalo Oliveira et al., 2020), in
a similar fashion to those methods from the early
2000s. Hence, there is still much to advance for
this specific language.

On the other hand, also for Portuguese, we ac-
knowledge research on Irony Detection (Carvalho
et al., 2009; de Freitas et al., 2014; Wick-Pedro and
Vale, 2020; Corrêa et al., 2021), a task that is to
some extent related to humor, especially when deal-
ing with satirical content (Wick-Pedro and Santos,
2021; Carvalho et al., 2020).

2.2 Machine Learning Explainability

As most ML models, Humor Recognition systems
lack a qualitative understanding about how their
prediction is obtained, i.e., what exactly the ma-
chine has learned from the provided examples. This
brings up concerns regarding how trustful and un-
derstandable such models are, as well as questions
if they are indeed basing their decision on mean-
ingful parts of the data (Ribeiro et al., 2016).

Traditionally, ML explainability has been tack-
led simply through the usage of models that are
inherently interpretable, such as linear classifiers
(Ustun and Rudin, 2016) or rule-based methods
(Wang and Rudin, 2015). Additionally, modern
Neural Network models still have some degree of
interpretability, through close inspection of their
parameters, e.g., attention weights, especially for
Computer Vision (Xu et al., 2015). However, such
approaches are still limited to specific models; fur-
thermore, they can get too overwhelming as the
number of parameters increases.

There is, however, research on creating model-
agnostic ML explanations, for example with tools
like LIME (Ribeiro et al., 2016) and SHAP (Lund-
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berg and Lee, 2017), which focus on approximating
a simpler interpretable model by perturbing the in-
puts and measuring how each attribute (or token,
pixel, subword, etc.) contribute to the original more
complex one. These methods target local explain-
ability, i.e., approximating models that work well
on a vicinity of a given input, which is possible to
be generalized for the whole data space through
careful analysis of different instances.

3 Methodology

Our work has two main fronts of research: first, the
implementation of Humor Recognition systems for
the Portuguese language; then, a deeper analysis
of their performance, to assess their weaknesses
and stimulate further research. This includes a
discussion on how to overcome some challenges,
followed by what could be developed towards im-
proved systems.

3.1 Humor Recognition Methods
for Portuguese

Our first step was to re-implement the methods
described by Gonçalo Oliveira et al. (2020) and
Clemêncio (2019), as their source code is not pub-
licly available and it is the only previous work for
Humor Recognition in Portuguese. Their approach
consists of testing different ML algorithms (i.e.,
SVM, Random Forest, and Naïve Bayes) with dif-
ferent sets of attributes: content and humor-related
features. As content features, the original authors
used a bag-of-words with TF-IDF counts for 1,000
tokens (or n-grams) selected via a χ2 test. For
humor-related features, they used different kinds of
information, namely: alliteration through character
n-grams, out-of-vocabulary words, average word
embedding similarity, Named Entity Recognition
(NER) counts, count of antonymy pairs, sentiment
polarity, slang usage, concreteness, imageability,
and ambiguity.

As we will see in subsection 4.1, our re-
implementation outperformed the original reported
values, leading us to reconsider our code and find
some minor details, which might explain this dif-
ference in the evaluation metrics. In our imple-
mentation, we did not use the χ2 test for selecting
which attributes would comprise the final 1,000
content features, instead we used the most frequent
ones. Additionally, we used the NLPyPort toolkit
(Ferreira et al., 2019) for the content-features and
not only for the humor-related ones, as shown in the

original paper. In fact, comparing our feature analy-
sis in subsection 4.2 to the one by Gonçalo Oliveira
et al. (2020), we have strong evidence that their
tokenizer discards punctuation, which NLPyPort
does not. Differences between versions of the tools
and resources used might also be an option, but
we find the tokenization difference to be the most
plausible reason for this difference in the results.

During our work, we decided to keep these
changes as they resulted in a clearly higher perfor-
mance. In all other aspects, we followed the same
methodology as Gonçalo Oliveira et al. (2020), test-
ing the same ML algorithms on the same corpus,
with the same feature sets obtained from the same
resources.

In addition, we fine-tuned BERTimbau, a pre-
trained BERT model for Portuguese (Souza et al.,
2020)1, for Humor Recognition during 3 epochs
with a learning rate of 5 × 10−5. This was mo-
tivated by the broad utilization of LLMs for per-
forming this and other tasks, leading to the current
state-of-the-art in other languages (e.g., English
and Spanish), as mentioned in subsection 2.1.

3.2 Corpus

We used the data set provided by Gonçalo Oliveira
et al. (2020)2, with short humorous texts in two
main formats: satirical news headlines and one-line
jokes. The authors were careful when including
negative examples (non-humorous texts) into the
corpus, trying to add only instances with a similar
format to the humorous examples collected. For
example, they included real news headlines as a
counterpart to the satirical ones. For one-liners, as
most of the jokes have a question-answer pattern,
they used texts with this same composition from
a trivia website and from MultiEight-04 (Magnini
et al., 2005), a corpus for Question Answering.
They also included proverbs to account for those
one-liners not written in a question-answer fashion.
We present some examples of instances from the
corpus in Table 1.

Since the original corpus has different con-
figurations available, we used the balanced one
with texts from all sources, with a total of 2,800
texts, 1,400 humorous and 1,400 non-humorous
instances. We should also note that, since we do
not have access to the original train-test split used

1Available at: https://huggingface.co/neuralmind/
bert-base-portuguese-cased.

2Available at: https://github.com/NLP-CISUC/
Recognizing-Humor-in-Portuguese.
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Original text in Portuguese Translation Comments

Humor examples

O que é uma fofoca? É um animal
mamarítimo.

What is a gossip? It is a mamarine
animal.

The humorous effect comes from the
fact that the word “fofoca” (gossip)
sounds like “foca” (seal) with a dou-
bled initial syllable, so the answer says
it is a marine animal, but also with a
doubled initial syllable.

Patrões exigem vacinação obrigatória
contra o bicho do sindicalismo

Employers demand mandatory vacci-
nation against the trade unionism bug

The humor in this satirical headline
arises from a semantic shift, as the
association of vaccination is typically
with disease rather than unionism. Fur-
thermore, since satire employs humor
as a means of criticism, this example
serves as a critique of the bosses’ op-
position to unionism.

Non-humor examples

Onde fica Hyde Park? nos Estados
Unidos.

Where is Hyde Park? In the United
States.

–

Presidente promulga dia de luto na-
cional pelas vítimas de violência
doméstica.

President proclaims national day of
mourning for victims of domestic vi-
olence.

–

Table 1: Examples of instances present in the corpus

by Gonçalo Oliveira et al. (2020), we made a new
split with the same reported ratio (80% train and
20% test).

3.3 Feature and Model Analysis

After the implementation, training, and testing of
the models, we first used the SHAP explainability
tool (Lundberg and Lee, 2017) to calculate impor-
tance values for each of the features proposed by
Gonçalo Oliveira et al. (2020), both content and
humor-related. Since SHAP was originally devel-
oped for explaining single instances of the data set,
in order to measure the overall importance of each
feature, we use the absolute mean value (over all
examples in the test corpus); this is complemented
with visualization techniques, such as beeswarm
plots, to better understand how each feature be-
haves in general.

We also carried out an analysis of the fine-tuned
BERT model, identifying which pieces of infor-
mation were actually used by the system to dis-
tinguish humorous from non-humorous texts. For
this, we used SHAP once again. However, as this
kind of model does not consist of a pre-defined
set of features, we were not able to use the ab-
solute mean value, as it would have to comprise
every single sub-word in the model. Therefore, we
decided to perform such analysis manually, by ex-
amining specific instances that are representative
of the corpus; to select such examples, we followed

a simpler approach, using a clustering algorithm,
namely K-Means with k = 56 (2% of the data set),
on sentence embeddings obtained from BERTim-
bau fine-tuned for Semantic Textual Similarity3,
and selected the centroid instances as a sample of
the whole corpus. Then, we carefully analyzed
those sentences and their SHAP values, to finally
identify some clear patterns that BERT learned for
classification.

It is important to mention that Gonçalo Oliveira
et al. (2020) also did a feature analysis procedure
using a χ2 test. However, this approach is not
related to specific models and how they interpret
the input, but rather focuses on finding relations
between the features and the true labels.

4 Results

This work has two main results. First, a new fine-
tuned BERT model for Humor Recognition in Por-
tuguese, which outperforms the current state-of-the-
art for this task in terms of automatic evaluation
metrics. Secondly, a deeper analysis of such mod-
els, identifying how well they are suited for the task
in general.

4.1 Humor Recognition
The results for each of the implemented approaches,
alongside those reported by Gonçalo Oliveira et al.

3Available at: https://huggingface.co/rufimelo/
bert-large-portuguese-cased-sts.
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(2020), are presented in Table 2. Due to space
limitations, we show only the results obtained by
the best model for each set of features.

Feature Set Model F1

Content features SVM 96.4%
Humor features Random Forest 78.8%
All features Random Forest 97.1%
— Fine-tuned BERT 99.6%

Gonçalo Oliveira et al. (2020)

Content features SVM 75%
Humor features Random Forest 64%
All features SVM 78%

Table 2: Best results for Humor Recognition with dif-
ferent models and different feature sets

We note that our re-implementation produced
better results than those by Gonçalo Oliveira et al.
(2020); for example, while their best model using
all features (content and humor-related) reportedly
and F1 of 78%, our models reached up to 97.1%.
The probable reasons for such a large gap have
been discussed in subsection 3.1.

In addition, we found it surprising that our mod-
els had such positive results – BERT had a nearly
perfect score of 99.6% – for a task that is usually
mentioned in the literature as extremely difficult
and subjective (Veale, 2004; Hempelmann, 2008;
Reyes Pérez, 2013; Kumar et al., 2022). From
this observation, we decided to do an explainabil-
ity analysis to identify exactly which features and
pieces of information our trained models were
leveraging on when classifying their input.

4.2 Explainability Analysis

In the first analysis, we used SHAP to calculate the
importance values of each feature for the best meth-
ods reported in the previous subsection 4.1. For
the SVM model using exclusively content features,
Figure 1 presents the most important (i.e., larger
average absolute SHAP value) features for the hu-
mor class. In the plot, each feature is represented
in the Y axis, with each point representing an in-
stance of classification; their color expresses the
relative value of the feature in that specific instance,
while their placement along the X axis indicates
their importance. For example, we can see that the
most important feature used by the model is the
presence of a full stop (a period followed by an
end-of-sentence special token), and that they are
most important for the humor class (positive SHAP
values, right of the central vertical bar) when their

TF-IDF counts are low (blue). This same behavior
can be seen for the second most important feature
(period), indicating that the model is interpreting
the mere presence of periods as an indicative of
non-humorousness. This is probably a fault from
the corpus, as will be further discussed in subsec-
tion 4.3.

Another interesting observation that can be
drawn from this analysis is that the model lever-
ages question-related features as indicatives of hu-
mor, for example the usage of question marks,
and wh-question words (“qual é”, “o que”, “qual”,
and “que”4). One can note that the model consid-
ers them important to identify humor when their
TF-IDF counts are higher (red points), meaning
that it is associating questions to humor despite the
presence of similar texts as negative examples of
humor, as mentioned in subsection 3.2.

Due to space and resource limitations, we can-
not extensively analyze all 1,000 content-features.
However, we report that the next features in the
list are still wh-question words, such as “porque”,
“qual é o”, and “como” 5, or punctuation marks
(colons, double quotes, and exclamation marks).
We highlight, however, that the explainability re-
sults for all features will be made publicly available
alongside the code and results obtained by the mod-
els, so that the research community can observe
this data in its entirety.

The second analysis refers to only humor-related
features, presented in Figure 2. The most important
feature is the number of out-of-vocabulary words,
which is seen as a strong indicative of humor. Then,
the average level of concreteness follows with a not
so clear disparity of how its values interact with its
importance; however, there seems to be a prefer-
ence of higher values to be positive contributions
to the humor class, which is contradictory to the
interpretation by Gonçalo Oliveira et al. (2020) that
non-humorous texts are more concrete, while hu-
mor is more related to mental images.

Another remarkable note is that higher NER
counts for people (“PESSOA”) is usually taken as
evidence to favor the humor class, which is again
the opposite speculated by Gonçalo Oliveira et al.
(2020). The authors mention that real headlines
would contain more names of people, but we argue
that they are also present in satirical headlines and

4“Which is”, “what”, “which”, and “what”. Translated by
the authors.

5“Why”, “which is the”, and “how”. Translated by the
authors.
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Figure 1: Beeswarm plot with the most important content features used by the SVM model
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Figure 2: Beeswarm plot with the most important humor-related features used by the Random Forest model

one-liner jokes (e.g. “Por que a Angélica não mata
baratas? Ela espera o Maurício Mattar.”6), so that
the model learned to link them to humor instead.

Finally, in accordance to the reasoning of
Gonçalo Oliveira et al. (2020), the average and
minimum similarity features are evidences of hu-
mor when they have lower values, which represents
a higher incongruity among the words. Thus, it
seems fruitful to model incongruity as word sim-
ilarity. Also, the model favors high numbers of
senses to classify an instance as humor, reaffirming
the argument that humor resides in ambiguity.

6“Why doesn’t Angélica kill cockroaches? She waits for
Maurício Mattar.” Translated by the authors.

When combining both kinds of features, the ob-
servations do not vary much: the Random Forest
model relies mainly on punctuation (full stop, pe-
riod, question mark), and wh-question words. It
is, however, noticeable that humor-related features
such as concreteness, imageability, person NER
counts, and average similarity are considered more
important than question words in this scenario. We
highlight, once more, that an extensive display of
these results will be made available.

4.3 Explainability Analysis of BERT

As mentioned in subsection 3.3, for the fine-tuned
BERT model, we needed to do a careful manual
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Figure 3: Example of BERT explanation obtained via SHAP
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Figure 4: Results of the BERT explanation analysis

analysis of a subset of representative instances of
the corpus obtained via clustering. All 56 examples
were explained by SHAP and handed to a linguist
with previous experience on analyzing humorous
and figurative language. An example of a SHAP
explanation can be seen in Figure 3.

In the figure, the text “Por que é coberta a
Antárctida? Gelo.”7 was classified as non-
humorous (“N” is highlighted) with a confidence
score (fx(inputs)) of 0.999885. For the analysis,
the BERT model starts at a base value – for this spe-
cific case, 0.844348 – obtained by masking out all
input subwords. Then, each subword contributes
to this value positively (in red) or negatively (in
blue) until it reaches the final confidence score;
moreover, larger bars represent a larger absolute
contribution.

From this analysis, we have drawn two main
observations, which are related to the results re-
ported in the previous subsection 4.2. First, the

7“What is Antarctica covered by? Ice.” Translated by the
authors.

usage of wh-question words – such as “o que”,
“quais”, and “como”8 – are in general taken by the
model as evidence to classify an instance as humor;
from all 29 examples classified as non-humorous,
20 (69.97%) have wh-question words, from which
they contributed negatively in 12 instances (60%),
positively in only 1 instance (5%), and in the re-
maining 7 texts (35%) they did not get any scoring.

Another evidence for this association of wh-
question words with humor in the model is that,
in 25 instances classified as humor, from which
15 (60%) had such type of words, 12 (80%) occur-
rences contributed positively to the classification,
while the remaining 3 (20%) did not contribute at
all. There were no cases in which BERT consid-
ered the presence of wh-question words as negative
evidences for this class.

The second result of this analysis is about punc-
tuation, which was also observed in other models
as being extremely important. For instances classi-

8“What”, “which”, and “how.“ Translated by the authors.
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fied as non-humorous, 20 (69%) contained question
marks, 15 (75%) of which were assigned with neg-
ative SHAP values, 4 (20%) were not scored at all,
and only 1 (5%) received a positive score. Mean-
while, for examples classified as humor, 15 (60%)
had question marks, from which 12 (80%) were
considered as positive evidences for this class, and
the remaining 3 (20%) had no score; similarly to
wh-question words, no question mark was consid-
ered as negative for the humor class.

We argue that these observations contribute to
the point-of-view that BERT, similarly to the mod-
els discussed in subsection 4.2, is focusing on the
textual form rather than specific humor-related lin-
guistic devices by connecting the mere existence
of questions to humor. Nonetheless, as mentioned
in subsection 3.2, the original authors of the cor-
pus were careful to also include question-answer
texts with no humor, and the model still reached
more than 99% F1-Score (Table 2), meaning that it
is very likely classifying such instances correctly.
In this context, as illustrated by Figure 3, another
punctuation mark comes into place: the period, spe-
cially a full stop, which was also highly scored in
the other methods discussed before.

All 29 examples classified as non-humor end
with a period, from which 27 (93.10%) received
positive SHAP scores and the remaining 2 (6.90%)
were not scored at all; no period was deemed as a
negative evidence for the non-humor class. Mean-
while, for the sample of 25 instances classified as
being humorous, only 9 (36%) had periods, some-
times with more than one resulting in 11 periods,
from which 1 (9.09%) was positive, 1 (9.09%) was
negative and the remaining 9 (81.82%) received
no scoring, indicating that BERT tends to not even
consider periods for the humor class.

We highlight that the difference in the occur-
rence of periods between the humor and non-humor
classes in the analyzed sample may indicate that
this discrepancy also exists in the corpus. Likely,
this specific aspect of the text format was over-
looked by the original authors, which may explain
why the models primarily use this punctuation mark
to distinguish humor from non-humor.

Additionally, exclamation points are present only
in the examples classified as humorous, with 4
(50%) being positive and 4 (50%) not having at-
tributed any value to this instance. All these results
are summarized in Figure 4.

From all these observations, we point out how

difficult it is to find negative examples when cre-
ating a corpus for Humor Classification – and ar-
guably to any classification task. LLMs are so
powerful in finding surface-level patterns that even
slight details (such as punctuation) can and will be
used in the task, even if they are not necessarily part
of the linguistic mechanism that produces the hu-
morous effect, such as ambiguity, incongruity, and
surprise (Attardo and Raskin, 1991; Tagnin, 2005;
Reyes Pérez, 2013; Kao et al., 2016; Wick-Pedro
and Vale, 2020; Aleksandrova, 2022).

5 Conclusion

In this paper, we presented a re-implementation
of the previous state-of-the-art method for Humor
Recognition in the Portuguese language, alongside
a novel fine-tuned BERT model for the same task,
reaching a nearly-perfect F1 score of 99.64%.9

However, a deeper analysis of the models using
a Machine Learning explainability method, SHAP,
enabled us to understand which pieces of informa-
tion the models were relying on to do such classi-
fication. We came into the conclusion that BERT
and models based on TF-IDF counts did not learn
specific mechanisms of humor, but were instead
leveraging mainly stylistic characteristics of the
texts, such as punctuation and the presence of wh-
questions.

Furthermore, the analysis of how humor-related
features were interpreted by the ML model led to
interesting observations not considered by their
proposers (Gonçalo Oliveira et al., 2020). For ex-
ample, the association of humor with person named
entities or higher levels of concreteness; however,
some of their reasoning can also be reinforced by
how the model used some of the knowledge pro-
vided, e.g. humor was considered related to higher
levels of ambiguity and incongruity within the text,
which is up to par with linguistic descriptions of
verbal humor (Raskin and Attardo, 1994; Tagnin,
2005; Aleksandrova, 2022).

As a final conclusion, we emphasize how chal-
lenging it is to create a text classification corpus for
supervised ML in such a way that the model actu-
ally learns about the linguistic phenomenon in ques-
tion, rather than resorting to specific attributes and
shortcuts not directly related to the problem being
studied. We find that humor is a specially difficult
task to create such a corpus, as it is a largely di-

9All the code, models, results, and analysis is available at:
https://github.com/Superar/HumorRecognitionPT.
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verse phenomenon (verbal humor can be conveyed
in many different ways), with an equally large uni-
verse of negative examples (non-humorous texts
also present themselves in various formats).

From these conclusions, we can draw some fruit-
ful paths for future research. First, we mention
the creation of a new corpus for Humor Recogni-
tion in Portuguese, taking into account some of
the flaws found in the corpus by Gonçalo Oliveira
et al. (2020). However, as it is – to the best of our
knowledge – the only available corpus for this task,
it can still be evaluated if it is fit after some process
of normalization, starting with punctuation, e.g.,
by adding full stops to the humor examples, which
would be a less expensive process; some early ex-
periments in this sense show a decrease of 4 per-
centage points in F-Score obtained by the BERT
model when discarding or normalizing punctuation.
Another point to be considered for the creation of
a new corpus is the responsibility of which texts
to include; as we mention later in our Ethics State-
ment, the corpus used in this work contains texts
annotated as jokes that contain rather problematic
content, e.g. riddles that are openly racist.

Another possibility for future work is to change
the models and how they work. One could use
methods, such as the one proposed by Kao et al.
(2016), that are not based on ML, but rather on
formalizing linguistic theories of humor to a com-
putational environment. We also find it appealing
to explicitly include linguistic knowledge into the
ML models, so that they are powered with some
information beyond the textual surface, argued by
other researchers as vital to deal with complex phe-
nomena such as humor (Hempelmann, 2008; Amin
and Burghardt, 2020). This goal could also be
achieved by exploring further the humor-related
features, which were proposed originally from a
linguistic point-of-view; other extra-linguistic as-
pects of Humor could also be studied, for instance
how different cultural backgrounds affect the per-
ception and definition of humorousness.

Limitations

As main limitation of this work, we mention the
lack of an extensive analysis of the explainability
results, limiting our examination to the most highly-
scored features; additionally, we not consider the
interaction among the features themselves. We also
think that the analysis of the BERT model could use
a larger set of representative instances of the corpus;

regarding this selection, we also mention that there
are probably other methods rather than clustering
to ensure that the analyzed subset is actually a good
representation of the data set in its entirety. Finally,
we agree that the classification models deserve a
deeper analysis on their performance, for example,
by carrying out K-fold cross validation tests.

Ethics Statement

We believe that humor is a positive and constructive
form of human expression to unite and reduce ten-
sions while respecting cultural differences, beliefs,
and people’s identities. However, we acknowledge
that humor, when used in a Christian or offensive
way to discriminate, ridicule, or disparage individ-
uals or groups, especially those who have been
historically marginalized or oppressed, can have
negative consequences.

So if there are jokes that promote violence, ha-
tred, or prejudice, including but not limited to
racial, gender, and sexual stereotypes, xenopho-
bia, and similar forms of discrimination, then they
ought not to be deemed acceptable. In this context
we find it crucial to report that the corpus used in
this paper contains some texts (annotated as humor)
that are openly racist, specially against black peo-
ple. Other texts considered as jokes have different
groups represented in a negative light, for exam-
ple alentejanos (people from a region in Portugal),
jeweish people, and blonde women. Some other
sensitive subjects are also present in the corpus, for
instance suicide, and pedophilia.

It is crucial to take into account the potential
effects that computer models designed for mood
detection could have on individuals and society,
both during the development phase and when utiliz-
ing them. Ensuring that these models are impartial
and free of undesired bias is of utmost importance
to prevent the perpetuation of stereotypes that could
ultimately result in negative outcomes.

In conclusion, we would like to emphasize that
models used for the recognition of humor have
inherent limitations due to their subjective nature,
which may vary significantly depending on cultural,
social, and individual contexts. Therefore, these
models are constantly evolving and improving, and
evaluating their efficacy is an ongoing process.
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