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Abstract

Quotes are universally appealing. Humans rec-
ognize good quotes and save them for later
reference. However, it may pose a challenge
for machines. In this work, we build a new
corpus of quotes and propose a new task, quote
detection, as a type of span detection. We re-
trieve the quote set from Goodreads and col-
lect the spans through a custom search on the
Gutenberg Book Corpus. We run two types
of baselines for quote detection: Conditional
random field (CRF) and summarization with
pointer-generator networks and Bidirectional
and Auto-Regressive Transformers (BART).
The results show that the neural sequence-to-
sequence models perform substantially better
than CRF. From the viewpoint of neural ex-
tractive summarization, quote detection seems
easier than news summarization. Moreover,
model fine-tuning on our corpus and the Cor-
nell Movie-Quotes Corpus introduces incre-
mental performance boosts. Finally, we pro-
vide a qualitative analysis to gain insight into
the performance.

1 Introduction

Human beings have aesthetic appeal. They create
and enjoy different works of art. Among these, lit-
erary works contain the highest form of bookish
experience. People enjoy reading novels and high-
lighting textual segments that are distinctive and
memorable, which we can term quotes. Humans
can readily recognize good quotes and save them
for later reference. However, it may pose a chal-
lenge for machines since the quote detection task
relies mostly on semantic features such as memo-
rability and distinctiveness.

The Goodreads website1 stores a collection of
quotes that are extracted from different resources
to meet users’ expectations. This community-wide
interest has led us to propose a work in this context.

1goodreads.com/quotes

This paper proposes a new NLP task, quote de-
tection, as a variant of span detection, and releases
a benchmark quotes dataset. In the literature, there
is a movie quotes corpus for binary quote classifica-
tion (Danescu-Niculescu-Mizil et al., 2012). There
is also a similar task of quotation detection and
classification (Pareti et al., 2013, Papay and Padó,
2020, Vaucher et al., 2021) where the aim is to
extract/identify direct, indirect, or mixed speech
parts from the text. Quote detection is different and
unique in that spans represent the free-standing tex-
tual segments that are distinctive and favorable for
later reference (Table 1). A similar trend has been
in the Viral Texts Project, which interrogates the
qualities that cause literary texts to go viral by their
reprints in newspapers (Cordell and Smith, 2022).
Furthermore, quotes are different from subtexts as
subtexts underlie a new meaning connected with a
speaker’s motive in particular.

To challenge the problem, we first formulate it
as a sequence tagging problem and work with a
statistical baseline, conditional random field (CRF).
Secondly, we regard it as a type of summarization.
To have a baseline performance, we experiment
with two neural sequence-to-sequence models; the
pointer-generator network (Vinyals et al., 2015)
and Bidirectional and Auto-Regressive Transform-
ers (BART) (Lewis et al., 2020), respectively. The
solutions’ performances confirm that the task is
relatively easier than the existing summarization
problems but is a difficult sequence tagging prob-
lem.

The main contributions of this paper are: (a) a
corpus of 5015 quotes with their 10 sentence-length
left and 10 sentence-length right contexts; (b) a dis-
tinctiveness analysis based on language model log-
likelihoods and comparison against movie quotes
(the Cornell Movie-Quotes Corpus); (c) experimen-
tal results from summarization and sequence tag-
ging methods; (d) a qualitative analysis to give in-
sight on errors (whether they are mainly precision
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or recall-based).

2 A Corpus of Quotes

To construct the quote dataset, we rely on two pri-
mary resources. The first one is the Goodreads
platform which shares a voted collection of quotes.
The collection consists of 348, 085 instances, each
with Quote, Title, Author, Likes, and Tags columns.
We download this collection from Kaggle2. As
humans recognize good quotes and user rating is
an indicator for recognition, we exclude the rows
with ≤ 10 likes from the dataset. Another filter-
ing criterion is the language of quotes. We detect
the language with the help of Python’s NLTK li-
brary and remove the non-English quotes. After
these two filtering steps, the quote dataset includes
100, 837 rows.

The second resource is the free eBook library
Project Gutenberg3. We download books in plain
text format to check whether a quote appears in the
referenced book. For this purpose, we search the
title and author of the relevant books in the search
section of the Project Gutenberg site and collect
the book’s plain text links. Then, we scrape plain
texts using plain text links by the BeautifulSoup
library of Python. We remove the quotes that do
not comply with the UTF-8 standard and that give
a page not found error (404 error). We also exclude
song lyrics and philosopher speeches as we can-
not extract the contexts they appear from Project
Gutenberg. Finally, we discard quotes from some
books of contemporary literature that are not acces-
sible. After filtering, the total number of rows is
reduced to 8670.

To search for a quote in the plain text of the tar-
get book, we first trim the standard book header and
footer using regular expressions. Then, we have
a custom search based on the F1 score. We com-
pute the F1 score based on overlap-based precision
and recall definitions to determine the best possi-
ble match. In our context, precision is the ratio of
the number of shared words to the total number of
words in the target span, and recall is defined as
the ratio of the number of shared words to the total
number of words in the ground truth (quote). We
also consider the lengths of quotes in this proce-
dure, having faced the fact that a quote can be a
phrase within a sentence, a single sentence, or a
text made up of a group of sentences. Therefore,

2kaggle.com/datasets/faellielupe/goodreads-quotes
3gutenberg.org

we process a sliding window of quote length when
searching for the closest sentence or sentences in
the book text. For example, if the quote consists
of three sentences, we calculate the F1 score by
sliding over three sentences in the text and return
the three-sentence span with the highest score as
the most similar context for the quote.

The next step is the validation of the returned
spans. We arrange quotes in different bins based
on F1 score thresholds to decide whether each span
corresponds to the wanted quote. The match be-
comes better as the threshold increases, but the
dataset size shrinks. We observe that F1 scores in-
crease as the quote lengths decrease. On the other
hand, there is no noticeable difference in the quotes’
lengths in each bin. We choose the optimum F1
score threshold as 50%, with an average 2.40 sen-
tence count, 22.97 word count per sentence, and
5015 quotes in total.

In the construction of the final collection (T504),
each quote is enclosed by 10 left and 10 right sen-
tences. The appendix A.1 includes an example
instance.

2.1 Analysis on Distinctiveness of Quotes

Quotes are known to use distinctive vocabulary
(Danescu-Niculescu-Mizil et al., 2012). To check
the distinctiveness of our quotes dataset, we com-
pare quotes and non-quotes contexts in terms of
language use. In particular, we calculate negative
log-likelihoods based on a state-of-the-art language
model (GPT-2) (Radford et al., 2019) to measure
their unique vocabulary use. We rely on the Mann-
Whitney U non-parametric test of the null hypothe-
sis that there is no difference between the negative
log-likelihoods of quotes and non-quotes in our
dataset to test the statistical difference. The test
returns a p-value of P < .001, which confirms that
we can reject the null hypothesis in favor of the
alternative. Moreover, the negative log-likelihoods
for quotes are higher than their non-quote counter-
parts, which means that the vocabulary choice in
quotes is more discrete.

To further test the language characteristics of
our quotes dataset, we run the analysis of vari-
ance (Table 2) where the groups are the Cornell
Movie-Quotes Corpus quotes (Mov+), their nega-
tive samples (Mov−), our dataset’s quotes (T50+),
and our dataset’s non-quote contexts (T50−). We
first test the group null hypothesis and get a p-value

4https://cloud.iyte.edu.tr/index.php/s/YO407M8uAglLIY3
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Task Main Source / Structure of Input Indicators Examples

Quote
Detection

Free-form literary texts (books,
poems, lyrics)

Semantic features and
distinctive vocabulary

- There is always something left to love.
- No medicine cures what happiness cannot.

Quotation
Detection

Excerpts from direct or indirect
speech (news, political speech, di-
alog)

Quotation marks and
speech verbs

- “I’m in love with you,” he said quietly.
- Authorities say that the risk still remains.

Table 1: Quote vs Quotation Detection

of P < .001 to reject it safely. When we consider
pairwise differences, the results confirm a statisti-
cal difference between T50− and T50+ and Mov−

and Mov+. On the other hand, the test reveals
no difference between T50+ and Mov+, which is
another piece of evidence for quote recognition.
The negative mean differences in the µd column in
each row indicate that Group 1 has a lower negative
log-likelihood than Group 2, which again shows
that Group 1 has a higher probability of occurrence
based on the language model.

Group 1 Group 2 µd p-value Reject
T50− T50+ −43.98 0.001 True
T50− Mov− −31.91 0.001 True
T50− Mov+ −65.38 0.001 True
T50+ Mov− +12.06 0.507 False
T50+ Mov+ −21.39 0.063 False
Mov− Mov+ −33.46 0.022 True

Table 2: ANOVA on negative log likelihoods.
µd: mean difference, +: quote, −: non-quote

3 Experiments

3.1 Datasets
We experiment with two datasets as part of the
evaluation. The first is the proposed corpus (T50),
and the second is an adapted version of the Cornell
Movie-Quotes Corpus (Danescu-Niculescu-Mizil
et al., 2012). Although both datasets are similar in
nature, they are in different domains; the former is
on books while the latter is on movies. We briefly
describe the latter in the following subsection.

3.1.1 Cornell Movie-Quotes Corpus
Cornell Movie-Quotes (Danescu-Niculescu-Mizil
et al., 2012), is a dataset5 of movie scripts with
memorability annotations. It contains a total of
2197 memorable and non-memorable short text
pairs. The dataset also includes 6282 movie quotes
(IMDB memorable quotes), each linked to a movie
script line.

5cs.cornell.edu/~cristian/memorability.html

As the proposed task is quote detection rather
than quote classification, we need extended spans
of quotes. Since the dataset includes the full movie
scripts where the quotes appear, we expand each
quote with its left and right contexts, which are 4
script lines each, creating a total length of 9.

3.2 Baselines
3.2.1 Conditional Random Fields (CRF)
As the first baseline, we utilize conditional random
fields (CRF) (Lafferty et al., 2001) to catch the
span of quotes. Accordingly, each training sample
includes 10-length left and right contexts of the
quote and the quote itself. CRF computes a feature
vector for each word in the training instance and
maximizes the likelihood of the output label given
the feature vector. The feature vector consists of
whether the current word is in the upper or title
case or a digit, its first bi-gram and tri-gram, the
part-of-speech (POS) tag, the left and right neigh-
bors’ case, and digit information with their POS
tags. The motivation is that the model captures
distinctive vocabulary by its character n-grams. Al-
ternatively, we ran CRF with a feature vector of
the word, word level bi-gram, word level tri-gram,
their POS tags, 3rd person pronoun (indicator for
generality), and the indefinite article (indicator for
generality) because Danescu-Niculescu-Mizil et
al. (Danescu-Niculescu-Mizil et al., 2012) worked
with these features to quantify the level of distinc-
tiveness of a quote. However, our experiments
prove that character-level features perform better
than their word-level counterparts for CRF. Thus,
distinctive vocabulary plays a vital role in the dis-
crimination of quotes. We label each token as pre-
vious (P), quote (Q), or next (N). We execute CRF
for 500 iterations on T50 and movie datasets and
evaluate the model’s performance using ROUGE
scores.

3.2.2 Pointer Generator Networks
The second baseline is a pointer generator network
(See et al., 2017) for text summarization. It com-
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bines an LSTM-based sequence-to-sequence model
with a pointer network (Vinyals et al., 2015) to sum-
marize news articles and can specify the weight of
abstractive/extractive summarization as a variable.
As the quote detection task is extractive in nature,
we fine-tune and evaluate the model in a fully ex-
tractive form. The base model is pre-trained on
CNN (Hermann et al., 2015) data without coverage
loss (the coverage loss is responsible for making
the output more abstractive). We fine-tune this
model with the train partition of the T50 data for
5000 steps in batches of 16.

3.2.3 Bidirectional and Auto-Regressive
Transformers (BART)

The last baseline is BART (Lewis et al., 2020).
BART is a neural sequence-to-sequence model that
aims to improve the masked language model and
next-sentence prediction objectives within the end-
to-end transformer architecture by shuffling the
order of sentences and allowing longer sequences
to be masked. The model is capable of identifying
different types of transformations to the input and
making predictions about overall sentence length.

3.3 Evaluation Metrics

Using a train-validation-test split of 0.7-0.1-0.2,
sequence-to-sequence models are evaluated using
recall-oriented overlap-based ROUGE (Lin, 2004)
metrics. For the formal definitions of the evaluation
metrics, see Appendix A.2.

3.4 Results

In our experiments with 5-fold cross-validation,
the CRF baseline achieves average R1 scores of
20.28 ± 2.99% and 26.42 ± 0.13% on T50 and
movie datasets, respectively. We report the detailed
results, including the R2 and RL scores, in our code
repository6.

Given a test instance in T50, the T50 fine-tuned
pointer generator network predicts the ground-truth
quote with an R1 score of 43.51% (Figure 1 the
leftmost diagram). When we apply the same fine-
tuning to the Cornell Movie-Quotes data, we obtain
an R1 score of 53.19% on movie quotes. Compared
to the CNN pre-trained model result (39.53%) in
news summarization, we observe performance im-
provements using task-specific fine-tuning with
T50 and Cornell Movie Quotes.

6https://github.com/Darg-Iztech/pointer_summarizer
https://github.com/Darg-Iztech/quote-detection-crf

Figure 1: ROUGE Scores

We perform the same fine-tuning operations with
BART on both datasets, resulting in R1 scores of
49.78% and 47.93% (Figure 1 rightmost). The re-
sult with the T50 dataset mirrors BART’s improve-
ment over the pointer generator network on the
summarization benchmarks. However, BART falls
behind the pointer generator network on Movie
Quotes, which can be attributed to the domain and
average length differences.

Figure 2: T50 Point-Gen Scores by the relative length

An essential factor for the model performance is
the length of quotes. Figure 2 depicts the relation-
ship of the obtained rouge scores with the quote-to-
context length ratio. As can be seen from the plot,
when the quote length gets higher relative to that of
the context, precision increases as a word’s prob-
ability of being inside the quote gets higher. On
the other hand, it becomes difficult to pick all the
words in the ground-truth quote correctly, which
results in a fall in the recall. Moreover, the chal-
lenge remains in the recall, as can be observed by
the parallel convergence of recall and F1 curves.

In general, longer quotes favor precision, while
shorter ones favor recall. Given similar context
lengths, a T50 quote (47 words on average) is al-
most twice as long as a movie quote (22 words on
average). Length statistics for the T50 and Cor-
nell Movie-Quotes datasets in all train, test and
validation partitions are given in Table 3.
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T50 Mov
Context
Lengths

Quote
Lengths

Context
Lengths

Quote
Lengths

mean std. mean std. mean std. mean std.
Train 590 266 47 49 107 62 21 24
Test 606 241 48 44 108 58 22 26
Val 593 263 46 46 109 70 21 24

Table 3: T50 and Movie Quotes Word Count Statistics

3.5 Qualitative Analysis

Figure 3: Quote prediction examples

Quantitative results prove that finding out quotes
in endless contexts poses a difficulty in precision
(e.g., 0.1 summary to context ratio in Figure 2),
but while the quote to context ratio grows, recall
becomes the determining factor.

We perform a qualitative analysis to observe
what kind of errors is common in our experiments.
We depict two cases (Figure 3) where the model
is inclined to overshoot (a) and undershoot (b) the
ground truth quotes. In the usual case, it extends
the prediction from the beginning (a) or from the
end where recall is perfect, but precision is low.
Less often, the model undershoots the actual quote
as in example (b) of the figure, yielding a perfect
precision score and a low recall.

What we can reflect from these examples is
that, generally, longer quotes favor precision, while
shorter ones favor recall. When the context length
is considered, recall increases as the quote-to-
context length ratio decreases, and precision fol-
lows the opposite pattern. Thus, one can manipu-
late the context length to steer the recall-precision
balance for the model training.

4 Conclusion & Future Work

What makes a sequence of words a quote? Al-
though this question is hard to answer, we empir-
ically show that it has a distinctive vocabulary us-
ing language model log-likelihoods on T50. This
phenomenon was also confirmed by (Danescu-
Niculescu-Mizil et al., 2012) on movie quotes.
Moreover, the selected baselines show that it is
possible to recognize a quote within its context.

Ultimately, this paper presents the quote detec-
tion task by releasing a new dataset with baseline
performances. Our results state that quote detec-
tion is easier than news summarization using neural
summarization. As for sequence tagging, detecting
quotes by classifying the beginning and end tokens
seems relatively more complicated. Thus, there is
much room for improvement over mentioned base-
lines. We hope this task leads to the development
of new methods and data sharing.

5 Limitations

The paper proposes a new task on quote detection
and releases a dataset, and provides baselines to
meet the purpose. The dataset includes the quotes
that appear in books. Although we find similar
patterns in movie quotes, the task’s difficulty may
differ for quotes in other contexts, e.g., lyrics and
poems.

Moreover, the provided summarization and se-
quence tagging baselines give an idea about the
difficulty level of the proposed task. They are in no
way the best systems to solve the problem.

Finally, in constructing the dataset, each quote
is enclosed by 10 left and 10 right sentences. This
choice can be considered subjective, knowing that
the quote lengths, context lengths, and their ratio
have a role in the performance. Accordingly, we
provide comments on this behavior in our quantita-
tive and qualitative analyses.
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A Appendix

A.1 Example: A Quote with its Span

Are you not happy in your? Naughty darling. At
Dolphin’s barn charades in Luke Doyle’s house.
Mat Dillon and his bevy of daughters: Tiny, Atty,
Floey, Maimy, Louy, Hetty. Molly too. Eighty-
seven that was. Year before we. And the old
major, partial to his drop of spirits. Curious
she an only child, I an only child. So it returns.
Think you’re escaping and run into yourself.
Longest way round is the shortest way home.
And just when he and she. Circus horse walking
in a ring. Rip van Winkle we played. Rip: tear
in Henny Doyle’s overcoat. Van: breadvan deliv-
ering. Winkle: cockles and periwinkles. Then I
did Rip van Winkle coming back. She leaned on
the sideboard watching. Moorish eyes. Twenty
years asleep in Sleepy Hollow.
@highlight
Think you’re escaping and run into yourself.
Longest way round is the shortest way home.

A.2 Evaluation Metrics

Given an n-gram length N , the ROUGE-N metric
between a candidate document DC and a reference
document DR is given by:

ROUGE-N(DC , DR) =

∑
ri∈DR

∑
ω∈ri

T (ω,DC)

∑
ri∈DR

T (ri)

(1)

where ri are the sentences in the reference docu-
ment DR, T (ω,DC) is the number of times the
specified n-gram ω occurs in the candidate docu-
ment DC , and T (ri) is the number of all n-grams
in the specified reference sentence ri.

To calculate ROUGE-L, we first calculate the
recall (Rlcs) and precision (Plcs) scores based on
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the longest common subsequences in the reference
(DR) and candidate (DC) documents by:

Rlcs(DC , DR) =

∑
ri∈DR

|LCS∪(DC , ri)|

L(DR)
(2)

Plcs(DC , DR) =

∑
ri∈DR

|LCS∪(DC , ri)|

L(DC)
(3)

where L(DR) is the number of words in DR,
L(DC) is the number of words in DC , and
LCS∪(DC , ri) is the union of the longest common
subsequences in DR and DC , which is given by:

LCS∪(DC , DR) =

∪ri∈DR
{w|w ∈ LCS(DC , ri)}

(4)

where LCS(DC , ri) is the set of longest common
subsequences in the candidate document DC and
sentence ri from reference document DR. Using
Rlcs and Plcs, ROUGE-L can be defined as:

ROUGE-L(C,R) =

(1 + β2)Rlcs(C,R)Plcs(C,R)

Rlcs(C,R) + β2Plcs(C,R)

(5)

where the parameter β controls the relative im-
portance of the precision and recall. Because the
ROUGE score favors recall, β is typically set to a
high value.
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