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Introduction

Welcome to our workshop! If you have been here earlier: good to have you back. If this is your first visit:
make yourself at home. This event, which has been around in a few forms for nearly two decades, always
covers a tantalizingly wide palette of topics. It is not different this year.

First off, there is the usual helping of articles on the broad subject of literature. There are papers on
literary devices: antonomasia (you want to find out more), rhymes and adverbial markers. Also, quote
detection and quote attribution; authorship verification; a look at models of humour; an analysis of
emotional narratives; scent mining (a study of olfactory information in texts).

Next, we have three papers on ancient languages, Latin twice and Greek once; and two papers on the
diachronic study of language – English science writing over 300 years, and the gender of book authors
over 200 years.

Then there is a paper on biases in Named Entity Recognition, two papers on text and current politics
(the European refugee crisis and the Russian invasion of Ukraine), and work on exploring Social Science
archives via question-answering.

Last but not least, it turns out not only that action on climate change costs a colossal amount of money
but that such money can be the subject of incorrect reporting. We have a paper just about that.

As you can see, there is something for everyone (all things considered) but do keep an open mind and
read all nineteen papers. You will be glad you did.

Do not forget to visit our Web site HERE – and check out past workshops too.

Stefania, Anna, Nils, Stan
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Michel Schwab, Robert Jäschke and Frank Fischer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110

Detecting intersectionality in NER models: A data-driven approach
Ida Marie Lassen, Mina Almasi, Kenneth Enevoldsen and Ross Kristensen-mclachlan . . . . . . 116

OdyCy – A general-purpose NLP pipeline for Ancient Greek
Jan Kostkan, Márton Kardos, Jacob Palle Bliddal Mortensen and Kristoffer Laigaard Nielbo .128

Scent Mining: Extracting Olfactory Events, Smell Sources and Qualities
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Abstract

This paper investigates the use of standard
and non-standard adverbial markers in mod-
ern Chinese literature. In Chinese, adverbials
can be derived from many adjectives, adverbs
and verbs with the suffix “de”. The suffix has
a standard and a non-standard written form,
both of which are frequently used. Contrastive
research on these two competing forms has
mostly been qualitative or limited to small
text samples. In this first large-scale quanti-
tative study, we present statistics on 346 ad-
verbial types from an 8-million-character text
corpus drawn from Chinese literature in the
20th century. We present a semantic analysis
of the verbs modified by adverbs with standard
and non-standard markers, and a chronological
analysis of marker choice among six promi-
nent modern Chinese authors. We show that
the non-standard form is more frequently used
when the adverbial modifies an emotion verb.
Further, we demonstrate that marker choice is
correlated to text genre and register, as well as
the writing style of the author.

1 Introduction

In many languages, adverbs can be derived from
words of other parts-of-speech and are morpho-
logically marked in the derivation process. In
English, the ‘-ly’ suffix is used to derive the ad-
verb ‘happily’, for example, from the adjective
‘happy’. Analogously, in Chinese, the ‘-de’ suf-
fix1 can form adverbials from many adjectives, ad-
verbs, and verbs. For example, the adverbial phrase
gaoxing-de ‘happily’ is derived from the adjective
gaoxing ‘happy’. This paper analyzes the use of
this adverbial marker, which has a standard written
form (地 de) and a non-standard written form (的

1More exactly, ‘-de’ is an enclitic since it is used here to
form a phrase rather than a word. However, we will use the
more common term “suffix” in this paper.

de), with no difference in pronunciation. We will
henceforth refer to the standard form as DI2, and
the non-standard form as DE.

The DE vs. DI choice is a language phenomenon
that remains poorly understood. Unlike the case
for Germanic vs. Latinate affixes in English
text (Bauer, 2001), the choice is not directly tied to
vocabulary, since every suffixed adverbial in Chi-
nese can be rendered in one of the two competing
forms, which we will refer to as the “DE-adverbial”
(e.g., gaoxing-DE高兴的 ‘happily’) and the “DI-
adverbial” (e.g., gaoxing-DI高兴地 ‘happily’). It
is not related to phonological factors, which can
explain suffix choice in nonce-word nominaliza-
tion (Cutler, 1980), such as the choice between the
suffix ‘-ness’ or ‘-ity’ following an adjective. Nor
is there a clear semantic distinction, as is the case
for prefix choice in negation (Kjellmer, 2005), such
as the choice between the prefix ‘non-’ or ‘un-’ for
an adjective. It is also not a language change “from
below” (Claes, 2015), since the standard form DI
was proposed by the elites, at the beginning of the
20th century. Unlike language regularization phe-
nomena, the non-standard form persisted and is
frequently used even to this day.

It has been suggested that the choice is motivated
by stylistic and expressional effects (Zhang, 2012).
More often associated with actions, DI emphasizes
the manner of the action, whereas DE emphasizes
other elements of the situation, such as the agent,
patient, instrument, time, and place, etc. For ex-
ample, in the sentence ta manman-DI zou他慢慢
地走 ‘he slowly walked’, the DI-adverbial high-
lights the slowness. In contrast, in the sentence ta
gaoxing-DE paole他高兴的跑了 ‘he happily ran
away’, the DE-adverbial not only characterizes the
action but also brings out the attitudinal status of

2The shorthand DI is based on the character’s pronuncia-
tion di in other contexts.
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the subject ‘he’.
Previous studies have postulated that marker

choice may be due at least in part to habit or social
factors, or even some randomness (Zhang, 2012).
In contrast, we set out to focus on the DE vs. DI
marker choice that is intentionally made. To do so,
we examine adverbials in the writings of six promi-
nent authors in Chinese literature in the 20th cen-
tury. Unlike most previous research, which offered
only anecdotal examples and limited quantitative
analysis to small samples (Ho, 2015), we present
statistics on 346 adverbial types from an 8-million-
character corpus of literary texts. Specifically, we
address the following research questions:

Semantic analysis : Whether adverbial marker
choice is influenced by the semantic category
of the head word, i.e. the verb modified by the
adverbial (Section 5);

Diachronic analysis : Whether adverbial marker
choice can reflect the writing style of an author
(Section 6).

2 Metrics for adverbial marker choice

Similar to other languages, Chinese adverbials can
be non-derived, or derived from base words of var-
ious parts-of-speech, typically through reduplica-
tion and suffixation (Biq and Huang, 2016). Dur-
ing suffixation, the base word is morphologically
marked with the DI (地 de) suffix, analogous to
the English ‘–ly’ suffix. For example, the adjective
gaoxing高兴 ‘happy’ serves as the base word of
the adverbial gaoxing-DI高兴地 ‘happily’. As an
alternative to the standard form DI, the adverbial
marker is also written as the non-standard DE (的
de).

Following previous analyses on Chinese adver-
bial markers, we adopt the DE ratio as the quantita-
tive metric. This ratio is the percentage of suffixed
adverbials, in a text or a collection of texts, that use
DE rather than DI. More precisely, the ratio is the
number of DE-adverbials in the text, divided by the
total number of DE- and DI-adverbials.

The DE ratio can be computed for a specific
base word, by restricting the counts to adverbials
derived from that base word. A base word is called
“DE-leaning” if its DE ratio exceeds 50%, and “DI-
leaning” otherwise. The percentage of DE-leaning
base words, out of all base words in the text, can
also characterize marker choice. This metric gives
equal weight to each base word, in contrast to the

DE ratio which can be swayed by the more frequent
base words. Together, the two metrics provide
a more comprehensive view of adverbial marker
usage.

3 Linguistic background

3.1 DE vs. DI as adverbial marker

The distinction between attributive and adverbial
markers emerged during the Tang Dynasty (618-
907 CE), with the suffix DI marking adverbials,
and the suffix de, written as the character底, mark-
ing attributives. These two markers began to be
merged in the Yuan Dynasty (1271-1368 CE), and
eventually gave way to DE. Adverbial construc-
tions could be formed by affixing “any preformed
idiomatic phrase or syntactic construction to DI
or DE” in vernacular Chinese before the 20th cen-
tury (Gunn, 1991, p.264). Vernacular novels such
as Water Margin, Dream of the Red Chamber and
Unofficial History of the Scholars used mostly DE
and only sporadically DI (Sun, 1995).

The Vernacular Movement started in China in
1919. In translating foreign literature, Chinese in-
tellectuals were exposed to languages in which ad-
jectives and adverbs can be distinguished by their
suffix. They proposed to use DE to mark attribu-
tives and DI to mark adverbials (Table 1). As ad-
verbial suffixation became more widespread after
1919, most writers observed this division of labor
to some extent. The DE/DI convention fluctuated
in the 1930s during the Latinization movement, and
also in the 1950s during the ‘normalization’ move-
ment, an effort to regulate standard Mandarin. By
the end of that decade, the convention had become
well established (Cordes, 2014, p.116) and was
eventually endorsed by almost all grammar books.

Both DE and DI remain in frequent use to-
day. Seeing the division as artificial, some schol-
ars nonetheless advocated unified use of DE and
claimed that it would neither cause ambiguity nor
reduce reading speed and comprehension. Others
argued that unified use would cause ambiguity in
sentence structure, since DE and DI are syntacti-
cally different markers.

3.2 Corpus-based studies on marker choice

Most corpus-based studies on adverbials in liter-
ary texts concentrated on the frequency of suffix
use (Cordes, 2014) and its productivity in adverbial
derivation (Kubler, 1985). In the only study on
marker choice in literary text, Ho (2015) reported
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Type Marker Status Example
Adverbial DI standard gaoxing-DI shuo高兴地说 ‘happily say’

DE non-standard gaoxing-DE shuo高兴的说 ‘happily say’
Attributive DE standard gaoxing-DE rizi高兴的日子 ‘happy day’

Table 1: Standard and non-standard adverbial marker in Chinese; the latter shares the same character as the attributive
marker

that Qiong Yao always used DE, Eileen Chang al-
ways used DI, while Lu Xun’s DE ratio was 91.8%.
The analysis was based however on only three texts
per author.

The most in-depth study to-date focused on ad-
verbials derived from adverbs (Zhang, 2012). Four
factors for marker choice were identified: con-
ventional usage, random usage, syntactic usage,
and conscious usage. “Conventional usage” gov-
erns lexicalized adverbials, where the suffix can
be viewed as part of a fixed expression. “Random
usage” means the writer makes the choice uncon-
sciously from habit, background and knowledge,
which may in turn depend on social factors such as
educational level, age, and gender. For example, a
higher level of education is a strong predictor for
DI. Thirdly, “syntactic usage” refers to cases where
the syntactic environment determines the choice.
For example, when the adverbial modifies a dever-
bal object, DE is favored to “harmonize” with a
verb in nominalized form. Most relevant to this
study is “conscious usage”, where the writer de-
liberately makes the choice for stylistic purposes.
Statistics from two corpora of contemporary Chi-
nese suggested that the choice is correlated with
adverb categories (Zhang, 2012).

The present study differs from previous research
by focusing on marker choice in literature, in which
marker choice was likely more carefully and in-
tentionally made, and by presenting a diachronic
analysis of well-known authors.

4 Data

There is no publicly available, large-scale corpus
of Chinese text with annotations on adverbial mark-
ers. This section describes the automatic creation
of such a corpus to support this study. After present-
ing the textual material of the corpus (Section 4.1),
we describe the adverbial identification algoritm
(Section 4.2) and its evaluation (Section 4.3).

Author # texts # characters
Guo Moruo 40 255,198
Lao She 405 1,752,079
Lu Xun (non-translation) 283 652,788
Lu Xun (translation) 107 2,205,225
Mao Dun 76 1,439,051
Shen Congwen 241 1,846,914
Yu Dafu 44 317,356
Total 1,196 8,468,611

Table 2: Statistics on the six authors represented in our
corpus

4.1 Textual material

Literary texts are ideal for studying adverbials since
the marker choices therein are more likely to be
consciously rather than randomly made. We com-
piled a corpus of literary texts written during and
after the Vernacular Movement, when the DE/DI
choice was formalized. We downloaded from the
Baiwan Shuku website3 all texts written by six
prominent Chinese authors: Guo Moruo, Lao She,
Lu Xun, Mao Dun, Shen Congwen and Yu Dafu.
As shown in Table 2, this corpus consists of over 8
million characters in 1,089 texts.

Just as there are lexical differences be-
tween translational and non-translational Chinese
text (Xiao, 2010), there can potentially be differ-
ences in marker choice, since translators are ex-
posed to the adverbial suffixes in the source text.
More generally, adverbial constructions could be
influenced by literal translations from Japanese and
European languages (Gunn, 1991, p.264). To de-
termine if the influence from translation might be a
confounding variable in our study, we divided the
writings of Lu Xun, who has the largest amount
of translation works among the six authors in our
corpus, into the “translation” and “non-translation”
portions (Table 2).

3http://www.millionbook.com/mj/index.html

3



Semantic category DE ratio % DE-leaning
Communication 54.7% 78.6%
Caused-motion 58.1% 57.1%
Perception 58.7% 74.4%
Cognition 69.5% 75.0%
Emotion 84.9% 84.8%

Table 3: DE ratio of adverbials modifying verbs in
different semantic categories, and the % of DE-leaning
base words

4.2 Automatic adverbial identification

Existing adverbial identification algorithms (Xing
et al., 2020) assume the standard marker DI. In a
word-segmented Chinese text, DI-adverbials can
be reliably identified by searching for DI and its
preceding word. For DE-adverbials, however, a
similar search for DE would yield low precision,
since it also matches DE that marks attributives.

We adopted the adverbial identification algo-
rithm proposed by Xie et al. (2021), based on word
segmentation, POS tagging and dependency pars-
ing by the HanLP Chinese parser.4 This algorithm
first identifies candidate base words, i.e. defined as
all words followed by DE or DI. It then retrieves
its head word, i.e. the parent of the candidate base
word in the dependency tree. If the part-of-speech
(POS) of the head word is a noun, DE marks an
attributive and the instance should be excluded; if
the head word is an adjective or verb, DE marks an
adverbial and the instance should be included.

4.3 Evaluation

To ensure an adequate level of annotation accuracy,
we evaluated the performance of the adverbial iden-
tification algorithm. A native speaker of Chinese
with formal training in linguistics examined 1196
occurrences of three candidate base words5 in the
writings of Guo Moruo, Mao Dun, Lao She, and
Lu Xun. Each occurrence was labeled as one of
the following: base word in a DE-adverbial; base
word in a DI-adverbial; adverb with no suffix; or,
not used as an adverb.

As expected, the extracted adverbials were al-
most always true positives, with precision at 100%
for DI-adverbials and 97.25% for DE-adverbials.
Recall for DI-adverbials reached 93.56%, with the
false negatives mostly caused by word segmenta-

4https://github.com/hankcs/pyhanlp
5慢慢 manman ‘slow’, 客气 keqi ‘courteous’ and 高兴

gaoxing ‘happy’

Author DE Ratio % DE-leaning
Mao Dun 19.2% 12.7%
Guo Muoro 29.3% 25.4%
Lu Xun 57.2% 62.2%
Yu Dafu 81.4% 83.4%
Lao She 86.5% 90.8%
Shen Congwen 97.6% 99.3%
Overall 60.7% 61.2%

Table 4: DE ratio and percentage of DE-leaning base
words by author

tion errors on the base word. Recall was lower for
DE-adverbials (79.20%) because of POS ambiguity
for the head word.

5 Semantic categories of head word

The verb modified by the adverbial, which we refer
to as the “head word”, may influence the choice of
adverbial marker. Specifically, we examine if there
is any correlation between the semantic category
of the head word and marker choice. We adopted
the frame categories in Mandarin VerbNet (MVN)6

as the semantic taxonomy for testing this hypothe-
sis. A widely used verbal semantic database, MVN
uses a schema-based meaning representation and
constructional patterns for its frames (Liu and Chi-
ang, 2008).

MVN provides a list of verbs for each frame.
Our analysis centers on the five top-level frames
(Table 3) with the largest number of verbs attested
in our corpus. In the Communication frame (64
verbs), a speaker conveys a message or interlocu-
tors make a conversation. The Caused-motion
frame (39 verbs) is concerned with an agent caus-
ing a figure to move. Perception (47 verbs)
involves a perceiver perceiving a phenomenon
through his or her body part. A cognizer in the
Cognition frame (21 verbs) either conducts a
mental/intellectual activity, or undergoes a men-
tal/intellectual state. Finally, the Emotion frame
(62 verbs) describes the emotional state of an ex-
periencer or affectee, which may be provoked by a
stimulus or caused volitionally by an affector.

As shown in Table 3, the Emotion verbs have
notably higher DE ratio (84.9%) and DE-leaning
base words (84.8%) than other categories. The
large number of stative verbs, which highlight the
description of the situation (Zhang, 2012), may
account for the preference for the non-standard

6http://verbnet.lt.cityu.edu.hk
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Figure 1: DE ratio of Mao Dun

marker. This explanation would also be consis-
tent with the fact that the Cognition category,
which also contains many stative verbs, attained
the second-highest ratio (69.5%). In comparison,
categories with more dynamic verb phrases, such
as Caused-motion, are more likely to use DI.

6 Analysis

Our analysis focuses on the four authors with the
most text in our corpus (Table 2), namely, Lu Xun,
widely regarded as the founder of modern Chinese
literature; followed by Shen Congwen, Lao She
and Mao Dun, who inherited his innovations but
also developed their own distinctive styles. Lit-
erary critics have distilled their writing styles as
follows: “historical” and “political” for Mao Dun;
“melodramatic” and “farcical” for Lao She; and
“lyrical” and “nativist” for Shen Congwen (Wang,
1992, p.292).

We automatically annotated all adverbials in our
corpus with the adverbial identification algorithm.
The overall marker choice by the authors are shown
in Table 4, ranging from Shen Congwen who was
highly partial to DE, to Mao Dun who heavily
leaned DI. A diachronic analysis reveals signifi-
cant evolution in marker choice for some of the
authors. Figures 1 to 5 plot the DE ratio for each
year during which the author’s works contained at
least 5 instances of DE-/DI-adverbials. The overall
trend, which can be obscured by yearly fluctuations,
is often better visualized with a moving average.
Hence, the figures also provide curves that plot the
average DE ratio within the 5-year window cen-
tered on each year.

6.1 Preference for standard marker

Mao Dun consistently preferred the standard
marker DI throughout his career. Both his DE ratio
(19.2%) and percentage of DE-leaning base words
(12.7%) are by far the lowest among the six authors.
As a moving average, his DE ratio rarely exceeded
20% before 1950 and increased only slightly there-
after (Figure 1).7

Mao Dun played a major role in introducing
Western literary ideas and masterpieces to China.
His conscientious adoption of the standard adver-
bial marker is consistent not only with his com-
pliance with the new punctuation standards (Tan,
2006), but also his advocacy for “European-style”
grammar. Further, Mao Dun is celebrated for his
“historical” novels, which interweave real and fic-
tional episodes. Relative to other genres, these nov-
els are favorable to DI usage with their description
of historical events.

6.2 Preference for non-standard marker

At the other end of the spectrum lies Shen Cong-
wen, who hardly adopted the DI and scored 97.6%
in DE ratio. His strong preference for the non-
standard marker endured throughout his career
(Figure 2).8 Indeed, all but two base words are
DE-leaning in his writing (99.3%).

Shen Congwen is known for his “lyrical style”,
a style that exhibits “features of poetic expression”,

7The occasional spikes were caused by relatively small
samples sizes, between 8 to 11 instances for the years 1934,
1937, 1940, 1944 and 1945.

8The only exception was in 1949, when there were 2 DE
instances and 3 DI instances.
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Figure 2: DE ratio of Shen Congwen

with “emphasis on an intensified expression of emo-
tion” (Wang, 1992, p.224). The strong association
of emotion verbs to the non-standard marker (Sec-
tion 5) is consistent with his high DE ratio. Fur-
thermore, in Modern Chinese literature, Shen is
considered the most important of the “native soil”
writers, who emphasized regional identity in their
writing. Shen captured the landscape and lives
of his provincial home in West Hunan. Since his
works focused on local communities and regional
culture, his literary language was likely less influ-
enced by foreign languages. On the contrary, it
may have been influenced more by classics such as
the Dream of the Red Chamber, along with their
DE usage, since Shen combined classical Chinese
writing techniques with the vernacular style. Both
factors would contribute to the absence of the stan-
dard marker in his writing.

6.3 From non-standard to standard marker

Second only to Shen Congwen, Lao She has a
DE ratio of 86.5%. Lao She mostly used the non-
standard marker: 90.8% of his base words are DE-
leaning. Although Lao She at first glance resembles
Shen in marker usage, diachronic analysis reveals
a dramatic change over his career.

Until 1946, Lao She’s pattern is comparable to
Shen Congwen, with DE ratio consistently over
90% as a moving average (Figure 3). Among the
first to adopt the vernacular in fiction, Lao She is
known for his incorporation of colloquialisms, es-
pecially Beijing idiomatic speech, in his writing.
Many adverbial phrases and onomatopoeia employ
the non-standard marker, as is the case for a major-

ity of the examples given by (Cui, 2008, p.87-90)
to illustrate his oral style of writing. Furthermore,
Lao She exhibited “emotional spectacle”, “gestural
hyperbole”, and “verbal extravagance”, in contrast
to the “emotional restraint”, “symbolic subtlety”,
and “linguistic economy” of Lu Xun (Wang, 1992,
p.18). The prevalence of DE can thus be partially
explained by the association of emotion verbs to
the non-standard marker (Section 5).

The early 1950s saw the beginning of the ‘nor-
malization’ movement, which appeared to have
a significant effect on Lao She’s marker choice.
Lao She began to decrease the amount of regional
speech and local dialect in his writing in favor
of the style of the “common language” or Pu-
tonghua (Gunn, 1991, p.115). Reflecting this
change, his DE ratio drastically decreased from
over 70% to only 20% in 1952. Thereafter the stan-
dard marker remained his preferred choice, in line
with the fact that his last novel, published in 1961,
contained much fewer non-standard sentences than
earlier ones (Cui, 2008, p.236).

6.4 From non-standard to standard and back

Figures 4 and 5 show the marker usage in the non-
translation and translation works of Lu Xun, who
has an overall DE ratio of 57.2%, with 62.2% of his
base words DE-leaning (Table 4). The similarity
between these two figures visualizes the fact that
translation did not have a statistically significant
impact on marker choice (cf. Section 3.2).

Three phases in Lu Xun’s marker usage may
be discerned from these figures. An initial period,
dominated by the non-standard marker, lasted from
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Figure 3: DE ratio of Lao She

1917 to 1924. Lu Xun’s preference for DE in this
period explains the 91.78% DE ratio reported by
Ho (2015), which is much higher than the 57.2%
in our corpus (Table 4). The ratio in Ho’s study
considered only three texts, all of which were writ-
ten during this period; in contrast, our corpus also
includes works from the two subsequent periods.

As Lu Xun absorbed mixed language features
during the Vernacular Movement, he entered a sec-
ond period around 1924-25. The DE ratio dropped9

from 86.4% in 1924 to 23.9% in 1925, a dramatic
change reflecting the “innovative work in style” in
1925 noted by Gunn (1991, p.95). The standard
marker became prevalent, for example, in the nov-
els The Divorce, Articles under the Lamplight and
What Happened to Nora After She Left. His DE
ratio would remain low into the early 1930s with
his literary language under the influence of Euro-
peanization.

In the 1930s, Lu Xun returned to the non-
standard marker as he became an activist advo-
cating for reform and simplification of the Chinese
language. The call for a “mass language” gathered
steam towards the end of the Vernacular Movement,
with the goals of eradicating illiteracy and giving
ordinary people access to writing. Subsequently
the Latinized New Writing movement blurred the
distinction between the two markers, leading to the
re-emergence of the unified use of DE. An advocate
of Latinization, Lu Xun reverted to non-standard
market, returning to the high DE ratio in the initial
period.

9Lu Xun also used more DI than DE in 1923, but there
were only 5 samples in that year.

7 Conclusion

We have presented the first large-scale, quantitative
study on adverbial markers in modern Chinese lit-
erature. Drawing on over 8 million characters of
literary texts, we investigated the usage of standard
and non-standard adverbial markers among six ma-
jor authors in the 20th century. A semantic analysis
reveals that the non-standard marker DE is more
frequent when when the adverbial modifies a head
word that expresses emotion, compared to other
semantic categories. Further, a diachronic analysis
shows that marker choice is correlated to text genre
and register, for example Mao Dun’s preference
for the standard marker and Shen Congwen’s pref-
erence for the non-standard. Marker choice also
reflects the evolution of writing style amidst histor-
ical linguistic developments, as shown in the case
of Lu Xun and Lao She.

This research can be extended in several dimen-
sions. The influence of the base word can be fur-
ther examined. More fine-grained semantic tax-
onomies on head words can potentially yield new
insights. Finally, as language change continues
to affect marker choice, it would be interesting to
study whether and how contemporary writers differ
from their counterparts in the 20th century.
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Figure 4: DE ratio of Lu Xun (non-translation)

Figure 5: DE ratio of Lu Xun (translation)
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Abstract
Poem generation with language models re-
quires the modeling of rhyming patterns. We
propose a novel solution for learning to rhyme,
based on synthetic data generated with a rule-
based rhyming algorithm. The algorithm and
an evaluation metric use a phonetic dictionary
and the definitions of perfect and assonant
rhymes. We fine-tune a GPT-2 English model
with 124M parameters on 142 MB of natural
poems and find that this model generates con-
secutive rhymes infrequently (11%). We then
fine-tune the model on 6 MB of synthetic qua-
trains with consecutive rhymes (AABB) and
obtain nearly 60% of rhyming lines in samples
generated by the model. Alternating rhymes
(ABAB) are more difficult to model because
of longer-range dependencies, but they are still
learnable from synthetic data, reaching 45% of
rhyming lines in generated samples.

1 Introduction

The quality of texts generated by language models
(LM) has improved tremendously in recent years.
While their factual accuracy is still open to debate,
this is not an issue when using LMs with a cre-
ative purpose, in particular to generate works of
art such as poems. In the recent past, LMs were
put to use for poetry generation in several studies
(Hopkins and Kiela, 2017; Lau et al., 2018; Van de
Cruys, 2020; Wöckener et al., 2021; Uthus et al.,
2022; Ormazabal et al., 2022), which found that flu-
ency and intelligibility reached satisfactory levels.
However, poems often exhibit structural, text-level
properties that are still quite difficult to manage
by LMs: rhyming patterns and division into verses
and stanzas. While not all poems make use of these
properties, a convincing LM for poetry generation
should be able to deal with them.

In this paper, we focus on the first property and
propose a method to adapt an LM so that it gen-
erates rhyming verses, with modest computing re-
quirements. We start from an unconstrained au-

toregressive LM, in our case GPT-2, which we
fine-tune first on a poetry corpus of about 120 MB
to improve its style (Section 3). We design a rule-
based system which modifies text generated by the
LM so that it obeys a given rhyming pattern while
retaining acceptable fluency, and we generate two
datasets of 160k lines (6 MB) each with the AABB
and ABAB patterns (Section 4). We further fine-
tune the LM on these synthetic datasets in order
to generate rhyming verses with the respective pat-
terns, thus showing that they can be learned by a
moderately-sized LM (Section 5).

We also introduce a rhyming metric (see Sec-
tion 2) based on an English rhyming dictionary,
and use it throughout the study to count the pro-
portion of perfect and assonant rhymes generated
by a model. We find that this is very low (11%)
for the LM fine-tuned on natural poetry with vari-
able rhyming patterns, but increases to around 60%
when the LM learns only the AABB pattern from
synthetic data. The ABAB pattern is more chal-
lenging, but can still be learned, reaching around
45% rhyming lines. In the conclusion (Section 7),
we discuss some issues related to the integration
of the rhyming LMs into an existing, operational
system for interactive poetry generation.1

Our contributions are the following:

• a metric computing how many lines have per-
fect or assonant rhymes that conform to a
given pattern in English;

• a rule-based algorithm to generate rhyming
lines of a given pattern, based on a GPT-2 LM
fine-tuned on poetry;

• a demonstration that even medium-scale LMs
can be fine-tuned to learn a rhyming pattern
from machine-generated poems;

• evidence that local rhyming patterns are more
easily learned than those implying longer-
range dependencies.

1Source code available at github.com/heig-iict-ida/crpo.
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2 Measuring the Number of Rhymes

A criterion for measuring the number of rhyming
verses is key for the present study. We present a
metric that distinguishes between perfect rhymes,
assonant rhymes, and no rhymes, using a rhyming
dictionary derived from an English pronunciation
dictionary. We test it on a corpus of human poetry
annotated for rhyme and show that its accuracy is
sufficient for use in this study.

2.1 Definitions of Rhymes
Following a widespread definition,2 also adopted
by Van de Cruys (2020), a perfect rhyme is the
identity of the final vowel and consonant sounds
of a word, starting with the first vowel of the last
stressed syllable. An assonant rhyme is the identity
of the final vowels in the last stressed syllable, but
not of the ending consonant.

Since the addition of stress information would
reduce the amount of available candidates for a
rhyme, we simplify the definition of a rhyme be-
tween words w1 and w2 as follows, using the pho-
netic representation of each word phon(w).

1. We have a perfect rhyme if phon(w1) and
phon(w2) end with the same vowel followed
by the same consonant(s), if any.

2. We have an assonant rhyme if phon(w1) and
phon(w2) end with the same vowel, followed
by one or more non-identical consonants.

3. Otherwise, the lines do not rhyme.

2.2 Construction of the Rhyming Dictionary
To apply the preceding definitions, and to gener-
ate rhymes according to them, we build a rhyming
dictionary starting from the Carnegie Mellon Pro-
nouncing Dictionary of English.3 The dictionary
contains pronunciations of 123,631 English words.
Each word is associated with a series of phonemes
coded using ASCII letters only, for example ‘K AE
M P EY N’ for the word ‘campaign’.

We distinguish 15 phonemic vowels (e.g., ‘AH’,
‘AW’, ‘EY’, ‘OY’) and consider all other phonemes
as consonants. To each word from the dictionary
we associate two strings.

1. The last phonemic vowel and all the conso-
nants following it (if any), to allow testing for
perfect rhymes.

2See e.g. rhymenow.com/types-of-rhymes.
3Freely available from svn.code.sf.net/p/cmusphinx/code/

trunk/cmudict/sphinxdict/cmudict_SPHINX_40.

2. The last phonemic vowel only, whether it is
followed or not by consonants, to allow testing
for assonant rhymes.

Examples of entries in our rhyming dictionary are
therefore (‘campaign’ → ‘eyn’, ‘ey’), (‘copycodes’
→ ‘owdz’, ‘ow’), (‘vanilla’ → ‘ah’, ‘ah’), (‘do’ →
‘uw’, ‘uw’), and (‘wouldn’t’ → ‘ahnt’, ‘ah’).

To help with rule-based generation of rhymes,
we create two dictionaries that invert the first one,
for efficiency reasons. One has the strings defining
the perfect rhymes as keys and the corresponding
words as values – for instance (‘eyn’ → . . ., ‘cam-
paign’, ‘overtrain’, ‘plane’, . . .) – and the other one
has the strings defining the assonant rhymes as keys
and the corresponding words as values. The first
additional dictionary has 1,356 keys (word endings
for perfect rhymes) and an average number of 91
words per key, while the second one has only 15
keys (the number of phonemic vowels) and an av-
erage of 6,507 words per key, ranging from 576 to
34,037.

2.3 Definition of the Metric
The proposed metric for rhymes follows from the
definitions above, and makes use of the first dic-
tionary. Given two words – the ending words of
two lines of poetry – we compare their entries in
the dictionary. If the first strings are identical, then
we count a perfect rhyme. If they are not, we ex-
amine the second strings, and if they are identical,
then we count an assonant rhyme. If not, then we
consider that the words do not rhyme. The order
of testing is important, because for words ending
with a vowel, such as (‘vanilla’ → ‘ah’, ‘ah’) and
(‘Godzilla’ → ‘ah’, ‘ah’), both entries match, but
we want to consider this as a perfect rhyme.

To apply the metric, the lines of the poem are
first tokenized using NLTK’s word_tokenize()
function.4 If a line finishes with punctuation, we
discard it and examine the last word of the line. If
the line ends with a contraction (such as ‘wouldn’t’)
we join back the two resulting tokens generated by
word_tokenize(). If a word does not appear in
the pronunciation dictionary, then we search for the
most similar one in terms of string edit distance us-
ing the get_close_matches() function from the
‘difflib’ Python package (a time-consuming opera-
tion). We experimented with restricting the simi-
larity search to the initial parts of words, because
changing the end changes the rhyme, but did not

4From www.nltk.org.
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Our metric
Perfect rhyme Assonant rhyme No rhyme

Human Rhyming 27,174 (78.8%) 680 (2.0%) 6,628 (19.2%)
annotation Not rhyming 4,209 (1.3%) 25,163 (7.9%) 290,633 (90.8%)

Table 1: Confusion matrix for rhyming detection by our metric vs. human annotation.

observe significant differences when validating the
metric.

2.4 Validating the Metric

We validated our metric on the Chicago Rhyming
Poetry Corpus5 which includes English poems an-
notated with their rhymes. For each poem, the
annotation marks the last word of each line with
an index number, and co-indexes rhyming words.
For instance, a three-line stanza could be annotated
as “house pain souse” followed by “1 2 1”, indicat-
ing that its lines end respectively with the words
‘house’, ‘pain’ and ‘souse’ and that the first line
rhymes with the third one.

From the corpus, we derive ground-truth pairs of
rhyming and non-rhyming words. For each anno-
tated stanza with k line-ending words, we consider
all k(k − 1)/2 pairs of words and separate them
using the annotations in rhyming or non-rhyming
pairs. During this process, we found a small num-
ber of annotation inconsistencies, and we checked
how many words are actually present in our pro-
nunciation dictionary. As for some poets the total
number of unknown words is quite high, we ex-
clude them from the dataset, on the grounds that
their vocabulary or spelling is too different from
modern use.6

In fact, the human assessment of rhymes may
not be 100% reliable, due to the evolution of pro-
nunciation and the imperfections of the annotation
process. Additionally, some pairs annotated as
non-rhyming may in fact rhyme, but have not been
annotated as such since they do not fit the rhyming
schema of the poem. The creation of a validation
corpus can thus be improved, but the goal is to
obtain the most reliable rather than the largest pos-
sible dataset, in order to validate the metric. Over-
all, we obtained 34,482 rhyming word pairs and
320,005 non-rhyming ones.

We assessed if our metric, given each word pair,
can correctly label it as rhyming or non-rhyming.

5github.com/sravanareddy/rhymedata
6These are, by decreasing numbers of unknown words:

Spenser, Lovelace, Drayton, Jonson, Kipling, and Byron.

As the metric distinguishes perfect from assonant
rhymes, we may or not merge these two categories.
Results are shown in Table 1. If we merge perfect
and assonant rhymes, our metric finds 80.8% of the
rhymes (most of them perfect) but also labels 9.2%
of non-rhyming words as rhyming (F1 = 0.61). To
maximize the F1-score, it would seem preferable
not to count assonant rhymes (then F1 = 0.83) but
in what follows we will count both types of rhymes.

Upon inspection, recall errors are often due to
words that are absent from the pronunciation dic-
tionary, and when replaced with similarly-spelled
ones, their pronunciations differ. For instance,
‘marinere’ → ‘mariner’ no longer rhymes with
‘hear’, or ‘thro” → ‘throw’ no longer rhymes with
‘flew’. In other cases, the pronunciation in our
dictionary does not match the one considered by
the poet: ‘stood’ rhymes with ‘blood’ and ‘thus’
rhymes with ‘albatross’ according to the corpus,
but not in our dictionary. As for precision errors, a
large part of them are assonant rhymes which are
not annotated in the corpus. For instance, ‘there’-
‘around’-‘howl’d’-‘swound’ is annotated as ABCB
but we detect an assonance because the last three
words have the same final vowel. Finally, annota-
tion mistakes in the corpus can lead to both types
of errors, e.g. ‘close’-‘beat’-‘sky’-‘eye’-‘feet’ is
annotated as ABCCC in the corpus but correctly
labeled by us as ABCCB.

3 An Auto-regressive Language Model
Fine-Tuned on Poetry

Our starting point is GPT-2 (Radford et al., 2019),
a general-purpose decoder LM for English. We
use the Python implementation provided by the
Huggingface library (Wolf et al., 2019).7 We en-
able the model to generate poetry by fine-tuning it
first on a corpus of English poetry (3.1), and then
by designing constraints so that its output has the
form of a poem, with lines and stanzas (3.2). We
evaluate the frequency of rhymes in the output of
this model using our metric (3.3), before moving

7huggingface.co/gpt2
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on to its specific training for rhyming in the next
sections.

3.1 Fine-tuning GPT-2 on Poetry
We use the Gutenberg Poetry Corpus8 composed of
approximately 3 million lines of poetry extracted
from hundreds of poetry books from Project Guten-
berg. Unlike the Chicago Rhyming Poetry Corpus
used for validation in Section 2.4, we do not filter
out any author. We convert the corpus from the
JSON format it into raw text, with poetry lines sep-
arated by newline characters (‘\n’) and no blank
lines. Therefore, all information about stanzas,
poems and books is removed, and we also delete
quotation marks and dashes. However, to empha-
size the importance of lines, we prefix each line
with a ‘<start>’ tag, which will help generation.
The result is a text file with 3,085,063 lines (142
MB). On this data, we fine-tune the smallest GPT-2
model (124M parameters) for three epochs, which
takes ca. 3 hours on a single Nvidia GeForce RTX
3080 GPU.

3.2 Setting the Poem’s Form
Generating text in a form that is typical of poetry is
essential for considering rhyming patterns because
without a division into lines (verses) there are no
line endings that can rhyme. A general discussion
of form constraints is out of the scope of this paper
(see Section 4.1 of Popescu-Belis et al., 2022), and
we summarize the approach as follows.

We give the desired structure of the poem – num-
ber of stanzas, number of lines in each stanza, and
number of syllables in each line – to the following
algorithm. The first two parameters are easy to con-
strain, by inserting one or two newline characters.
However, it is harder to constrain GPT-2 to gener-
ate a pre-specified number of syllables in a line. We
generate the poem line by line, with decoding by
sampling according to the word probability gener-
ated by GPT-2, modulated by a temperature factor.
To generate line k, we provide GPT-2 with lines
1, 2, . . ., k − 1 as context. To obtain the expected
number of syllables SE in line k, we loop through
the following steps:

1. Require GPT-2 to generate a line L with a
fixed number of tokens, computed from SE

using a ratio of 1.5 syllables per token.9

8github.com/aparrish/gutenberg-poetry-corpus
9Technically, the decoder is given a maximum length, but

in practice, we never observed end-of-sequence symbols, so
this length is always reached.

2. Count the actual number of syllables SL of
the line L, using an algorithm for English by
Emre Aydin (found at eayd.in/?p=232).

3. Exit the loop with L if SL = SE , or after 10
iterations.

3.3 Number of Rhymes of the Baseline
Using the GPT-2 model fine-tuned on poetry, we
evaluate the number of rhyming verses as a term
of comparison with further models. As we cannot
make any prior assumption on the rhyming pattern,
we simply group the generated verses into pairs (or
couplets) by inserting a newline every other verse.
When applying our metric to a set of 4,000 couplets
generated in this way, we find that only 4.3% have
perfect rhymes, while 6.6% have assonant rhymes,
and the remaining 89.1% do not rhyme at all.

4 Synthetic Data with Rhymes:
Rule-based Generation

We use a rule-based approach to modify the poems
generated by the previous model so that they fol-
low a given rhyme scheme, which is specified in
conventional form (e.g. AABB, ABAB or ABBA).
This is part of our earlier interactive system for po-
etry generation (Popescu-Belis et al., 2022) which
combines LMs with rules governing form, rhymes,
topics and emotions.

The rule-based rhyming algorithm parses the
scheme, and for every second line of a rhyme (e.g.,
given AABB, for the second and fourth lines), it
modifies the last word so that it rhymes with the last
word of the previous line. The inverted rhyming
dictionaries presented in Section 2.2 and the fine-
tuned GPT-2 model are used as follows.

The algorithm obtains from the first dictionary
the perfect rhyme ending the word to replace, and
it searches the second dictionary for all the words
that share this perfect rhyme. If none is found, the
words sharing the respective assonant rhyme are
used instead. Each word is inserted in the entire
line and the result is submitted to GPT-2, which
generates a likelihood score for each of these se-
quences. The replacement word leading to the
highest score is selected. Therefore, to generate
rhyming poems, we first generate a non-rhyming
one and then we re-generate the last words so that
they rhyme according to the given patters.

Using this strategy, we generate large numbers of
poems, first with the AABB rhyming pattern, and
later with the more challenging ABAB pattern. For
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each pattern we generate 20,000 quatrains (four-
line stanzas) resulting in about 6 MB of text. Some
cleaning of the data is necessary because some lines
are made mostly of punctuation or include special
characters. About 0.04% of the lines are removed.
To simplify training, we insert a blank line after
lines AA and then BB of the quatrain, so that the
training data is made of rhyming couplets only.
Alternatively, to learn ABAB, we insert a blank
line after each quatrain. Our metric found that
the first dataset has a rhyming accuracy of 97.8%,
which is expected because the rhyming algorithm
and the metric make use of the same dictionary.

Moreover, as the LM must capture dependencies
between words at the end of lines regardless of
the punctuation, we hypothesize that if we remove
punctuation at the end of the verses in the training
dataset, the LM would better learn rhyming pat-
terns. The results below confirm this hypothesis.

5 Learning Rhyming Patterns from
Synthetic Data

5.1 Learning the AABB Pattern

Our first experiment with fine-tuning GPT-2 on
synthetic data studies the simplest rhyming pat-
tern, where two consecutive lines rhyme. As stated
above, the synthetic data is made of couplets, and
this is what we expect the fine-tuned model, called
GPoeT, to generate as well.

To measure the proportion of rhyming verses,
we consider only the couplets and exclude isolated
lines, or stanzas with an odd number of lines. This
ensures that we always test the rhyming of paired
lines in the sample data. During fine-tuning, we
generate ca. 50 kB of text every 10 epochs and mea-
sure the proportion of rhyming lines on this sam-
ple.10 Cleaning the isolated lines removes ca. 20%
of the text, a number which stays quite constant
during fine-tuning (red curve in Figures 1 and 4). In
other words, the model produces couplets in 80%
of the cases.

The evolution of the rhyming capabilities of
GPoeT during fine-tuning is shown in Figure 1.
The improvement with respect to the baseline (fine-
tuned on the Gutenberg Poetry Corpus only) is very
substantial, from a proportion of perfectly rhyming
couplets of 4.3% to 56.2% (a factor of 13). When
counting both types of rhymes, GPoeT generates
59% of rhyming couplets vs. 7.6% for the baseline

10On one GPU, 10 epochs take about 25 minutes.

Figure 1: Proportion of perfect and assonant rhymes
generated during the fine-tuning of GPoeT on AABB
synthetic data, for 100 epochs.

(a factor of 7.7). The proportion of perfect rhymes
rises quickly and then converges to around 56%
after 70 epochs, while the proportion of assonant
rhymes remains quite constant, likely because the
data used for fine-tuning has only perfect rhymes.
From the evolution of the curves, the system has
likely reached its maximal performance.

The learning rate decreases linearly with the
number of steps, from 5× 10−5 to 9× 10−7 along
10 epochs. After 10 epochs we reset the learning
rate to the initial value. In this way, we force larger
updates of the parameters at regular time intervals,
which makes the model more robust, following
our insights from low-resource machine translation
(Atrio and Popescu-Belis, 2022). This may im-
prove training, as opposed to a learning rate that
decreases too quickly. We can see in Figure 2 that
the validation loss globally decreases over time,
with small increases every 10 epochs when the
learning rate is reset.

Figure 2: Evolution of the validation loss while learning
the AABB pattern.
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We validate the use of quatrains stripped of the
final punctuation for training, hypothesizing that
such tokens may hinder the learning of rhymes.
We compare the proportion of rhymes generated by
GPoeT after fine-tuning for 10 epochs on the syn-
thetic quatrains when the final punctuation is kept
versus deleted. The results shown in Table 2 con-
firm that deleting the punctuation from the training
data is beneficial, and GPoeT was trained beyond
10 epochs on this data only.

Final punctuation
Metric kept deleted
Perfect rhymes 13.8% 18.4%
Assonant rhymes 8.1% 7.2%
No rhyme 78.1% 74.4%

Table 2: Scores after 10 epochs on fine-tuning on data
with or without punctuation at the end of the lines.

We also experiment with a promising approach
for accelerating fine-tuning. We alternate between
(1) training on the full synthetic dataset for 20
epochs, and (2) training on a dataset containing
only the last word of each line (i.e. pairs of rhyming
words) for 10 epochs. The second stage is much
quicker, and as the obtained scores are similar, we
believe that training only on the rhyming words of
lines should be studied in more detail in the future.

5.2 Sample Outputs of GPoeT

We provide below two unedited excerpts selected
from the sample generated by the last GPoeT check-
point.

The prince of men in arms he heard
So bold, so bold the warrior plundered

That she herself in sorrow cried
My God! who made the earth so bide

She sees no other sun above
Nor in that cloudless sky doth dove

My God! who made the earth so fair
And on this cloudless night hath mair

—————————

To the sound of your sweet voice
As of a little bird at choice

As in a trance the dreamer hears
At length a voice, so deep, so here’s

That in itself it seems a sound
It is as if a great brown ground

Figure 3: Proportion of perfect and assonant rhymes
when training on natural AABB data for 50 epochs.

5.3 Learning from Natural Data

In this experiment, we attempt to teach GPoeT
the AABB rhyming pattern using natural rather
than synthetic data. We extract from the above-
mentioned Chicago Rhyming Poetry Corpus all
couplets with consecutive rhyming lines, resulting
in a dataset of 2.25 MB of text, mainly with perfect
rhymes (75% according to our metric). All other
parameters are identical to those of the previous
section.

The evolution of the proportions of perfect
rhymes and assonant rhymes generated every 10
epochs during training is shown in Figure 3. The
proportions are significantly smaller than in the
previous experiment, and as the total proportion
of rhymes never surpassed 20%, we only repre-
sent 50 epochs in the figure. While the model still
outperforms the baseline (which has only 7.6% of
rhyming verses), it is noticeably less successful
than the previous one. It is likely that the smaller
amount of data (by a factor of 3) and the larger
variety of the vocabulary used by human poets vs.
GPT-2 are the main causes of the lower perfor-
mance.

5.4 Learning the ABAB Pattern

The ABAB rhyming pattern seems more challeng-
ing to learn, as line-endings which should rhyme
are further apart, separated by one verse. In this
experiment, we use our second synthetic dataset,
with ABAB quatrains, without separating them into
couplets. Quatrains are separated by a blank line.
All other parameters are identical to those of the
first experiment.

We train the model until the scores stabilize,
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Figure 4: Proportion of perfect and assonant rhymes
generated every 10 epochs when training on ABAB
synthetic data.

which is around 80 epochs, as shown in Figure 4.
The proportion of perfect rhymes rises quickly and
converges at around 40%, with a total number of
rhyming verses (perfect and assonant) around 45%.
Among these, 82.6% are perfect rhymes. As be-
fore, to evaluate rhyming, we delete solitary lines,
i.e., lines that are not in a quatrain. The proportion
of lines retained is 51%, which is much less than
above (80%), likely because it is harder to learn to
generate a quatrain than a couplet. However, when
it generates a full quatrain, the model has clearly
learned the ABAB rhyming scheme, although to
a lesser extent than the AABB scheme (45% com-
pared to 59%).

6 Related Work

Before the advent of deep neural LMs, various
combinations of rule-based approaches and n-gram
LMs have been tried. For instance, McGregor et al.
(2016) defined a poem generation system which
included a phonological model “to impose a sense
of prosody” but not dealing with rhymes. In fact,
rhyming was not considered the most urgent prob-
lem to solve as LMs were struggling with fluency
and, especially, meaning.

Large neural LMs have brought high expecta-
tions regarding their capacities to generate struc-
tured texts such as poems, and clearly improved flu-
ency for high-resource languages. Poem generation
with GPT-2 (Radford et al., 2019) was discussed,
for instance, by Branwen and Presser (2019) in a
blog entry shortly after the model was made avail-
able. More recently, ChatGPT (OpenAI, 2022)
has tremendously improved the quality and rele-

vance of generated text. However, anecdotal evi-
dence shows that it cannot reliably generate a given
rhyming pattern.11 GPT-4 (OpenAI, 2023), an even
larger LM, is likely to improve this capability, as
initial analyses seem to show (Bubeck et al., 2023,
Sections 1.1 and 6.2).

LMs based on recurrent neural networks (RNNs)
were trained by Hopkins and Kiela (2017) on
1.5 MB of English sonnets, first with a sin-
gle phonetic model and HMM-based phonetic-to-
orthographic transliteration, and then with decou-
pled models for content vs. form. Rhymes from
the first model were exemplified, but not evaluated,
while the second approach targeted only rhythm,
but not rhyme.

‘Deep-speare’ (Lau et al., 2018) is a LSTM-
based system trained on sonnets (2,685 poems),
which includes a dedicated orthographic rhyming
model, distinct from the LM and from the rhythmic
model. The model learns to distinguish rhyming
from non-rhyming words in non-annotated qua-
trains, and during generation it is applied like our
rule-based algorithm to select line endings that
rhyme. Evaluation is done over word pairs from the
CMU pronunciation dictionary, using rules similar
to ours to determine ground truth; on this task, their
system reaches 0.91 F1-score.

Wöckener et al. (2021) trained an end-to-end
unidirectional word-level RNN on quatrains from
the Chicago Rhyming Poetry Corpus. The RNN
obeys user-specified constraints such as rhyme, al-
literation, sentiment, text length, and time period.
These are represented as a feature vector c and
concatenated to every input representation to com-
pute P (wt|wt−1

0 , c). Evaluation of rhymes is done
with a supervised model (Haider and Kuhn, 2018).
They also attempt to fine-tune GPT-2 on pseudo-
quatrains from Project Gutenberg, but find that the
model does not learn the relevant patterns. They
observe an accuracy of 7.5% for rhyming, when
compared with a random baseline of 4.2%.

For Chinese, one of the earliest systems using

11When asked ‘What are the possible rhyming patterns?”,
ChatGPT enumerates several patterns with definitions and
examples, but with factual mistakes such as “ABAB: In this
pattern, each line rhymes with the line that comes after it.”
Moreover, the example generated by ChatGPT for the ABAB
pattern is an ABCB stanza. When prompted to “write one
quatrain about the ocean, make the first verse rhyme with the
third one, and the second with the fourth”, ChatGPT gener-
ates three fluent quatrains, but with incorrect rhyming patterns
(AAAB, CCDE, and FFAA). Moreover, ChatGPT seems un-
able to reliably generate verses (or even plain sentences) with
a fixed number of syllables or words larger than about 7.
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RNNs was proposed by Zhang and Lapata (2014),
starting from user-provided keywords and gener-
ating a quatrain line-by-line, with pre-defined line
lengths and tonal patterns. Rhyming is only en-
forced between the second and fourth lines, simply
by disallowing the decoder to select ending charac-
ters that do not rhyme. The constraints are similar
to the method of Yan et al. (2013) who used a gener-
ative summarization approach. Li et al. (2018) built
a Chinese poem generator using a variational en-
coder and adversarial training, starting from a title.
Poems were evaluated for topic consistency, flu-
ency, and meaning, but not explicitly for rhyming.
Yang et al. (2019) studied the problem of gener-
ating a poem from prose and compared LSTM to
Transformer models, but did not model explicitly
rhymes, nor evaluated them.

PoeTryMe is a rule-based interactive poem
generation system initially designed for Por-
tuguese and later extended to Spanish and English
(Gonçalo Oliveira, 2017). In the interactive ver-
sion,12 assistance is provided to users for selecting
end-of-line words that rhyme, through a dictionary.
In the standalone Twitter bot (@poetartificial),
candidates which happen to contain rhyming lines
more than others are rewarded. Poem Machine
(Hämäläinen, 2018) is an assistant for Finnish,
which provides help for rhyming via a phonetic
dictionary, but does not select rhyming words au-
tomatically. Our own CR-PO system for French
(Popescu-Belis et al., 2022), combined a general
LM with topic and emotion-specific LMs, and with
rules for constraining form and rhymes (the latter
are used in this paper).

Hafez was one of the first systems to combine
interaction and deep neural LMs (Ghazvininejad
et al., 2016, 2017). The system gets the desired
features from the user, including keywords and sen-
timent, transforms them into transducers, and uses
a RNN filtered by these transducers to generate a
quatrain. Rhyming words are generated early in
the process, using word2vec similarity and a pho-
netic representation, typically in an ABAB pattern,
and afterwards they constrain the generation of the
poem. Henceforth, rhyming is always ensured.

Van de Cruys (2019, 2020) proposed a RNN
encoder-decoder architecture with attention, with
GRUs, for English and French poems. The model
is trained to generate a line of poetry given the pre-
ceding one, with a decoder part that models the

12See poetryme.dei.uc.pt.

new line in reverse order. The advantage of start-
ing from the last word, as for Hafez, is that it can
be sampled with a probability distribution that in-
corporates rhyming constraints, using a rhyming
dictionary similar to ours, with an additional bias
to avoid repeating the consonant group preceding
the final vowel [+ consonant]. In the experiments,
the ABAB CDCD pattern is always used. Human
judges ranked a set of 40 generated poems almost
as high as human ones on several parameters. No
scores are provided for rhyming alone, likely be-
cause it is nearly perfect given the architecture, but
the rhyming component improved scores of ‘poet-
icness’ and human-likeliness.

PoeLM (Ormazabal et al., 2022) uses a decoder
(GPT-style with 350M parameters) to learn rhythm
and syllables from a large corpus of prose in Span-
ish and Basque. Input text is segmented into
phrases, and for each set of phrases of a sentence
a set of tags is prepended to the sentence, e.g.
<LEN:11><END:ura> for an 11-syllable phrase
finishing with ‘-ura’. PoeLM learns these control
tags and can leverage them to generate lines of po-
etry of desired length and endings. However, as
the model does not learn rhyming rules (i.e. iden-
tity of syllables) but only identifies actual syllables,
poem generation must start by specifying exactly
the ending syllables of each line. Evaluation is
done by completing the initial line of human po-
ems with PoeLM, and then asking human judges
which version they prefer.

ByGPT5 (Belouadi and Eger, 2022) is a
character-level Transformer-based decoder, with
generation conditioned on rhyme, meter, and allit-
eration. The model is initialized on the decoder of
ByT5 (Xue et al., 2022), trained on large amounts
of data, and then fine-tuned on a machine-labeled
corpus of pseudo-quatrains in English and German,
separately. Meter and rhyme are evaluated with
classifiers trained on labeled data. Overall, accord-
ing to automatic and human measures, ByGPT5
produces better results than ByT5 and subword-
level models such as GPT-2 and mT5.

7 Discussion and Conclusion

The rhyme-generating LM presented here, GPoeT,
is intended for integration in our interactive poem
generation system (Popescu-Belis et al., 2022).
While the experiments above show that rhyming
patterns can be learned from synthetic data, several
issues remain to be solved in future studies.
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Our rule-based rhyming algorithm operates on a
poem already generated by a LM with several other
parameters as input, e.g. a title or first verse, a de-
sired theme or emotion, and a poetical form (such
as a sonnet). We must now integrate GPoeT in this
pipeline, and ensure that the generated rhymes are
not altered by the other constrains of the system.
Moreover, we must ensure that the lexical diversity
of GPoeT is not reduced by its training on synthetic
data.

We intend to address the problem of generating
a desired form using the rule-based algorithm pre-
sented in Section 3.2, which takes advantage of a
maximum length for the LM decoder. It may seem
straightforward to replace GPT-2 with GPoeT in
this algorithm, in order to obtain rhyming lines of
a desired length, but our initial experiments have
shown that rhymes are less satisfactory when the
desired length is very different from the synthetic
data GPoeT was trained on.

Moreover, while our rule-based rhyme generator
can be easily adapted to any rhyming pattern, this
is not yet the case for GPoeT, which is trained on
one pattern at a time in our proof-of-concept. The
solution lies probably in using a labeling system to
indicate which lines must rhyme, and then training
a GPoeT model to learn the effects of labels rather
than a single rhyming pattern, in the style of the
CTRL model (Keskar et al., 2019).

In this paper, we demonstrated that rhyming is
learnable with LMs that can be efficiently fine-
tuned and queried with very moderate computing
requirements. The key to effective fine-tuning is
the use of synthetic data, which we showed how to
generate in much larger amounts than what human
poets have ever written. However, not all rhyming
patterns are learned equally well: a pattern that ex-
hibits longer-term dependencies such as ABAB is
harder to learn than a more local one such as AABB.
Overall, LMs that are able to deal with rhyme, and
later with form, are part of our ongoing effort to
design an interactive poetry generator, with the aim
of enhancing (but not replacing) human creativity.

Limitations

The technical limitations of this study were dis-
cussed to some extent at the beginning of the con-
clusion (Section 7) and will result in future investi-
gations regarding the generation of specific poetic
forms (and line lengths) and on-the-fly selection
of rhyming patterns. Our study relies on a pho-

netic dictionary of English, along with rhyming
definitions related to the English-speaking culture:
these must be redesigned when porting the system
to a new language. The results may have been lim-
ited by the use of a rather small LM and reduced
computing time, but this also has the advantage of
reduced power consumption, and makes it possible
to demonstrate the system on a standalone portable
workstation.

Ethics Statement

The ethical issues broadly related to the of LMs for
text generation also apply to poetry: the generation
of offensive content, the reproduction of unethical
stereotypes learned from the data, and the substitu-
tion of human creativity by machines. While we do
not have quick answers to these large societal ques-
tions, we observed that due to its training on classic
poetry, GPoeT is not likely to generate offensive
content (for instance, filtering out bad words has
proven unnecessary). Our goal is not the fully-
autonomous generation of poems, but co-creation
of poetry with human users, who have to steer the
system towards a desired form and topic. Our ap-
proach is intended to stimulate human creativity,
not to replace it.
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Abstract

Quotes are universally appealing. Humans rec-
ognize good quotes and save them for later
reference. However, it may pose a challenge
for machines. In this work, we build a new
corpus of quotes and propose a new task, quote
detection, as a type of span detection. We re-
trieve the quote set from Goodreads and col-
lect the spans through a custom search on the
Gutenberg Book Corpus. We run two types
of baselines for quote detection: Conditional
random field (CRF) and summarization with
pointer-generator networks and Bidirectional
and Auto-Regressive Transformers (BART).
The results show that the neural sequence-to-
sequence models perform substantially better
than CRF. From the viewpoint of neural ex-
tractive summarization, quote detection seems
easier than news summarization. Moreover,
model fine-tuning on our corpus and the Cor-
nell Movie-Quotes Corpus introduces incre-
mental performance boosts. Finally, we pro-
vide a qualitative analysis to gain insight into
the performance.

1 Introduction

Human beings have aesthetic appeal. They create
and enjoy different works of art. Among these, lit-
erary works contain the highest form of bookish
experience. People enjoy reading novels and high-
lighting textual segments that are distinctive and
memorable, which we can term quotes. Humans
can readily recognize good quotes and save them
for later reference. However, it may pose a chal-
lenge for machines since the quote detection task
relies mostly on semantic features such as memo-
rability and distinctiveness.

The Goodreads website1 stores a collection of
quotes that are extracted from different resources
to meet users’ expectations. This community-wide
interest has led us to propose a work in this context.

1goodreads.com/quotes

This paper proposes a new NLP task, quote de-
tection, as a variant of span detection, and releases
a benchmark quotes dataset. In the literature, there
is a movie quotes corpus for binary quote classifica-
tion (Danescu-Niculescu-Mizil et al., 2012). There
is also a similar task of quotation detection and
classification (Pareti et al., 2013, Papay and Padó,
2020, Vaucher et al., 2021) where the aim is to
extract/identify direct, indirect, or mixed speech
parts from the text. Quote detection is different and
unique in that spans represent the free-standing tex-
tual segments that are distinctive and favorable for
later reference (Table 1). A similar trend has been
in the Viral Texts Project, which interrogates the
qualities that cause literary texts to go viral by their
reprints in newspapers (Cordell and Smith, 2022).
Furthermore, quotes are different from subtexts as
subtexts underlie a new meaning connected with a
speaker’s motive in particular.

To challenge the problem, we first formulate it
as a sequence tagging problem and work with a
statistical baseline, conditional random field (CRF).
Secondly, we regard it as a type of summarization.
To have a baseline performance, we experiment
with two neural sequence-to-sequence models; the
pointer-generator network (Vinyals et al., 2015)
and Bidirectional and Auto-Regressive Transform-
ers (BART) (Lewis et al., 2020), respectively. The
solutions’ performances confirm that the task is
relatively easier than the existing summarization
problems but is a difficult sequence tagging prob-
lem.

The main contributions of this paper are: (a) a
corpus of 5015 quotes with their 10 sentence-length
left and 10 sentence-length right contexts; (b) a dis-
tinctiveness analysis based on language model log-
likelihoods and comparison against movie quotes
(the Cornell Movie-Quotes Corpus); (c) experimen-
tal results from summarization and sequence tag-
ging methods; (d) a qualitative analysis to give in-
sight on errors (whether they are mainly precision
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or recall-based).

2 A Corpus of Quotes

To construct the quote dataset, we rely on two pri-
mary resources. The first one is the Goodreads
platform which shares a voted collection of quotes.
The collection consists of 348, 085 instances, each
with Quote, Title, Author, Likes, and Tags columns.
We download this collection from Kaggle2. As
humans recognize good quotes and user rating is
an indicator for recognition, we exclude the rows
with ≤ 10 likes from the dataset. Another filter-
ing criterion is the language of quotes. We detect
the language with the help of Python’s NLTK li-
brary and remove the non-English quotes. After
these two filtering steps, the quote dataset includes
100, 837 rows.

The second resource is the free eBook library
Project Gutenberg3. We download books in plain
text format to check whether a quote appears in the
referenced book. For this purpose, we search the
title and author of the relevant books in the search
section of the Project Gutenberg site and collect
the book’s plain text links. Then, we scrape plain
texts using plain text links by the BeautifulSoup
library of Python. We remove the quotes that do
not comply with the UTF-8 standard and that give
a page not found error (404 error). We also exclude
song lyrics and philosopher speeches as we can-
not extract the contexts they appear from Project
Gutenberg. Finally, we discard quotes from some
books of contemporary literature that are not acces-
sible. After filtering, the total number of rows is
reduced to 8670.

To search for a quote in the plain text of the tar-
get book, we first trim the standard book header and
footer using regular expressions. Then, we have
a custom search based on the F1 score. We com-
pute the F1 score based on overlap-based precision
and recall definitions to determine the best possi-
ble match. In our context, precision is the ratio of
the number of shared words to the total number of
words in the target span, and recall is defined as
the ratio of the number of shared words to the total
number of words in the ground truth (quote). We
also consider the lengths of quotes in this proce-
dure, having faced the fact that a quote can be a
phrase within a sentence, a single sentence, or a
text made up of a group of sentences. Therefore,

2kaggle.com/datasets/faellielupe/goodreads-quotes
3gutenberg.org

we process a sliding window of quote length when
searching for the closest sentence or sentences in
the book text. For example, if the quote consists
of three sentences, we calculate the F1 score by
sliding over three sentences in the text and return
the three-sentence span with the highest score as
the most similar context for the quote.

The next step is the validation of the returned
spans. We arrange quotes in different bins based
on F1 score thresholds to decide whether each span
corresponds to the wanted quote. The match be-
comes better as the threshold increases, but the
dataset size shrinks. We observe that F1 scores in-
crease as the quote lengths decrease. On the other
hand, there is no noticeable difference in the quotes’
lengths in each bin. We choose the optimum F1
score threshold as 50%, with an average 2.40 sen-
tence count, 22.97 word count per sentence, and
5015 quotes in total.

In the construction of the final collection (T504),
each quote is enclosed by 10 left and 10 right sen-
tences. The appendix A.1 includes an example
instance.

2.1 Analysis on Distinctiveness of Quotes

Quotes are known to use distinctive vocabulary
(Danescu-Niculescu-Mizil et al., 2012). To check
the distinctiveness of our quotes dataset, we com-
pare quotes and non-quotes contexts in terms of
language use. In particular, we calculate negative
log-likelihoods based on a state-of-the-art language
model (GPT-2) (Radford et al., 2019) to measure
their unique vocabulary use. We rely on the Mann-
Whitney U non-parametric test of the null hypothe-
sis that there is no difference between the negative
log-likelihoods of quotes and non-quotes in our
dataset to test the statistical difference. The test
returns a p-value of P < .001, which confirms that
we can reject the null hypothesis in favor of the
alternative. Moreover, the negative log-likelihoods
for quotes are higher than their non-quote counter-
parts, which means that the vocabulary choice in
quotes is more discrete.

To further test the language characteristics of
our quotes dataset, we run the analysis of vari-
ance (Table 2) where the groups are the Cornell
Movie-Quotes Corpus quotes (Mov+), their nega-
tive samples (Mov−), our dataset’s quotes (T50+),
and our dataset’s non-quote contexts (T50−). We
first test the group null hypothesis and get a p-value

4https://cloud.iyte.edu.tr/index.php/s/YO407M8uAglLIY3
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Task Main Source / Structure of Input Indicators Examples

Quote
Detection

Free-form literary texts (books,
poems, lyrics)

Semantic features and
distinctive vocabulary

- There is always something left to love.
- No medicine cures what happiness cannot.

Quotation
Detection

Excerpts from direct or indirect
speech (news, political speech, di-
alog)

Quotation marks and
speech verbs

- “I’m in love with you,” he said quietly.
- Authorities say that the risk still remains.

Table 1: Quote vs Quotation Detection

of P < .001 to reject it safely. When we consider
pairwise differences, the results confirm a statisti-
cal difference between T50− and T50+ and Mov−

and Mov+. On the other hand, the test reveals
no difference between T50+ and Mov+, which is
another piece of evidence for quote recognition.
The negative mean differences in the µd column in
each row indicate that Group 1 has a lower negative
log-likelihood than Group 2, which again shows
that Group 1 has a higher probability of occurrence
based on the language model.

Group 1 Group 2 µd p-value Reject
T50− T50+ −43.98 0.001 True
T50− Mov− −31.91 0.001 True
T50− Mov+ −65.38 0.001 True
T50+ Mov− +12.06 0.507 False
T50+ Mov+ −21.39 0.063 False
Mov− Mov+ −33.46 0.022 True

Table 2: ANOVA on negative log likelihoods.
µd: mean difference, +: quote, −: non-quote

3 Experiments

3.1 Datasets
We experiment with two datasets as part of the
evaluation. The first is the proposed corpus (T50),
and the second is an adapted version of the Cornell
Movie-Quotes Corpus (Danescu-Niculescu-Mizil
et al., 2012). Although both datasets are similar in
nature, they are in different domains; the former is
on books while the latter is on movies. We briefly
describe the latter in the following subsection.

3.1.1 Cornell Movie-Quotes Corpus
Cornell Movie-Quotes (Danescu-Niculescu-Mizil
et al., 2012), is a dataset5 of movie scripts with
memorability annotations. It contains a total of
2197 memorable and non-memorable short text
pairs. The dataset also includes 6282 movie quotes
(IMDB memorable quotes), each linked to a movie
script line.

5cs.cornell.edu/~cristian/memorability.html

As the proposed task is quote detection rather
than quote classification, we need extended spans
of quotes. Since the dataset includes the full movie
scripts where the quotes appear, we expand each
quote with its left and right contexts, which are 4
script lines each, creating a total length of 9.

3.2 Baselines
3.2.1 Conditional Random Fields (CRF)
As the first baseline, we utilize conditional random
fields (CRF) (Lafferty et al., 2001) to catch the
span of quotes. Accordingly, each training sample
includes 10-length left and right contexts of the
quote and the quote itself. CRF computes a feature
vector for each word in the training instance and
maximizes the likelihood of the output label given
the feature vector. The feature vector consists of
whether the current word is in the upper or title
case or a digit, its first bi-gram and tri-gram, the
part-of-speech (POS) tag, the left and right neigh-
bors’ case, and digit information with their POS
tags. The motivation is that the model captures
distinctive vocabulary by its character n-grams. Al-
ternatively, we ran CRF with a feature vector of
the word, word level bi-gram, word level tri-gram,
their POS tags, 3rd person pronoun (indicator for
generality), and the indefinite article (indicator for
generality) because Danescu-Niculescu-Mizil et
al. (Danescu-Niculescu-Mizil et al., 2012) worked
with these features to quantify the level of distinc-
tiveness of a quote. However, our experiments
prove that character-level features perform better
than their word-level counterparts for CRF. Thus,
distinctive vocabulary plays a vital role in the dis-
crimination of quotes. We label each token as pre-
vious (P), quote (Q), or next (N). We execute CRF
for 500 iterations on T50 and movie datasets and
evaluate the model’s performance using ROUGE
scores.

3.2.2 Pointer Generator Networks
The second baseline is a pointer generator network
(See et al., 2017) for text summarization. It com-
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bines an LSTM-based sequence-to-sequence model
with a pointer network (Vinyals et al., 2015) to sum-
marize news articles and can specify the weight of
abstractive/extractive summarization as a variable.
As the quote detection task is extractive in nature,
we fine-tune and evaluate the model in a fully ex-
tractive form. The base model is pre-trained on
CNN (Hermann et al., 2015) data without coverage
loss (the coverage loss is responsible for making
the output more abstractive). We fine-tune this
model with the train partition of the T50 data for
5000 steps in batches of 16.

3.2.3 Bidirectional and Auto-Regressive
Transformers (BART)

The last baseline is BART (Lewis et al., 2020).
BART is a neural sequence-to-sequence model that
aims to improve the masked language model and
next-sentence prediction objectives within the end-
to-end transformer architecture by shuffling the
order of sentences and allowing longer sequences
to be masked. The model is capable of identifying
different types of transformations to the input and
making predictions about overall sentence length.

3.3 Evaluation Metrics

Using a train-validation-test split of 0.7-0.1-0.2,
sequence-to-sequence models are evaluated using
recall-oriented overlap-based ROUGE (Lin, 2004)
metrics. For the formal definitions of the evaluation
metrics, see Appendix A.2.

3.4 Results

In our experiments with 5-fold cross-validation,
the CRF baseline achieves average R1 scores of
20.28 ± 2.99% and 26.42 ± 0.13% on T50 and
movie datasets, respectively. We report the detailed
results, including the R2 and RL scores, in our code
repository6.

Given a test instance in T50, the T50 fine-tuned
pointer generator network predicts the ground-truth
quote with an R1 score of 43.51% (Figure 1 the
leftmost diagram). When we apply the same fine-
tuning to the Cornell Movie-Quotes data, we obtain
an R1 score of 53.19% on movie quotes. Compared
to the CNN pre-trained model result (39.53%) in
news summarization, we observe performance im-
provements using task-specific fine-tuning with
T50 and Cornell Movie Quotes.

6https://github.com/Darg-Iztech/pointer_summarizer
https://github.com/Darg-Iztech/quote-detection-crf

Figure 1: ROUGE Scores

We perform the same fine-tuning operations with
BART on both datasets, resulting in R1 scores of
49.78% and 47.93% (Figure 1 rightmost). The re-
sult with the T50 dataset mirrors BART’s improve-
ment over the pointer generator network on the
summarization benchmarks. However, BART falls
behind the pointer generator network on Movie
Quotes, which can be attributed to the domain and
average length differences.

Figure 2: T50 Point-Gen Scores by the relative length

An essential factor for the model performance is
the length of quotes. Figure 2 depicts the relation-
ship of the obtained rouge scores with the quote-to-
context length ratio. As can be seen from the plot,
when the quote length gets higher relative to that of
the context, precision increases as a word’s prob-
ability of being inside the quote gets higher. On
the other hand, it becomes difficult to pick all the
words in the ground-truth quote correctly, which
results in a fall in the recall. Moreover, the chal-
lenge remains in the recall, as can be observed by
the parallel convergence of recall and F1 curves.

In general, longer quotes favor precision, while
shorter ones favor recall. Given similar context
lengths, a T50 quote (47 words on average) is al-
most twice as long as a movie quote (22 words on
average). Length statistics for the T50 and Cor-
nell Movie-Quotes datasets in all train, test and
validation partitions are given in Table 3.
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T50 Mov
Context
Lengths

Quote
Lengths

Context
Lengths

Quote
Lengths

mean std. mean std. mean std. mean std.
Train 590 266 47 49 107 62 21 24
Test 606 241 48 44 108 58 22 26
Val 593 263 46 46 109 70 21 24

Table 3: T50 and Movie Quotes Word Count Statistics

3.5 Qualitative Analysis

Figure 3: Quote prediction examples

Quantitative results prove that finding out quotes
in endless contexts poses a difficulty in precision
(e.g., 0.1 summary to context ratio in Figure 2),
but while the quote to context ratio grows, recall
becomes the determining factor.

We perform a qualitative analysis to observe
what kind of errors is common in our experiments.
We depict two cases (Figure 3) where the model
is inclined to overshoot (a) and undershoot (b) the
ground truth quotes. In the usual case, it extends
the prediction from the beginning (a) or from the
end where recall is perfect, but precision is low.
Less often, the model undershoots the actual quote
as in example (b) of the figure, yielding a perfect
precision score and a low recall.

What we can reflect from these examples is
that, generally, longer quotes favor precision, while
shorter ones favor recall. When the context length
is considered, recall increases as the quote-to-
context length ratio decreases, and precision fol-
lows the opposite pattern. Thus, one can manipu-
late the context length to steer the recall-precision
balance for the model training.

4 Conclusion & Future Work

What makes a sequence of words a quote? Al-
though this question is hard to answer, we empir-
ically show that it has a distinctive vocabulary us-
ing language model log-likelihoods on T50. This
phenomenon was also confirmed by (Danescu-
Niculescu-Mizil et al., 2012) on movie quotes.
Moreover, the selected baselines show that it is
possible to recognize a quote within its context.

Ultimately, this paper presents the quote detec-
tion task by releasing a new dataset with baseline
performances. Our results state that quote detec-
tion is easier than news summarization using neural
summarization. As for sequence tagging, detecting
quotes by classifying the beginning and end tokens
seems relatively more complicated. Thus, there is
much room for improvement over mentioned base-
lines. We hope this task leads to the development
of new methods and data sharing.

5 Limitations

The paper proposes a new task on quote detection
and releases a dataset, and provides baselines to
meet the purpose. The dataset includes the quotes
that appear in books. Although we find similar
patterns in movie quotes, the task’s difficulty may
differ for quotes in other contexts, e.g., lyrics and
poems.

Moreover, the provided summarization and se-
quence tagging baselines give an idea about the
difficulty level of the proposed task. They are in no
way the best systems to solve the problem.

Finally, in constructing the dataset, each quote
is enclosed by 10 left and 10 right sentences. This
choice can be considered subjective, knowing that
the quote lengths, context lengths, and their ratio
have a role in the performance. Accordingly, we
provide comments on this behavior in our quantita-
tive and qualitative analyses.
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A Appendix

A.1 Example: A Quote with its Span

Are you not happy in your? Naughty darling. At
Dolphin’s barn charades in Luke Doyle’s house.
Mat Dillon and his bevy of daughters: Tiny, Atty,
Floey, Maimy, Louy, Hetty. Molly too. Eighty-
seven that was. Year before we. And the old
major, partial to his drop of spirits. Curious
she an only child, I an only child. So it returns.
Think you’re escaping and run into yourself.
Longest way round is the shortest way home.
And just when he and she. Circus horse walking
in a ring. Rip van Winkle we played. Rip: tear
in Henny Doyle’s overcoat. Van: breadvan deliv-
ering. Winkle: cockles and periwinkles. Then I
did Rip van Winkle coming back. She leaned on
the sideboard watching. Moorish eyes. Twenty
years asleep in Sleepy Hollow.
@highlight
Think you’re escaping and run into yourself.
Longest way round is the shortest way home.

A.2 Evaluation Metrics

Given an n-gram length N , the ROUGE-N metric
between a candidate document DC and a reference
document DR is given by:

ROUGE-N(DC , DR) =

∑
ri∈DR

∑
ω∈ri

T (ω,DC)

∑
ri∈DR

T (ri)

(1)

where ri are the sentences in the reference docu-
ment DR, T (ω,DC) is the number of times the
specified n-gram ω occurs in the candidate docu-
ment DC , and T (ri) is the number of all n-grams
in the specified reference sentence ri.

To calculate ROUGE-L, we first calculate the
recall (Rlcs) and precision (Plcs) scores based on
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the longest common subsequences in the reference
(DR) and candidate (DC) documents by:

Rlcs(DC , DR) =

∑
ri∈DR

|LCS∪(DC , ri)|

L(DR)
(2)

Plcs(DC , DR) =

∑
ri∈DR

|LCS∪(DC , ri)|

L(DC)
(3)

where L(DR) is the number of words in DR,
L(DC) is the number of words in DC , and
LCS∪(DC , ri) is the union of the longest common
subsequences in DR and DC , which is given by:

LCS∪(DC , DR) =

∪ri∈DR
{w|w ∈ LCS(DC , ri)}

(4)

where LCS(DC , ri) is the set of longest common
subsequences in the candidate document DC and
sentence ri from reference document DR. Using
Rlcs and Plcs, ROUGE-L can be defined as:

ROUGE-L(C,R) =

(1 + β2)Rlcs(C,R)Plcs(C,R)

Rlcs(C,R) + β2Plcs(C,R)

(5)

where the parameter β controls the relative im-
portance of the precision and recall. Because the
ROUGE score favors recall, β is typically set to a
high value.
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Abstract
Authorship verification is used to link texts
written by the same author without needing
a model per author, making it useful for de-
anonymizing users spreading text with mali-
cious intent. Recent advances in Transformer-
based language models hold great promise
for author verification, though short con-
text lengths and non-diverse training regimes
present challenges for their practical applica-
tion. In this work, we investigate the effect
of these challenges in the application of a
Cross-Encoder Transformer-based author veri-
fication system under multiple conditions. We
perform experiments with four Transformer
backbones using differently tuned variants of
fanfiction data and found that our BigBird
pipeline outperformed Longformer, RoBERTa,
and ELECTRA and performed competitively
against the official top ranked system from the
PAN evaluation. We also examined the effect
of authors and fandoms not seen in training on
model performance. Through this, we found
fandom has the greatest influence on true tri-
als, pairs of text written by the same author,
and that a balanced training dataset in terms of
class and fandom performed the most consis-
tently.

1 Introduction

As more people turn to various online sources
for their information, the ability to discriminate
and discern authorship characteristics is critical to
counter misinformation, plagiarism, and inappro-
priate aggregation. Understanding authorship is
also essential to detecting individuals who make
use of the anonymity afforded by the Internet to
engage in harassment, impersonation, or criminal
activities. Conversely, such technologies could
also be applied in unethical ways such as the de-
anonymization of whistle-blowers, for example.
Additionally, the identification of bots and informa-
tion operation campaigns is essential in the areas
of cyber and national security.

Authorship analysis includes multiple tasks that
address different use cases. The goal of author
identification/attribution is to identify if a docu-
ment was written by one of a known set of authors
and, if yes, specify the individual. Author verifica-
tion compares two documents to determine if they
were written by the same author, without directly
identifying or providing author information.

Advancements in authorship analysis have been
furthered by efforts in the community. PAN1 is
a yearly series of shared tasks on important text
forensics topics, including authorship. The PAN au-
thor verification task from 2020 (Bevendorff et al.,
2020) and 2021 (Bevendorff and et al., 2021) uses
a fanfiction dataset. Fanfiction has many interest-
ing traits with respect to its use for automated au-
thorship verification: the documents are long-text,
authors can write stories in different fandoms (e.g.,
Harry Potter or Star Trek), and authors may emu-
late a certain style when writing within a specific
fandom.

Traditional approaches to authorship recogni-
tion often focus on modeling lexical choice (i.e.
word usage) or stylometry separately. Modern,
deep learning-based approaches are much more
expressive. New developments in Transformers
and other large language models have been incredi-
bly impactful in natural language processing and
have been used to great success in tasks such as
machine translation, text generation, and question
and answering. Open-source communities make
using these models easy and accessible.

For author recognition, these more expressive
models have the potential to learn both lexical and
stylometric information at the same time. One
challenge in realizing this potential, however, is
context length. Authorship is a subtle task and
the more information the model can integrate at
one time, the more of this subtlety can be captured.
Further, diversity in training data can also play a

1https://pan.webis.de/
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large role in the quality and robustness of trained
models.

Accordingly, in this paper, we evaluate Trans-
former models for author verification on the long-
text fanfiction data from PAN and attempt to un-
derstand the influence of topic and data tuning on
performance. Our main contributions are the fol-
lowing:

• We evaluate four different Transformer mod-
els for author verification in terms of perfor-
mance and their response to the fandom effect:
standard models (RoBERTa, ELECTRA) and
long-text models (Longformer, BigBird).

• We show that BigBird outperforms the other
tested models and is competitive with systems
submitted to PAN20/21.

• We demonstrate the impact of data tuning and
preparation as an initial step into understand-
ing how different aspects of a dataset influ-
ences model performance.

In the following sections, we first discuss work
in the area of Transformers for authorship attribu-
tion and verification; outline the creation/tuning
and statistical breakdown of our datasets; present
our Cross-Encoder approach for verification; and
then describe and discuss our experiments and re-
sults regarding the relative performance of multiple
Transformer backbones, the fandom effect, and the
performance of our BigBird Cross-Encoder on the
official PAN20/21 test sets and how it is influenced
by the dataset tuning.

2 Related Work

Previous approaches for author identification fo-
cused on traditional machine learning models with
lexical information or stylometry, such as Burrow’s
Delta (Burrows, 2002). Deep learning approaches,
like Transformers, have shown promising results
for author identification. Fabien et al. (2020) devel-
oped a BERT approach and incorporated stylistic
and hybrid features into their model to improve
performance. Barlas and Stamatatos (2020) com-
bined a multi-headed classifier (MHC) with pre-
trained language models to evaluate their system’s
performance for cross-topic and cross-domain au-
thor verification (e.g., essays versus emails). They
showed both the ELMo and BERT versions of their
system outperformed a Recurrent Neural Network
(RNN) baseline for cross-topic. Further in Barlas

and Stamatatos (2021), they introduced transfer
learning and evaluated an additional cross-fandom
author identification scenario. This is different than
our work, where we are using cross-fandom as our
cross-topic scenario. In these experiments, their
ELMo and ULMFiT systems outperformed their
RNN baseline but was not SOTA for the target
dataset.

Although pre-trained models overall appear
promising for authorship analysis tasks, some work
has been done that highlights possible limitations
of these approaches. In Altakrori et al. (2021), the
authors focused on the effect of topic and proposed
a topic confusion task, where author and topic pairs
are swapped between the train and test datasets.

Transformers’ use in author verification has
mixed results. Manolache et al. (2021) evaluated
several BERT-like models for author verification
using the PAN20/21 data with good success. How-
ever, their experiments also indicated these models
relied on topical information rather than authorship
characteristics. As in our work, the authors investi-
gated how data partitioning affected model perfor-
mance. However, this work was limited to dataset
tuning based on disjoint authors or fandoms.

Ordoñez et al. (2020) used Longformer for the
PAN20 challenge but had very different results on
their test splits and the official PAN test set. Their
model performed worse than the baselines provided
by PAN. Conversely, in Peng et al. (2021), the au-
thors used a BERT-based model for PAN21 (open-
set scenario) and had promising results when com-
pared to other models trained on the small dataset.

These works inspired us to explore how pre-
trained Transformer models performed for author
verification. PAN20/21 is a great source of long-
text data, so we compared general Transformers
with ones specialized for long-text. We also studied
how fandoms and datasets affect performance.

3 Datasets

PAN offered data for closed and open-set author
verification tasks. We used four training/validation
sets and four test sets, with all training sets and two
test sets derived from the PAN training data.

3.1 PAN20/21 Official Data Overview

The data used came from the PAN20 and PAN21
authorship verification tasks, which provided an
official training dataset (with small/large versions)
and two official test sets for the closed-set/open-
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set cases. These datasets consist of fanfiction text
trial pairs. We used the large training set (PAN20
Shuffled), with 490k texts by 278k authors in
1.6k fandoms. The PAN test sets are smaller at
28.6k texts/12.6k authors and 49k texts/40k au-
thors respectively. Both contain 400 fandoms. For
each trial, PAN provides the fandoms and raw texts.
Texts can appear in multiple trial pairs. In order to
be as generalizable as possible, our models did not
use the fandom information.

3.2 PAN20 Curated Datasets

To better study the effect of topic as a confounder,
we resampled pairs from the official PAN20 train-
ing corpus to create new sets of splits for closed-
and open-set verification conditions which we refer
to as PAN20 Curated (Closed) and PAN20 Curated
(Open), respectively. These datasets were created
without prior knowledge about the structure of the
official test datasets.

3.2.1 Curation and Post-Processing
We first separated the given trial pairs in the PAN20
large training set into texts by author and assigned
unique story IDs to texts to create a pool of stories
for resampling. We removed “inactive” authors
with fewer than 20 associated texts in the corpus.

To investigate the role of topical variation, we
designed splits to assess systems’ abilities to model
authorship within/across fandoms by bi-clustering
stories based on authorship and fandom. We first
formed the active-author-fandom matrix, and then
performed spectral co-clustering to create four
unique author-fandom co-clusters. Each quadrant
(00, 01, 10, and 11) represents a unique grouping
of stories with respect to author and fandom. The
main clusters, 00 and 11, are completely disjoint in
terms of authors and fandoms. Diagonal clusters,
01 and 10, contain the subset of texts that overlap
in author/fandom of the main clusters.

For the closed-set verification scenario, PAN20
Curated (Closed), the training data consists of sto-
ries from the 00 and 11 author-fandom cluster
conditions. Validation and test data are sampled
from clusters 01 and 10. For the open-set sce-
nario, PAN20 Curated (Open), the training data
consists of story pairs sampled uniformly from the
00 author-fandom condition.

To reduce biases in the validation and test
datasets, we did post-filtering to rebalance the num-
ber of authors and fandoms. We then sampled
trial pairs from each cluster. Validation and test

datasets are sampled from the filtered set of sto-
ries. We sampled uniformly across combinations
of fandoms within trial pairs and set the open-set
condition at 60% of all pairs.

3.3 PAN20 Equal Dataset
We created the PAN20 Equal training dataset to
have an equal number of trials of each type: same
author within the same fandom (TT WIN), same au-
thor between fandoms (TT BW), different authors
within the same fandom (FT WIN), and different
authors between fandoms (FT BW). Authors and
their unique texts were randomly sampled and re-
combined to create trials for each type. The total
number of trials per type was arbitrarily capped.

3.4 Statistical Breakdown of Datasets Used
To investigate how dataset tuning and features
affect performance, we tabulated the trials, au-
thors, and fandoms represented over each trial type.
These can be seen in Table 1. We defined trials by
two characteristics: whether the trial was a TT or
FT pair, and whether the trial text was WIN or BW
fandoms. The tables show the unique number of
trials, authors, and fandoms for that trial type. The
PAN20 Curated datasets (Closed and Open) have
the most trials in both train and test, with PAN20
Curated Closed having the most with 780k/210k
train/test. Most of the datasets have a smaller pro-
portion of TT WIN trials, and the official PAN20/21
Test data sets and PAN20 Shuffled have none of
this trial type. These three datasets also have a
relatively small percentage of FT WIN.

Author distribution is fairly equal across the
trial types for PAN20 Curated (Closed and Open)
because this was a tuning focus. However, they
contain few authors relative to the other datasets.
PAN20 Shuffled contains the most unique authors
at 227k total. The representation of authors in
PAN20 Shuffled, PAN20 Equal, and the PAN20/21
Test data sets is skewed towards FT BW, as the
data has a large number of single text authors and
fandoms with few texts.

In terms of fandom distribution, all the training
datasets contained a majority of the available 1600
fandoms, except for PAN20 Curated (Open) (with
only 784) because of its post-processing. Similarly,
the PAN20 Curated (Open) Test set also contained
the fewest unique fandoms at 204, while PAN20
Curated (Closed) Test contained more than double
the official test sets with 1151 fandoms. FT WIN
trials had the least fandom representation, except
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PAN20 Curated
(Closed)

PAN20 Curated
(Open)

PAN20 Shuffled PAN20 Equal

Train Dataset
Statistics

TT FT TT FT TT FT TT FT

Trial Pairs WIN 18869 186885 10679 106640 0 18388 39538 39538
Trial Pairs BW 90179 481572 51204 241032 118392 83672 39538 39538

Total Trial Pairs 777505 409555 220452 158152
Authors WIN 2584 2590 1446 1452 0 36776 14402 31531
Authors BW 2590 2592 1452 1452 36591 165045 18955 56560

Total Authors 2592 1452 227274 60366
Fandoms WIN 1251 759 703 408 0 252 1525 1522
Fandoms BW 1383 1393 773 784 1600 1600 1593 1589

Total Fandoms 1393 784 1600 1597
Test Dataset

Statistics
TT FT TT FT TT FT TT FT

Trial Pairs WIN 8184 49580 3760 6099 0 209 0 992
Trial Pairs BW 31404 120994 5572 10942 7786 6316 10000 9007

Total Trial Pairs 210162 26373 14311 19999
Authors WIN 1594 1587 280 269 0 418 0 1984
Authors BW 1456 1615 249 280 2907 11139 7615 18014

Total Authors 1615 280 12636 27613
Fandoms WIN 1044 531 200 115 0 5 0 20
Fandoms BW 1140 1151 196 198 399 400 400 388

Total Fandoms 1151 204 400 400

Table 1: Unique trial, author, and fandom counts for train and test datasets

in PAN20 Equal where each trial type had roughly
the same number of unique fandoms.

Our datasets had differences in the extent and
focus of their tuning as shown by the trial type,
author, and fandom distributions. This variation
in datasets allowed us to more thoroughly evaluate
our system approach and Transformer backbones.

4 System Approach

We proposed a Transformer-based Cross-Encoder
model setup for authorship verification that allowed
us to evaluate several Transformer backbones and
compared them to the baseline from PAN. This
baseline (called “naïve” in the PAN official results
and "cosine" in ours) is based on Term Frequency-
Inverse Document Frequency (TF-IDF) cosine sim-
ilarity computed over word tokens.

4.1 Cross-Encoder Model

Our Cross-Encoder system was designed to use ex-
isting pre-trained models from HuggingFace (Wolf
et al., 2020). With a cross-encoder, each trial pair is
passed to the classifier without creating individual
text embeddings.

Training and validation trial pairs are subsam-
pled in a balanced fashion with respect to TT/FT.

The exact number of pairs used for train/validation
is specified during experiment setup. We evalu-
ated the impact of sample size on performance but
only show results for one subsample in this paper.
Text pairs are tokenized using the associated Hug-
gingface Transformer tokenizer then passed to the
Transformer backbone for classification.

We also included an option for “windowing” tri-
als prior to tokenization. When windowing, a win-
dow equal to half the maximum length (dependent
on the specified token limit) is randomly chosen
for each text in the pair. We predicted window-
ing would improve performance, particularly when
using smaller token limits, since the window of
text can be pulled from any part of the story and
different windows of the same story are used over
multiple epochs thereby increasing coverage. At
inference time, scores from multiple windowings
of a test pair are pooled and returned as the final
test pair score.

4.2 Transformer Backbone

We performed experiments with four Transformer
backbones. DistilRoBERTa and ELECTRA have
a token limit of 512 but use different pre-training
approaches. DistilRoBERTa is the distilled version
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Model Windowing Learning Rate Gradient Clip Precision Batch Size
BigBird Y 3.00E-03 0 16 2

Longformer N 5.00E-04 0 16 4
DistilRoBERTa Y 3.00E-04 1 32 16

ELECTRA Y 3.00E-04 0 16 4

Table 2: Optimal hyper-parameters for each transformer backbone

Model
PAN20 Curated

(Open) Test
PAN20 Test PAN21 Test

EER AUC EER AUC EER AUC

PAN20 Curated (Open) Train

BigBird 0.067 0.982 0.08 0.976 0.081 0.975
Longformer 0.221 0.869 0.224 0.855 0.251 0.831

DistilRoBERTa 0.192 0.893 0.226 0.856 0.192 0.889
ELECTRA 0.261 0.815 0.326 0.739 0.311 0.754

Cosine Baseline 0.235 0.841 0.293 0.778 0.274 0.797

PAN20Shuffled Train

BigBird 0.082 0.976 0.072 0.979 0.048 0.990
Longformer 0.143 0.936 0.144 0.928 0.109 0.959

DistilRoBERTa 0.258 0.818 0.230 0.853 0.172 0.907
ELECTRA 0.270 0.813 0.221 0.862 0.178 0.904

Cosine Baseline 0.237 0.838 0.297 0.780 0.281 0.798

Table 3: Results for Transformer-backbone Cross-Encoder Models for two training sets and three test sets

of RoBERTa (a model that builds and improves
on the original BERT model) and uses Masked
language modeling (MLM) and next sentence pre-
diction (Sanh et al., 2019). ELECTRA uses the
same underlying BERT model but is pre-trained
on a task called replaced token detection (RTD),
which was shown to be more efficient for some
problem sets (Clark et al., 2020). We show the
results from ELECTRA Large.

Longformer and BigBird are Transformers de-
signed for longer text and have a token limit of
4096. Both are based on RoBERTa. Longformer’s
approach to self-attention is to use global attention
and a sliding window for local context (Beltagy
et al., 2020). Although Longformer can notionally
have dilated windows, the HuggingFace implemen-
tation does not support this option. BigBird has
a slightly different approach to self-attention, and
uses a combination of global attention, windows
for local context, and random attention (Zaheer
et al., 2020).

5 Experimental Results and Discussion

Our approach was to evaluate our Cross-Encoder
model using multiple Transformer backbones on
datasets with different types of tuning, and then
compare its performance to the PAN baseline sys-
tems. We first optimized the hyper-parameters for
each backbone, then examined the model’s perfor-

mance and effect of fandom.
After identifying BigBird as the backbone with

the best performance, we evaluated the Cross-
Encoder model using the metrics from the PAN
challenge across all combinations of the multiple
dataset variants.

5.1 Setup and Hyper-Parameter Selection

We conducted all Cross-Encoder experiments by
subsampling to 50k pairs for training and 2k pairs
for validation. Using larger subsamples did not
dramatically increase performance. Each Trans-
former used its maximum token limit. We used
twenty epochs for training, with early stopping af-
ter three epochs of no improvement. We scored
each test trial using five different window-pairs and
average-pooling to report the final score for each
test trial.

We ran experiments with the Cross-Encoder
models and a range of hyper-parameters to identify
the optimal hyper-parameters for each Transformer
backbone. Hyper-parameters that differed among
Cross-Encoder models are shown in Table 2.

The learning-rate, gradient clipping, batch size,
and windowing all had significant impact on the
system performance. The precision did not affect
performance, but it along with the batch size were
limited by the hardware available.

We found only the Longformer Cross-Encoder
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did not improve with windowing, while only the
DistilRoBERTa Cross-Encoder benefited from gra-
dient clipping. The BigBird Cross-Encoder did best
with a larger learning rate but required a smaller
batch size.

5.2 Comparison of Transformer-Based
Cross-Encoders

The area under the curve (AUC) and equal error
rate (EER) of the Cross-Encoder models and cosine
baseline for two training sets and three test sets are
shown in Table 3. Note we do not show all the
dataset combinations here for simplicity.

The BigBird Cross-Encoder model outperforms
regardless of train and test dataset, while the ELEC-
TRA backbone tends to have poor performance.
All Transformer Cross-Encoders performed best in
the PAN20 Shuffled train/PAN21-Test experiment,
with EER ranging from 4.8% for BigBird to 17.8%
for ELECTRA.

As shown in the detection error tradeoff (DET)
plots in Figure 1, the training data used impacts
relative performance of the DistilRoBERTa and
Longformer Cross-Encoders. For PAN20 Curated
(Open) train/PAN21-Test, DistilRoBERTa outper-
forms Longformer, which is unexpected given that
Longformer is meant for long text. However, when
trained with PAN20 Shuffled, results are as ex-
pected: the long-text-specific Longformer does bet-
ter than the more general DistilRoBERTa.

The Longformer backbone’s relative perfor-
mance inconsistency appears due to sensitivity
to the training dataset. The Longformer Cross-
Encoder EER increased from 10.9% to 25.1% when
training with PAN20 Shuffled versus PAN20 Cu-
rated Open for the PAN21-Test experiment. The
ELECTRA Cross-Encoder model has a similar
sensitivity, and its EER increased from 17.8% to
31.1%. Comparatively, the DistilRoBERTa system
was more stable (17.2% –> 19.2%).

5.3 Fandom Effect

To further explore the effect of topic, we consid-
ered fandom match/mis-match at the pair level
(i.e., between TTs and FTs). These results are
shown in Table 4, again for PAN20 Shuffled Open
train/test. Note that ELECTRA and Longformer
Cross-Encoder results are not shown but are consis-
tent with DistilRoBERTa. Systems show a similar
pattern, with fandom appearing to have a particu-
larly strong influence on performance of TT pairs.

For the BigBird Cross-Encoder, the highest per-
forming breakout experiment (TTs from within the
same fandom, FTs from between fandoms) has an
EER of 0.98%, which is much lower than the av-
erage EER of approximately 6.7%. This may be
because for this condition, the system can lean on
its ability to match similar topical content (within
fandom TTs) and discriminate between different
topical content (between fandom FTs). The break-
out condition where this ability is not as useful
is the lowest performing breakout condition (TTs
from between fandoms, FTs from within the same
fandom), where the performance is an order of
magnitude worse (nearly 10% EER). In this case,
matching/discriminating topical content is actually
a hindrance to performance. A primary differ-
ence between these results and those of the other
Transformer systems is that the BigBird Cross-
Encoder has effectively eliminated the effect of
within/between fandom for FTs. We focus on the
BigBird Cross-Encoder system going forward due
to its strong performance.

5.4 Datasets Comparison using BigBird
Cross-Encoder

Table 5 shows the performance of our BigBird
Cross-Encoder model and the cosine baseline for
multiple combinations of the four training and four
test datasets. This table includes two performance
metrics for each experiment: AUC and the official
PAN challenge score (the average of the AUC, F1,
F0.5u, c@1, and Brier score). These scores were
calculated using the offical PAN scoring code.2

Because PAN introduced the notion of "unan-
swered" trials in the challenge and scoring, we
included two versions of our BigBird model: the
original version and a modified version that manu-
ally sets scores that round to 0.5 to “unanswered”
(denoted by *). This was done to evaluate the uncer-
tainty of our system. Our original Cross-Encoder
system does not leave trials unanswered, so we cre-
ated the BigBird Cross-Encoder* to naively allow
it to mark difficult trials.

The BigBird Cross-Encoder model did well for
all dataset combinations and significantly outper-
formed the cosine baseline. Naively leaving tri-
als unanswered with BigBird Cross-Encoder* gen-
erally increased the overall PAN score. BigBird
Cross-Encoder* assigned less than 2% of total trials

2https://github.com/pan-webis-de/pan-code/
tree/master/clef22/authorship-verification
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Figure 1: DET plots of Transformer-Based Cross-Encoder performance comparison for PAN21-Test trained using
PAN20 Curated (Open) on the left and PAN20 Shuffled on the right. (Lines closer to the lower left are better)

False Trials (FT)
Within Fandom Between Fandom

AUC EER AUC EER

DistilRoBERTa True Trial (TT) Within Fandom 0.981 ± 0.002 0.068 ± 0.006 0.994 ± 0.001 0.035 ± 0.005
Between Fandom 0.783 ± 0.009 0.288 ± 0.009 0.864 ± 0.008 0.220 ± 0.010

BigBird True Trial (TT) Within Fandom 0.999 ± 0.001 0.009 ± 0.007 0.999 ± 0.001 0.0098 ± 0.006
Between Fandom 0.967 ± 0.008 0.091 ± 0.016 0.966 ± 0.008 0.088 ± 0.015

Table 4: Performance breakdown to show fandom effect by trial type using PAN20 Curated (Open)

Model
PAN20 Curated

(Closed) Test
PAN20 Curated

(Open) Test
PAN20 Test PAN21 Test

AUC PAN AUC PAN AUC PAN AUC PAN

PAN20 Curated (Closed) Train
BigBird 0.987 0.9215 - - 0.980 0.9469 0.977 0.9381

BigBird* 0.987 0.9268 - - 0.980 0.9498 0.977 0.9421
Cosine Baseline 0.805 0.7098 - - 0.779 0.5635 0.798 0.6110

PAN20 Curated (Open) Train
BigBird - - 0.982 0.9416 0.976 0.9262 0.975 0.9352

BigBird* - - 0.982 0.9452 0.976 0.9292 0.975 0.9384
Cosine Baseline - - 0.841 0.7840 0.778 0.4474 0.797 0.6416

PAN20 Shuffled Train
BigBird 0.975 0.8976 0.976 0.9224 0.979 0.9416 0.990 0.9582

BigBird* 0.975 0.9044 0.976 0.9264 0.979 0.9440 0.990 0.9596
Cosine Baseline 0.806 0.5893 0.838 0.7212 0.780 0.7554 0.798 0.7610

PAN20 Equal Train
BigBird 0.983 0.9280 0.981 0.9426 0.982 0.9370 0.984 0.9416

BigBird* 0.983 0.9325 0.981 0.9454 0.982 0.9390 0.984 0.9436
Cosine Baseline 0.805 0.7020 0.837 0.7874 0.780 0.5234 0.797 0.7048

Table 5: BigBird Cross-Encoder performance for various dataset combinations. Scores in grey are best across
systems
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unanswered for all experiments, which was fewer
than the cosine baseline (4.37% to 20.15% unan-
swered). This indicates the BigBird Cross-Encoder
model has more separation in its TT and FT predic-
tions than the baseline model.

No training set performed best across all test
datasets. However, we did notice some patterns
in the results. First, training datasets generally
performed best with test sets that matched in terms
of distribution of trials, authors, and fandoms, e.g.,
PAN20 Curated performed the best with the PAN20
Curated test sets, and PAN20 Shuffled performed
best with PAN21-Test. While this does not hold for
the case of PAN20-Test, this is a more complicated
comparison because the results are a mixture of
open- and closed-set verification.

The second observation is PAN20 Equal per-
formed consistently for all test sets, even though
it contains the fewest total trials and has fewer au-
thors than PAN20 Shuffled. This could be a first
step towards identifying a tuning approach for gen-
eralizable datasets. Although systems trained with
this dataset do not always achieve top performance,
they do outperform compared to other training sets
in at least some of the individual performance met-
rics for all test sets except PAN21-Test. It is un-
likely that the distribution of trials, authors, and/or
fandoms in a test set of interest will always be
known, so understanding what makes a training
dataset more general is critical.

For the official PAN20-Test and PAN21-Test
datasets, the best training datasets were PAN20
Curated (Closed) and PAN20 Shuffled respectively.
Table 6 shows the BigBird Cross-Encoder perfor-
mance using these training datasets compared to
the official results of the PAN20/21 challenge top
participant systems (Bevendorff and et al., 2021).
These include hybrid neural-probabilistic, neu-
ral network-based, logistic regression, and graph-
based Siamese network systems (Boenninghoff
et al., 2020, 2021; Weerasinghe and Greenstadt,
2020; Embarcadero-Ruiz et al., 2021). Note here
the systems submitted by the same team are not
necessarily the same across PAN20 and PAN21
because some systems used for the PAN20 closed-
set challenge relied on fandom information. The
BigBird Cross-Encoder* model performed compet-
itively with the top performers from the challenge,
and can be used without modification for both tasks
since it does not use fandom data. While this table
shows our best results, the PAN score was > 0.9

for every training dataset we evaluated. Overall,
for the PAN20/21 challenge the BigBird Cross-
Encoder model performed very well, despite hav-
ing a straightforward architecture and using a naive
approach to leaving trials unanswered. There was
limited benefit in using the tuned training datasets
for PAN, potentially because the provided official
training data matched distributions of the official
test data so well. Future work will entail leveraging
explainable AI techniques to understand black-box
aspects of these models, including why BigBird is
less affected by variations in training regminens.

6 Conclusion

We compared several Transformer backbones with
our Cross-Encoder systems and found the choice
in backbone dramatically impacted the feasibility
of our Cross-Encoder model for long-text author-
ship verification. BigBird outperformed another
long-text Transformer (Longformer) and two gen-
eral Transformers that use different pre-training
approaches (DistilRoBERTa and ELECTRA). Our
experiments show that Longformer and ELECTRA
are both sensitive to the tuning and preparation of
training data. Our Longformer results were consis-
tent with Ordoñez, et. al (2020); this sensitivity to
datasets makes Longformer and ELECTRA non-
ideal candidates for this task.

We found that fandom (which we considered
equivalent to topic) is particularly important for
TTs. TTs that are between fandom were signif-
icantly more difficult for our system to correctly
predict than those that were within fandom. This
fandom effect was seen to a lesser extent for FTs
but was eliminated in BigBird Cross-Encoder. This
visible fandom effect indicates that there is still
room for future work to improve the model’s ability
to learn features of the author and reduce reliance
on fandom.

Our BigBird Cross-Encoder performed very
competitively with the official PAN20/21 scores
and outperformed the top system for both the
closed- and open-set verification tasks with only a
naïve approach to leaving hard trials unanswered.
These results show that BigBird may have great
potential for author recognition work.

The BigBird Cross-Encoder performed well on
PAN20/21 test sets without extra tuning, but dif-
ferent data tuning approaches affect system per-
formance on test sets. For example, the minimally
processed PAN20 Shuffled did not work the best for
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PAN20

Team Training AUC F1-Score F0.5u c@1 Brier Overall
boenninghoff20 large 0.969 0.936 0.907 0.928 - 0.935
weerasinghe20 large 0.953 0.891 0.882 0.88 - 0.902
boenninghoff20 small 0.94 0.906 0.853 0.889 - 0.897
weerasinghe20 small 0.939 0.86 0.817 0.833 - 0.862

BigBird Cross-Encoder* PAN20 Curated (Closed) 0.980 0.938 0.947 0.934 0.946 0.950

PAN21

boenninghoff21 large 0.9869 0.9524 0.9378 0.9502 0.9452 0.9545
embarcaderoruiz21 large 0.9697 0.9342 0.9147 0.9306 0.9305 0.9359

weerasinghe21 large 0.9719 0.9159 0.9245 0.9172 0.9340 0.9327
weerasinghe21 small 0.9666 0.9071 0.9270 0.9103 0.9290 0.9280

BigBird Cross-Encoder* PAN20 Shuffled 0.9900 0.9440 0.9620 0.9460 0.9560 0.9596

Table 6: Comparison of BigBird Cross-Encoder and PAN top performing systems

the PAN20 Curated test sets. Matching the distribu-
tion of trials, authors, and fandoms between train
and test data led to the best performance, but this
approach is not necessarily feasible for real-world
applications. We found that the PAN20 Equal train-
ing data, which was tuned for equal trial types, per-
formed consistently across all the test sets. More
research is needed to determine what aspects of this
tuning actually affects performance, and if PAN20
Equal is also generalizable to other test sets or the
approach to other types of data.

Limitations

For our Cross-Encoder systems, the Transformer
backbones we evaluated vary in their memory and
GPU requirements, but the best performing back-
bone (BigBird) has greater hardware needs than
may be available to some researchers. Similarly,
BigBird requires more time for training and test-
ing and could take multiple days to train. We also
found that 50k trials were sufficient for training, but
this amount of training data may not be available
for all use cases.

Our experiments and findings focused on fan-
doms (or topics) and data tuning could be difficult
to evaluate on other datasets because of the addi-
tional requirement for topic labels, which may not
be found in all author attribution datasets. Depend-
ing on the data source, some documents may also
have multiple topic labels, which is not considered
in our work.

Ethics Statement

While there are many legitimate use cases for au-
thorship analysis, it is also possible to use these
approaches in a way that negatively impacts peo-
ple’s freedom, livelihood, or safety. For example,
these models could be used to de-anonymize texts
written by whistle-blowers, protesters, or other dis-

sidents. People may also face personal embarrass-
ment, social stigma, or loss of employment if they
are linked with texts shared under the assumption
of anonymity.
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Abstract
Scientific writing is assumed to have become
more informationally dense over time (Halli-
day, 1988; Biber and Gray, 2016). Given that
scientific writing is intended for communica-
tion between experts, we hypothesize a ten-
dency towards optimizing language use by striv-
ing for a balance between highly informative
content and a conventionalized style of writing.
We study this by means of fractal analysis, ask-
ing whether the degree of informativity has be-
come more persistent with predictable patterns
of gradual changes between high vs. low in-
formational content, indicating a trend towards
an optimal code for scientific communication.
Specifically, surprisal is used to measure infor-
mativity and the Hurst exponent is used as a
long-term dependence measure for fractality
analysis, quantifying the degree of persistence
of informativity in scientific texts.

1 Introduction

Fractals are the product of dynamic systems and
refer to structures that are self-similar, i.e. repeat
themselves on every level of scale, indicating re-
current patterns. While fractality has its origin in
mathematics by researcher Benoît Mandelbrot, it
has been applied to a wide range of fields which
consider complex dynamic systems, such as biol-
ogy (Das et al., 2016) or music (Sanyal et al., 2016).
Language is a complex dynamic system that shows
inherent fractal patterns, especially in language
evolution, language processing, change in language
use, acquisition or development (e.g., Cordeiro et al.
(2015); Gao et al. (2016); Mohseni et al. (2021)).
This dynamic perspective on language allows us
‘to tease out the processes through which a phe-
nomenon unfolds’ (Halliday, 2007, 362).

In this paper, we are interested in how English
written scientific communication has evolved over
a period of ∼ 330 years from its beginnings (1660s)
up to modern science (1990s). One general hypoth-
esis for the development of scientific writing is that

it has become increasingly informationally dense
over time (Halliday, 1988; Biber and Gray, 2016),
moving from increased clausal to increased phrasal
complexity (i.e. from a verbal towards a heavy nom-
inal style). Given that scientific writing is intended
for communication between experts, we hypothe-
size a tendency towards optimizing language use
by striving for a balance between highly informa-
tive content and a conventionalized style of writing.
We measure the informativity of scientific texts us-
ing the information-theoretic measure of surprisal,
i.e. a word’s predictability in context. The more
predictable a word is in its context, the less its in-
formativity (e.g. function words are low in informa-
tivity as they are quite predictable given particular
contexts, consider e.g. the expression on behalf of,
were of is quite predictable given on behalf ), while
lower predictability indicates high informativity
(as e.g. for scientific terms). By means of fractal
analysis, we compute the Hurst exponent (Riley
et al., 2012) of informativity arcs, asking whether
over time the degree of informativity has become
more persistent with texts showing gradually in-
creasing and decreasing patterns of informativity
(higher Hurst exponents) which repeat themselves
in a text (indicated as self-similarity) or whether
informativity tends to fluctuate within a text (low
Hurst exponents) without a recurrent pattern.

2 Data and Methods

2.1 The Royal Society Corpus

Our data set consists of the Proceedings and Trans-
actions of the Royal Society of London from the
RSC corpus (Kermes et al., 2016; Fischer et al.,
2020; Menzel et al., 2021), which covers a vast
amount of English scientific writing from its be-
ginnings in 1665 up to 1996. Given the prominent
role of the Royal Society of London in scientific
publishing, its articles have not only been used
for diachronic linguistic studies (Atkinson, 1999;
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Moessner, 2009; Biber and Conrad, 2014; Feltgen
et al., 2017; Degaetano-Ortlieb and Teich, 2019;
Degaetano-Ortlieb, 2021), but also for historical
and cultural analysis (Hunter et al., 1989; Purver,
2013; Moxham and Fyfe, 2018; Degaetano-Ortlieb
and Piper, 2019). The corpus consists of 47,837
texts, Table 1 showing the no. of texts and tokens
across 50-year time spans.1

Years Texts Tokens
1665–1699 1.325 2.582.856
1700–1749 1.686 3.414.795
1750–1799 1.819 6.342.489
1800–1849 2.774 9.112.274
1850–1899 6.754 36.993.412
1900–1949 10.011 65.431.384
1950–1996 23.468 172.018.539

Table 1: Corpus size by texts and tokens according to
approx. 50 years periods for the RSC corpus

In terms or processing, the RSC has been built
in accordance with the FAIR principles (Wilkinson
et al., 2016). While there is an extensive descrip-
tion of the corpus building procedure in Kermes
et al. (2016) and Fischer et al. (2020) as well as
a description of meta-data annotation in Menzel
et al. (2021), we describe here some processing
steps and information on meta-data relevant to this
paper. Inspired by the principles of Agile Soft-
ware Development (Cockburn, 2001; Voormann
and Gut, 2008), corpus pre-processing, corpus an-
notation and linguistic analysis are intertwined and
repeated cyclically. Thus, whenever problems with
the corpus quality are detected by way of analy-
sis, procedures are established to overcome these
as good as possible. While we strive to maintain
high quality data for the RSC, we recognize that
there is always room for improvement, and we
continually work towards enhancing the corpus
dataset to the best of our ability. To tackle the
problem of OCR-based text material, especially
in the earlier periods, in version 6.0 of the RSC,
we integrate the Noisy-Channel Spell Checker by
Klaus et al. (2019) for a better recall and F-score
at the cost of some loss in precision compared to a
previously adopted method of pattern-based OCR
post-correction. Considering meta-data, besides
author and year of publication, which we use in
this paper, there are various attributes on publica-
tion related information (e.g., journal, issn, text
type), time slices (e.g., decades, 50-year periods)

1We excluded texts shorter than 200 sentences given that
the Hurst exponent might not work well on very short se-
quences.

and textual information (e.g., pages, sentences) (cf.
Fischer et al. (2020); Menzel et al. (2021)).

2.2 Informativity
Informativity is an information-theoretic notion
measurable by surprisal (Shannon, 1948), which
provides a useful tool for quantifying and analyzing
informativity across linguistic contexts. Surprisal
is defined as the negative log probability of an event
measuring the amount of information conveyed by
an event in bits:

S(wt) = − logP (wt|wt−1, wt−2, wt−3) (1)

where S(wt) represents the surprisal of the current
word wt and P (wt|wt−1, wt−2, wt−3) represents
the probability of the current word wt given the
previous three words wt−1, wt−2, wt−3. The loga-
rithm is typically taken in base 2, so that the unit
of measure is bits of information. The intuition is
that words with low probability convey more in-
formation than words with high probability. In the
context of linguistic communication, an utterance
with low surprisal conveys relatively little informa-
tion, while an utterance with high surprisal conveys
more information. We use surprisal to measure the
degree of informativity of tokens in the RSC cor-
pus. As the corpus presents noticeable variation
in terms of corpus size and vocabulary size over
time, we calculate the average surprisal value of
each word in a given time period (here: decade),
normalized by the vocabulary size:

∑N
i=1 S(wi)

N
(2)

where S(wi) is the surprisal value of word wi, and
N is the number of types in the corpus for the given
time period. This controls for the effects of vocab-
ulary size and corpus size on the average surprisal
values, allowing us to make a fair comparison be-
tween time periods.

The probabilities needed for surprisal calculation
are obtained by considering slices of decades, i.e.
given a text, surprisal of each word in the text is
calculated based on the probabilities of the words
in context in the decade.2

2.3 Fractality
We measure the fractality of sequences with the
Hurst exponent, computed on series of surprisal

2Note that the RSC provides surprisal annotation at the
token level based on decades, 50-year periods, and the whole
corpus and given the pre-processed material.
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values averaged on sentences for each RSC text.
Recently, fractality has been applied to analyze
dynamics in language use such as sentiment arcs
in stories (Gao et al., 2016), on stylometric and
sentiment features finding correlations to the per-
ceived ‘beauty’ of a text (Cordeiro et al., 2015; Biz-
zoni et al., 2022), and for determining differences
between fiction and non-fiction texts (Mohseni
et al., 2021). A Hurst exponent >0.5 indicates rela-
tively smooth transitions between highly informa-
tive and less informative sentences, i.e. rather grad-
ual changes in informativity pointing to a relatively
uniform information distribution (cf. uniform infor-
mation density hypothesis (UID) (Jaeger and Levy,
2007; Jaeger, 2010)). These transitions will form
patterns which are repeatedly encountered in a text
(i.e. self-similarity of persistent trends). In our spe-
cific case of studying scientific writing, we would
expect a rather high Hurst exponent, which would
confirm our hypothesis towards striving for a bal-
ance between highly informative content and a con-
ventionalized style of writing for expert-to-expert
communication. On the other hand, a Hurst ex-
ponent <0.5 would suggest rather abrupt changes
between more vs. less informative sentences (i.e.
anti-persistent trends), which we would not assume
to be the case.

We estimate the Hurst exponent by Adaptive
Fractal Analysis (AFA) (Gao et al., 2011), by which
time series (here: sentences in a text) are partitioned
into overlapping segments of length w = 2n+ 1,
where neighboring segments overlap by n + 1
points. In each segment, the time series is fitted
with the best polynomial of order M using standard
least-squares regression. The fitted polynomials in
the overlapping regions are then combined to yield
a single global smooth trend (cf. Riley et al. (2012)
for an introduction). The Hurst exponent is esti-
mated based on the fluctuations around this trend
and the scale at which these fluctuations occur. The
original time series is denoted by x1, x2, ..., xT and
the fitted polynomials for the ith and (i + 1)th

segments are denoted by yi(l1) and yi+1(l2), re-
spectively, where l1, l2 = 1, 2, ..., 2n + 1. The
fluctuations around the smooth trend’s mean m can
be measured by the residuals: residuali = xi - m.
The scale-dependent fluctuations can be measured
by the fluctuation function F (n), which is given
by:

F (n) =

√√√√ 1

n

n∑

i=1

residual2i (3)

The Hurst exponent H is estimated as the slope
of the regression line of logF (n) against log n.

3 Analysis

Using the Hurst exponent, we ask whether the dis-
tribution of informativity within the RSC texts be-
comes more persistent over time, which would in-
dicate a more uniform and smooth distribution of
information within articles, i.e. a more persistent
informativity profile.

Informativity is measured by surprisal (cf. Sec-
tion 2.2). Example (1) shows a sentence with low
informativity on average (4.6 of surprisal), where
words are relatively predictable given their previous
context (such as Newton given Sir Isaac). Exam-
ple (2) shows a sentence which is higher in infor-
mativity on average (surprisal of 8.1), where illus-
trated is relatively unpredictable given its previous
context (compare to the more explicit version which
occurred and which illustrated which would lower
the average informativity). Example (3) presents a
highly informative sentence (surprisal of 10.9) due
to the terms used in it.

(1) And5.29 that4.97 something8.78 like4.40 this7.12
must8.52 be0.94 the4.49 Case6.92 ,2.84 appears12.91
from2.61 what0.92 Sir5.25 Isaac0.11 Newton0.48

has3.86 said8.84 upon1.98 this2.42 Subject3.67 .3.14 (J.T.
Desaguliers 1724, average sentence surprisal 4.6)

(2) Another10.09 effect9.16 which6.91 occurred10.39

illustrated15.13 the4.10 same5.28 point7.44 .4.61 (M.
Faraday 1846, average sentence surprisal 8.1)

(3) He7.49 also4.45 accepted9.85 Van12.92 Slyke9.12 amino-
N23.48 determinations16.54 .3.54 (R.L.M. Synge et al.
1990, average sentence surprisal 10.9)

We compute the Hurst exponent on the articles’
sentence-based informativity arcs. Figure 1 and 2
show the lines of two arcs with extremely high
(H = 0.92) vs. low (H = 0.27) exponents. Informa-
tivity is on the y-axis of Figure 1a and 2a with the
time series of the texts (i.e. sentences) on the x-
axis. Figure 2a shows high fluctuations around the
mean with rather abrupt changes in surprisal val-
ues, while Figure 1a shows a much smoother trend,
with smaller and gradual changes in informativity
from low to high and vice versa. Figure 1b and 2b
present a globally smooth trend signal, represented
as a polynomial fit on the detrended informativ-
ity profile3. A detrended profile is a profile where
the datapoints’ values are subtracted to the mean;

3With linear trend (m1), quadratic trend (m2), and cubic
trend (m3).

40



(a) Informativity profile of a text as its surprisal (y-axis)
through the text (x-axis).

(b) Detrended profile: three alternative polynomial fits.

Figure 1: Informativity profiles (raw and detrended) of
a text with high Hurst exponent (H = 0.92).

polynomial fits on such a signal allow us to esti-
mate the series’ underlying systematic components
and to forecast its long-term behaviour (see also
Riley et al. (2012) on obtaining global lines, i.e.
detrended lines).

In general, texts with a low Hurst exponent con-
tain sentences with strongly varying averages in
surprisal (low-high-low etc), while texts with a
relatively high Hurst exponent are built up by se-
quences of sentences presenting a gradual increase
or decrease in surprisal (low-lower-high-higher-
highest-higher-high-lower-low etc). Thus, a Hurst
exponent of >0.5 indicates long-term trends in
the informativity profile of a text and more per-
sistent patterns (e.g. a gradual increase in infor-
mativity followed by a gradual decrease or vice
versa). A Hurst exponent of 0.5 indicates abrupt
changes with unpredictable peaks and troughs in in-
formativity, while a value of <0.5 suggests an anti-
persistent trend, i.e. a trend reverting constantly to
the mean through a "zig-zag"-like behaviour.

Figure 3 shows an overall trend of the Hurst ex-
ponent for the RSC texts averaged over each year,
with the averaged exponent value on the y-axis and
years on the x-axis. For almost all years the Hurst
exponent is >0.5. From the 1650s to 1800 there

4To best show mean-reverting patterns, (b) excludes the
first and last ten sentences of the article.

(a) Informativity profile of a text as its surprisal (y-axis)
through the text (x-axis).

(b) Detrended profile: three alternative polynomial fits.

Figure 2: Informativity profiles (raw and detrended) of
a text with low Hurst exponent (H = 0.27).4

Figure 3: Hurst exponent of RSC texts over time aver-
aged on each year.

is an increase, followed by a plateau until 1900
and a slight decrease until the 1990s. Spearman’s
correlation between average Hurst and the articles’
publication date is positive and significant until
roughly the late 18th century (0.43), negative and
significant from the beginning of the 20th century
(-0.79), and non-significant in-between. This in-
dicates that the RSC texts show rather persistent
informativity sequences, a tendency that becomes
stronger through the 18th century, i.e. changes in
informativity across the texts become more coher-
ent showing recurrent patterns of change in a text.
This is in line with psycholinguistic accounts on
language processing. Given that smoother signals
of informativity have shown to be related to less
processing effort (Jaeger and Levy, 2007; Jaeger,
2010), the observed change might indeed indicate
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change towards more coherent texts in English sci-
entific writing to serve expert-to-expert communi-
cation, where a smoother signal indicates a more
uniform distribution of information that goes be-
yond the sentence unit.

However, after a relatively stable period, infor-
mativity profiles become slightly less persistent
in the 20th century. This could indicate a devel-
opment of a scientific code at pressure given the
highly demanding process of increased specializa-
tion, i.e. growing specialized domains, in which
formulaic language and grammatical consolidation
are combined with an increasingly diverse, domain-
specific use of terminology. These high demands
might introduce sharper changes in the informativ-
ity profiles of more contemporary articles, leading
to the slight disrupt of the "smoothness" of the
informativity trends, slightly lowering the overall
Hurst score.

Finally, it is worth noting that while the texts’
average Hurst exponent oscillates through macro-
periods (here centuries), its variance and standard
deviation decline steadily (Table 2 and Figure 4),
i.e. the differences between the articles’ informa-
tivity profiles becomes smaller – scientific authors
converging on a particular range of informativity
profiles.

Measure Spearman corr. Kendall corr.
Mean 0.160 0.076
Variance -0.664* [-0.83, -0.4] -0.517* [-0.74, -0.2]
Std -0.619* [-0.8,-0.33] -0.476* [-0.71,-0.13]

Table 2: Correlations between time and Hurst’s decade-
based average, variance, and standard deviation. All
measures were taken starting from 1700, to avoid dis-
tortions induced by the data scarcity of the 17th century.
*indicates p-values <0.05; confidence intervals for al-
pha=0.05 are in brakets.

4 Conclusion

We have modeled fractality for English scientific
texts given their informativity over time on the
RSC Corpus, showing a general trend towards the
use of smoother informativity profiles. This is in
line with previous accounts on information density,
which hypothesize uniform distributions to ease
processing cost (Jaeger and Levy, 2007; Jaeger,
2010). Here, we have shown that this also adheres
at the textual level. Considering that scientific writ-
ing is meant for expert-to-expert communication,
being subject to increased processes of specializa-
tion, more contemporary scientific writing shows

Figure 4: Standard deviation for each decade in our cor-
pus starting 1700, with a polynomial fit. The standard
deviation diminishes almost linearly, which seems to
indicate a progressive stylistic convergence.

trends towards slightly less smoothed signals, with
stronger alternations between more conventional-
ized, formulaic vs. highly specialized informational
content. At the same time, we observed a strong
converging trend indicated by a significant reduc-
tion in variance and standard deviation of the Hurst
exponent. In future, we would like to see whether
this notion of an optimized informativity signal
is observable in the development of other regis-
ters. Also, there might be discipline-specific trends
which would shed light on processes of specializa-
tion and diversification among scientific disciplines.
Moreover, as we continuously work on enhancing
corpus quality, we would like to have a through
analysis of possible confounds that might have an
impact on surprisal as well as fractality calculation.
This will lead us to uncover more comprehensively
source for changes in fractality. Also, as we here
have applied one of the most simple ways of calcu-
lating fractality, we want to experiment with other
measures in order to evaluate their performance for
this task.

5 Acknowledgements

This research is funded by Deutsche Forschungs-
gemeinschaft (DFG, German Research Founda-
tion) – Project-ID 232722074 – SFB 1102 and by
Velux Foundation - Project Fabula-Net - Project-ID
35361. We would also like to express our sincere
gratitude to the reviewers for their insightful com-
ments and constructive feedback, which greatly
contributed to the improvement of this paper.

References
Dwight Atkinson. 1999. Scientific discourse in socio-

historical context: The Philosophical Transactions
of the Royal Society of London, 1675-1975. Erlbaum,
New York.

42



Douglas Biber and Susan Conrad. 2014. Variation in
English: Multi-dimensional studies. Routledge.

Douglas Biber and Bethany Gray. 2016. Grammatical
complexity in academic English: Linguistic change
in writing. Studies in English Language. Cambridge
University Press, Cambridge, UK.

Yuri Bizzoni, Telma Peura, Mads Thomsen, and Kristof-
fer Nielbo. 2022. Fractal Sentiments and fairy tales
- Fractal scaling of narrative arcs as predictor of the
perceived quality of Andersen’s fairy tales. Journal
of Data Mining & Digital Humanities, NLP4DH.

Alistair Cockburn, editor. 2001. Agile Software De-
velopment. Addison-Wesley Professional, Boston,
USA.

Joao Cordeiro, Pedro RM Inácio, and Diogo AB Fer-
nandes. 2015. Fractal beauty in text. In Progress in
Artificial Intelligence: 17th Portuguese Conference
on Artificial Intelligence, EPIA 2015, Coimbra, Por-
tugal, September 8-11, 2015. Proceedings 17, pages
796–802. Springer.

Nandan Kumar Das, Rajib Dey, Semanti Chakraborty,
PK Panigrahi, and Nirmalya Ghosh. 2016. Prob-
ing multifractality in depth-resolved refractive in-
dex fluctuations in biological tissues using backscat-
tering spectral interferometry. Journal of Optics,
18(12):125301.

Stefania Degaetano-Ortlieb. 2021. Measuring infor-
mativity: The rise of compounds as informationally
dense structures in 20th century scientific english.
In Elena Soave and Douglas Biber, editors, Corpus
Approaches to Register Variation, chapter 11, pages
291–312. John Benjamins Publishing Company.

Stefania Degaetano-Ortlieb and Andrew Piper. 2019.
The scientization of literary study. In Proceedings of
the 3rd Joint SIGHUM Workshop on Computational
Linguistics for Cultural Heritage, Social Sciences,
Humanities and Literature, pages 18–28, Minneapo-
lis, USA. Association for Computational Linguistics.

Stefania Degaetano-Ortlieb and Elke Teich. 2019. To-
ward an optimal code for communication: The case
of scientific English. Corpus Linguistics and Linguis-
tic Theory, 0(0):1–33. Online print.

Quentin Feltgen, Benjamin Fagard, and Jean-Pierre
Nadal. 2017. Frequency patterns of semantic change:
Corpus-based evidence of a near-critical dynamics
in language change. Royal Society Open Science,
4(11):170830.

Stefan Fischer, Jörg Knappen, Katrin Menzel, and Elke
Teich. 2020. The Royal Society Corpus 6.0. provid-
ing 300+ years of scientific writing for humanistic
study. In Proceedings of the International Confer-
ence on Language Resources and Evaluation (LREC)
2020, Marseille, France, May 2020, pages 794–802.

Jianbo Gao, Jing Hu, and Wen-wen Tung. 2011. Facil-
itating joint chaos and fractal analysis of biosignals
through nonlinear adaptive filtering. PLOS ONE,
6(9):1–8.

Jianbo Gao, Matthew L Jockers, John Laudun, and Tim-
othy Tangherlini. 2016. A multiscale theory for the
dynamical evolution of sentiment in novels. In 2016
International Conference on Behavioral, Economic
and Socio-cultural Computing (BESC), pages 1–4.
IEEE.

M.A.K. Halliday. 1988. On the language of physical
science. In Mohsen Ghadessy, editor, Registers of
Written English: Situational Factors and Linguistic
Features, pages 162–177. Pinter, London.

M.A.K. Halliday. 2007. On the concept of ‘Educa-
tional linguistics’. In Jonathan J. Webster, editor,
The collected works of M. A. K. Halliday, Volume
9: Language and education, pages 354–367. Contin-
uum, London. Originally published in: Giblett, R., &
O’Carroll, J. (Eds.). (1990). Discipline, dialogue, dif-
ference: Proceedings of the Language in Education
conference, Murdoch University, December 1989.
Murdoch, Australia: Duration, pp. 23–42.

Michael Cyril William Hunter et al. 1989. Establishing
the new science: The experience of the early Royal
Society. Boydell & Brewer Ltd.

T. Florian Jaeger. 2010. Redundancy and reduction:
Speakers manage syntactic information density. Cog-
nitive Psychology, 61(1):23–62.

T. Florian Jaeger and Roger P. Levy. 2007. Speakers
optimize information density through syntactic re-
duction. In Bernhard Schölkopf, John C. Platt, and
T. Hoffman, editors, Advances in Neural Information
Processing Systems 19, pages 849–856. MIT Press.

Hannah Kermes, Stefania Degaetano-Ortlieb, Ashraf
Khamis, Jörg Knappen, and Elke Teich. 2016. The
Royal Society Corpus: From uncharted data to cor-
pus. In Proceedings of the 10th LREC, Portorož,
Slovenia.

Carsten Klaus, Dietrich Klakow, and Peter Fankhauser.
2019. OCR post-correction of the Royal Society
Corpus based on the noisy channel model. In Pro-
ceedings of the 41. Jahrestagung der Deutschen
Gesellschaft fuer Sprachwissenschaft (DGfS2019),
University of Bremen, Germany.

Katrin Menzel, Jörg Knappen, and Elke Teich. 2021.
Generating linguistically relevant metadata for the
Royal Society Corpus. Research in Corpus Linguis-
tics, 9(1):1–18.

Lilo Moessner. 2009. The influence of the Royal Society
on 17th-century scientific writing. ICAME journal,
33:65–87.

Mahdi Mohseni, Volker Gast, and Christoph Redies.
2021. Fractality and variability in canonical and non-
canonical English fiction and in non-fictional texts.
Frontiers in Psychology, 12.

43

https://doi.org/10.46298/jdmdh.9154
https://doi.org/10.46298/jdmdh.9154
https://doi.org/10.46298/jdmdh.9154
https://doi.org/10.18653/v1/W19-2503
https://doi.org/10.1098/rsos.170830
https://doi.org/10.1098/rsos.170830
https://doi.org/10.1098/rsos.170830
https://doi.org/10.1371/journal.pone.0024331
https://doi.org/10.1371/journal.pone.0024331
https://doi.org/10.1371/journal.pone.0024331
https://doi.org/10.32714/ricl.09.01.02
https://doi.org/10.32714/ricl.09.01.02
https://doi.org/10.3389/fpsyg.2021.599063
https://doi.org/10.3389/fpsyg.2021.599063


Noah Moxham and Aileen Fyfe. 2018. The Royal So-
ciety and the prehistory of peer review, 1665–1965.
The Historical Journal, 61(4):863–889.

Margery Purver. 2013. The Royal Society: Concept and
Creation. Routledge.

Michael A. Riley, Scott Bonnette, Nikita Kuznetsov,
Sebastian Wallot, and Jianbo Gao. 2012. A tutorial
introduction to adaptive fractal analysis. Frontiers in
Physiology, 3:371.

Shankha Sanyal, Archi Banerjee, Anirban Patranabis,
Kaushik Banerjee, Ranjan Sengupta, and Dipak
Ghosh. 2016. A study on improvisation in a musical
performance using multifractal detrended cross cor-
relation analysis. Physica A: Statistical Mechanics
and its Applications, 462:67–83.

Claude E. Shannon. 1948. A mathematical theory
of communication. Bell System Technical Journal,
27:379–423, 623–656.

Holger Voormann and Ulrike Gut. 2008. Agile corpus
creation. Corpus Linguistics and Linguistic Theory,
4:235–251.

Mark Wilkinson, Michel Dumontier, and IJsbrand Aal-
bersberg. 2016. The FAIR Guiding Principles for
scientific data management and stewardship. Nature
– Scientific Data, 3(160018).

44

https://doi.org/10.1038/sdata.2016.18
https://doi.org/10.1038/sdata.2016.18


Proceedings of the 7th Joint SIGHUM Workshop on Computational Linguistics for Cultural Heritage, Social Sciences, Humanities and Literature
(LaTeCH-CLfL2023), pages 45–62

May 5, 2023 ©2023 Association for Computational Linguistics

Direct Speech Quote Attribution for Dutch Literature

Andreas van Cranenburgh
Center for Language and Cognition

University of Groningen
a.w.van.cranenburgh@rug.nl

Frank van den Berg
Klippa

Groningen, The Netherlands
frankvandenberg@klippa.com

Abstract
We present a dataset and system for quote at-
tribution in Dutch literature. The system is
implemented as a neural module in an exist-
ing NLP pipeline for Dutch literature (dutch-
coref; van Cranenburgh, 2019). Our contribu-
tions are as follows. First, we provide guide-
lines for Dutch quote attribution and annotate
3,056 quotes in fragments of 42 Dutch literary
novels, both contemporary and classic. Sec-
ond, we present three neural quote attribution
classifiers, optimizing for precision, recall, and
F1. Third, we perform an evaluation and anal-
ysis of quote attribution performance, show-
ing that in particular, quotes with an implicit
speaker are challenging, and that such quotes
are prevalent in contemporary fiction (57%,
compared to 32% for classic novels). On the
task of quote attribution, we achieve an im-
provement over the rule-based baseline of 8.0%
F1 points on contemporary fiction and 1.9%
F1 points on classic novels. Code, models,
and annotations for the public domain novels
are available under an open license at https:
//github.com/frenkvdberg/dutchqa.

1 Introduction
Quote attribution is the task of identifying the
speaker of each quotation span in a given text.
When applied to dialogue in literature, this en-
ables us to study relations and interactions between
characters, for example by extracting social net-
works (Elson et al., 2010; Labatut and Bost, 2019).
Other applications to literature include examining
gender differences (Underwood et al., 2018; Kraicer
and Piper, 2019) or measuring information propaga-
tion (Sims and Bamman, 2020). Whereas the afore-
mentioned studies all focus on English-language
fiction, in this paper we focus on direct speech attri-
bution in Dutch literature. An example can be seen
in the following sentence:

(1) “[Ik]1 denk dat [je]2 met [haar]3 moet praten,”
zei [Tom]1. Speaker: [Tom]1

“[I]1 think [you]2 should talk to [her]3”, [Tom]1
said.

Example (1) has an explicit speaker mention (Tom).
However, identifying the speaker is not always as
easy (examples from Tolstoy’s Anna Karenina):

(2) “Maar, wat nu te doen?” vroeg [hij]1 wan-
hopig. Speaker: [Stepan]1
“Well, what now?” [he]1 asked disconsolately.

(3) “[Mama]1?, [ze]1 is opgestaan,” antwoordde
[het meisje]2. Speaker: [Tanya]2
“[Mamma]1? [She]1 is up,” answered [the
girl]2.

(4) “Het komt goed, [meneer]1; [ze]2 draait wel
bij,” zei [Matvey]3. Speaker: [Matvey]3

“Bijdraaien?” Speaker: [Stepan]1
“Ja, [meneer]1.” Speaker: [Matvey]3
It’s all right, [sir]1; [she]2 will come round,”
said [Matvey]3.
“Come round?”
“Yes, [sir]1.”

The speakers of (2) and (3) are mentioned by
anaphor. Sentences 2–3 of (4) are even more chal-
lenging, since they have an implicit speaker. Note
that all of the above examples are direct speech,
in which the exact words spoken by a person are
reported. Although there exist systems for detect-
ing and attributing indirect speech (Pareti et al.,
2013; Salway et al., 2017) and free indirect dis-
course (Brooke et al., 2017), our focus in this work
is strictly on direct speech.

For the task of Dutch quote attribution, van Cra-
nenburgh (2019) presents a rule-based approach as
part of the dutchcoref coreference resolution sys-
tem. Quote attribution is relevant to coreference
resolution, as the speaker and addressee of dialogue
turns must be known to resolve first and second per-
son pronouns in quoted speech correctly. Further-
more, after extending the dutchcoref system with
three neural classifiers for the subtasks mention de-
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tection, mention attributes and pronoun resolution,
van Cranenburgh et al. (2021) notes that in literature
dialogue is particularly important; annotating and
predicting speakers of direct speech was proposed
as one of the directions for future work. Therefore,
we implement a neural classifier for quote attribu-
tion, which we expect to outperform dutchcoref’s
rule-based approach.
Additionally, we perform an error analysis, where
we look at whether certain speaker types are harder
to classify: explicit (said Tom) vs. anaphoric
pronoun (said he) vs. anaphoric other (said his
friend) vs. implicit. Moreover, we will analyze
whether the corpus of books that we use (Rid-
dleCoref vs. OpenBoek) has an influence on the
performance of the classifier.

2 Background

2.1 Quote attribution in the literary domain
Semino and Short (2004) present a taxonomy of
speech and thought representation, and a corpus
annotated with this taxonomy that includes fiction.
Later work attempts to automate quote attribution.
Glass and Bangay (2007) approach the task of quote
attribution in the literary domain by combining a
scoring technique and hand-coded rules to iden-
tify the speaker of quoted speech in fiction books.
Their approach consists of three steps: identify-
ing the speech verb for a quote, finding the actor
for this speech verb and then selecting the correct
speaker from a character list. While performing
well, their system is limited to explicitly cued speak-
ers and not able to identify implicit speakers. Elson
and McKeown (2010) aim to automatically identify
both quotes and the mentions of the speakers in
a self compiled corpus of classic literature. How-
ever, their predictions rely on gold-label informa-
tion at test time, which is not available in prac-
tice. O’Keefe et al. (2012) uses a sequence labeling
approach, which proves successful for the news
domain, but does not manage to beat their base-
line accuracy on the literary domain. Subsequently,
O’Keefe et al. (2013) reported on the impact of
coreference resolution on the task of quote attri-
bution, with Almeida et al. (2014) presenting a
joint model of coreference resolution and quote
attribution. Around the same time, the best sys-
tem for literary quote attribution was the system
by He et al. (2013), presenting a supervised ma-
chine learning approach. Instead of seeing the task
as quote-mention labeling, they reformulated it to

quote-speaker labeling. Their system was even-
tually outperformed by Muzny et al. (2017), who
present a rule-based and statistical quote attribution
system. Adding a supervised classifier to their de-
terministic sieve-based system proved successful on
English literature, achieving an average F1-score of
87.5% across three novels. Yeung and Lee (2017)
present a machine learning system that identifies
not just the speaker of dialogue in literature, but
also the addressee. Sims and Bamman (2020) reim-
plements the deterministic approach of Muzny et al.
(2017), while also using coreference information
and choosing to assign unattributed quotes to the
majority speaker. Instead of evaluating system per-
formance using accuracy and precision/recall, they
measure the cluster overlap. Their system achieves
an average F1-score of 71.3% across three different
cluster metrics, when evaluated on their new dataset
containing 1,765 quotes across 100 different liter-
ary texts. Byszuk et al. (2020) present an evaluation
of direct speech attribution for 19th-century fiction
in 9 languages by fine-tuning transformer-based se-
quence labeling models, which appear to be more
robust to varying typographical conventions com-
pared to rule-based approaches. Papay and Padó
(2020) present a corpus of 19th century literature
with rich dialogue annotations: direct and indirect
speech are included, and not only speakers but also
addressees and cue words are annotated. Yoder
et al. (2021) present a neural pipeline tailored to En-
glish fan fiction, including character identification,
coreference, and quote attribution. Most recently,
Vishnubhotla et al. (2022) presented a dataset of all
quotations in 22 English novels, with annotations
for speaker, addressee, and other attributes. They
also evaluate systems based on Muzny et al. (2017)
and BookNLP,1 and report lower scores (overall
accuracy up to 63%) than with previous datasets,
suggesting the task is more challenging than previ-
ously thought.

2.2 Quote attribution within dutchcoref
The dutchcoref system (van Cranenburgh, 2019;
van Cranenburgh et al., 2021) performs quote at-
tribution as part of its rule-based coreference res-
olution system, which follows the deterministic
multi-sieve architecture of Lee et al. (2013). The
system starts by identifying mention spans and at-
tributes (animacy, gender, number). This is fol-

1BookNLP is a neural pipeline optimized for literature,
cf. https://github.com/booknlp/booknlp
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lowed by quote attribution and a sequence of rule-
based sieves that make coreference decisions, or-
dered from most to least precise.

In the quote attribution component, direct speech
is identified using punctuation: single and double
quotation marks, and paragraphs that start with a
dash. While this heuristic works for the majority of
cases, there are rare cases where quotation marks
are used for other things than direct speech. If no
marker is found to indicate the end of direct speech,
the system assumes the end of the paragraph is also
the end of the quote. Furthermore, the system does
not extract quotes within other quotes.

Speakers of direct speech are attributed where
they are explicitly mentioned, such as when the
subject of a reported speech verb is located next to
a quote. Addressees are identified as well, as the
addressee is set to the speaker of the previous or fol-
lowing quote. The system uses paragraph breaks in
order to decide whether a speaker continues speak-
ing or another participant takes the next turn. Even
in a longer chain of implicit quotes, the system can
still attribute the speakers and addressees, assum-
ing that the same speaker pair keeps taking turns.
Other heuristic rules for identifying speakers and
addressees include recognizing certain vocative pat-
terns and checking whether there is only a single
human mention in the paragraph. These heuristic
rules are similar to those reported in the paper by
Muzny et al. (2017), although they do not discuss
the identification of addressees.

The performance of dutchcoref’s quote attribu-
tion component was reported using the first 1,000
quotes from the novel De Buurman by J.J. Voskuil.
A low recall score of 43.3% was obtained, as almost
half of the quotes were not assigned a speaker. How-
ever, the obtained precision score was high, scoring
81.7%. The low recall score can be explained by
the decision to not assign unattributed quotes to the
majority speaker, since the system was designed
to favor precision. The error analysis revealed that
most errors occurred where the speaker was im-
plicit, with the quote attribution rules working well
when speakers were mentioned explicitly.

As Muzny et al. (2017) obtained better re-
sults when combining the heuristic rules with a
lightweight supervised classifier, a similar exper-
iment was also tried for dutchcoref. van Cranen-
burgh (2019) trained a fastText classifier (Joulin
et al., 2017) to classify the unattributed quotes, but
the results were not encouraging, as there was not

enough annotated data.
Seeing how a lack of training data caused the

performance to be poor, we are curious how well a
classifier can perform when we supply a sufficient
amount of training data. Therefore, we annotated
quotes appearing in fragments of 42 different Dutch-
language novels and train our own classifier, which
can then be implemented into the dutchcoref system
as an independent module located before the second
(string match) sieve. For the architecture of our
classifier, we follow the approach of Muzny et al.
(2017), although we replace the MaxEnt model with
a feed-forward neural network. As adding neural
classifiers to dutchcoref proved successful on the
subtasks of mention detection, mention attributes
and pronoun resolution (van Cranenburgh et al.,
2021), we expect to see a similar improvement on
the subtask of quote attribution.

3 Data and Material
For our experiments, we work with Dutch liter-
ary novels from both the RiddleCoref (van Cranen-
burgh, 2019) and the OpenBoek (van Cranenburgh
and van Noord, 2022) corpora. For the task of quote
attribution specifically, we needed to annotate the
novels ourselves in order to obtain gold data. We
will discuss both the corpora statistics and the an-
notation process below.
The RiddleCoref corpus was first presented in
van Cranenburgh (2019) and consists of a selection
Dutch (translated and original) contemporary lit-
erary novels from the Riddle of Literary Quality
project (Koolen et al., 2020). This corpus contains
a total of 33 documents, for which we use the train,
development and test splits as defined in Poot and
van Cranenburgh (2020). In total, there are 38,647
mentions in the corpus and on average 4,897.4 to-
kens per document. Unfortunately, the annotated
texts from the RiddleCoref cannot be made publicly
available due to copyright.
The OpenBoek corpus consists of public domain
novels from Project Gutenberg enriched with sev-
eral layers of annotation.2 The corpus currently
contains 9 fragments of Dutch-language novels
and novellas. This corpus contains a total of
23,650 mentions, with an average of 11,502.4 to-
kens per document. The number of sentences
per document (mean 643.3), as well as the num-
ber of tokens per document (> 10k), indicate that
annotated OpenBoek fragments are longer than

2https://andreasvc.github.io/openboek/
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the RiddleCoref fragments, or most other coref-
erence datasets. These longer fragments lengths
were chosen specifically with the challenge of long-
document coreference resolution in mind.

4 Quote attribution annotation

Whereas gold standard coreference annotations
(mentions and coreference clusters) were already
available, this was not the case for the task of quote
attribution. Therefore, we added quote attribution
annotations as an extra annotation layer to the Rid-
dleCoref and OpenBoek datasets. For the anno-
tation we used the tool released by Muzny et al.
(2017) along with our own annotation guidelines.3
The guidelines can be summarized as follows:

1. We annotate all direct speech quotes, which
often appear within quotation marks, or are
preceded by a dash sign.

2. As for annotating mentions, the only mentions
that should be annotated are the spans of text
that refer to the speaker of a quote.

3. Each quote should be linked to the mention
of that quote’s speaker. A quote can only be
linked to one mention, however one mention
can be linked to multiple quotes.

4. In the case of multiple possible mention candi-
dates for a quote’s speaker, we will consistently
choose the mention that is closest to the quote.

5. The mentions we annotate should always be
outside the quotes they are connected to.

We only annotated the quotes and corresponding
speaker mentions, but not the addressees for these
quotes, as this is outside the scope of this paper.
Statistics In total, we annotated all 33 fragments
from the RiddleCoref corpus and all 9 fragments
from the OpenBoek corpus. Table 5 shows the
number of quotes annotated per fragment. The Rid-
dleCoref corpus contains a total of 1,864 quotes,
whereas the OpenBoek corpus contains a total of
1,192 quotes. This results in an average of 56.5
quotes per fragment for the RiddleCoref corpus,
versus an average of 132.4 quotes per OpenBoek
fragment. The fact that the OpenBoek corpus seems
to contain on average 2.3 times as much quotes per
fragment is not surprising, as its fragments contain
on average 2.1 times as many sentences per docu-
ment. If we take this into account, the density of

3https://github.com/frenkvdberg/dutchqa/blob/
main/annotation_guidelines.pdf

quotes per fragment is roughly the same for both cor-
pora. We do however see that the number of quotes
is more evenly distributed among the fragments of
the OpenBoek corpora, whereas there seem to be
more extreme outliers in the RiddleCoref corpus.
Inter-Annotator Agreement Ten fragments of
100 sentences from RiddleCoref had already been
annotated at an earlier stage by the first author, al-
lowing us to look at inter-annotator agreement with
the annotations done for this project by the sec-
ond author. Both annotators are native speakers
of Dutch. For these 10 fragments of 100 words,
we obtain an average F1-score of 83.7% (based on
whether quotes are assigned to the correct speaker
cluster, see Section 6). This is a lower bound, as
the existing annotations were made before the an-
notation guidelines had been formalized. For more
details and examples, see Section A.2.

5 Method
5.1 System architecture
We train a feed-forward classifier, using the afore-
mentioned train and development split of the Rid-
dleCoref corpus. This is a binary classifier that
predicts for a given quote-mention candidate pair
whether the mention is the speaker of the quote.
Both the quotes and the candidate mentions are de-
tected beforehand by the dutchcoref system, as we
only focus on the attribution of each quote to the
right speaker.

As candidate mentions, we only consider names,
nouns and specific types of pronouns, that appear
within a distance of at most one paragraph on either
side of the quote. We restrict pronouns to personal
and possessive pronouns, but unlike Muzny et al.
(2017) we did not find restricting pronouns to only
singular gendered pronouns to be helpful. Further-
more, mentions that appear within the quote are
also excluded as its candidate mentions.

For each quote-mention pair, the classifier as-
signs a probability, which we use to select the most
likely speaker for that quote. From all candidate
mentions, we choose the mention with the highest
probability. However, if this probability is lower
than a pre-defined threshold (initially set at 0.2), no
speaker is attributed to the quote.

Figure 1 provides an overview of our classifier.
It consists of an input layer to which we apply a
dropout of 0.2, followed by two dense hidden lay-
ers of 500 and 150 neurons, both with a dropout
of 0.5. These layers both have ReLU activation
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Figure 1: An overview of the classifier.

and batch normalization. For the output layer we
use a sigmoid activation with L2 regularization of
0.05. Furthermore, we use the Adam optimizer
with a learning rate of 0.0001 and a batch size of
32. Lastly, we use early stopping to stop training
when the model does not improve for 5 successive
epochs.

Whereas van Cranenburgh (2019) favored pre-
cision over recall for their quote attribution com-
ponent, we decide to experiment with tuning our
classifier for different evaluation metrics. Using
the same architecture with different features during
training, we create a three variants of our classifier.
Each focused on achieving the best performance on
a specific metric, we present a +precision, +recall
and +F1 model. The features types are described in
the next section; the classifier variants, along with
their impact, are discussed in Section 6.1.

5.2 Features
Our classifier uses as input BERT embeddings and
various handpicked features. For both the quotes
and the mention candidates, we use BERT token
embeddings produced by BERTje (de Vries et al.,
2019), a pretrained, monolingual Dutch model.
When a quote or a mention consists of multiple
tokens, we take the mean of the embeddings of
all tokens to use as input. As for the handpicked
features, we will summarize each feature below.
Mention type of candidate mention; possible val-
ues: name, noun, pronoun.
Mention attributes For the mention attributes, we
consider person, gender and animacy. The person
attribute has three possible values: first, second,
and third person. The gender attribute is either f
(female), m (male), fm (mixed or unknown gender),
or n (neuter). Lastly, animacy refers to whether the
mention is human or non-human.

Quote length The number of tokens in the quote
span.
Paragraph distance The number of paragraphs
between the mention and the quote.
Token distance The number of tokens between the
mention and the quote.
Quote distance The number of tokens between the
end of the previous quote and the start of the current
quote.
Mention occurrence in previous quote While we
do not yet know the addressees for each quote, this
feature might provide similar information. It looks
at whether the candidate mention occurs within
the previous quote, which means that it might be a
speaker that is addressed before taking the next turn.
Additionally, we store whether not the candidate
mention itself, but a mention within the same cluster
as the candidate mention has occurred within the
previous quote.
Quotes in between The number of other quotes
that appear between the current quote and the men-
tion candidate.
Subject of speech verb Lastly, we check whether
the candidate mention is the subject of a reported
speech verb, for example ‘says’, ‘asks’ or ‘replies’.
Such verbs are also referred to as cue words (Pareti,
2012, 2016; Papay and Padó, 2020). Note that the
reported speech verbs are not part of the annota-
tions, but are detected using a predefined list mined
from a large corpus of parsed novels using a syn-
tactic query of the form “NP verb quoted-speech”
in various orders (van Cranenburgh, 2019).

5.3 Baseline methods
In order to gain a better insight into the performance
of our classifier, we compare it to three different
baselines. We will describe the approach of these
baselines below in order of complexity.
Closest mention baseline Always choose the men-
tion that is closest to the quote in terms of token
distance. This closest mention is still chosen from
the pool of candidate mentions, meaning that it is
required to either be a name, noun, personal pro-
noun or a possessive pronoun. Inspired by Bamman
et al. (2014) and Muzny et al. (2017).
Embeddings-only baseline A classifier as in Sec-
tion 5.1, using only the BERT token embeddings
for the quotes and the mentions in order to predict
the speaker for each quote.
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Dutchcoref baseline Since our goal is to improve
the quote attribution performance of the rule-based
dutchcoref system with a neural classifier, we need
to know how well the rule-based approach (cf. Sec-
tion 2.2) performs.

6 Evaluation

As mentioned before, for the RiddleCoref corpus
we use the same train, development and test splits
as defined in Poot and van Cranenburgh (2020). For
the OpenBoek corpus however, there is no prede-
fined split. A first proposal for this corpus was to
use the novel Max Havelaar as development and
Eline Vere as test, leaving the other seven novels
as the train split. However, we noticed some poor
performance with regards to the quote extraction
part, which means these novels might not be rep-
resentative as evaluation data. Especially for the
fragment Eline Vere, which is the only fragment in
which quotes are always introduced by a dash sign
instead of quotation marks, the quotes were often
extracted incorrectly. In the fragment Max Have-
laar, the quotes are introduced by both quotation
marks and dash signs in a very inconsistent man-
ner. Moreover, quotes do not always have ending
quotation marks.

Since quote extraction works well for the seven
other fragments, we decided on the following: We
will evaluate the performance of our classifiers,
which were trained on the RiddleCoref train split,
on both the RiddleCoref test split and on the seven
remaining novels from the OpenBoek corpus (thus
excluding Eline Vere and Max Havelaar). This way
we can see whether the performance is better on
a specific corpus, as well as analyze the potential
differences.

We will report precision, recall and F1-scores,
which were also used in earlier work (Muzny et al.,
2017; van Cranenburgh, 2019). We report only
scores indicating whether the quote was attributed
to the correct speaker cluster. We do not re-
port whether the quote was attributed to the same
speaker mention as in the gold data, since this is a
somewhat arbitrary annotation choice.

The evaluation can be further divided. During
the training of our classifier and our initial experi-
ments, we made use of gold standard coreference
files that were already available for the RiddleCoref
dataset. We will report the scores obtained by our
classifier and the baseline systems when using these
gold coreference files, meaning these systems have

System Threshold P R F1

baselines:
closest mention N/A 40.7 40.7 40.7
embeddings only 0.20 53.9 53.6 53.7
dutchcoref N/A 88.4 62.9 73.5

classifiers:
neural +precision 0.20 91.5 58.8 71.6
neural +recall 0.20 85.8 67.9 75.8
neural +F1 0.20 87.6 67.9 76.5

classifiers w/ optimal thresholds:
neural +precision 0.24 92.9 57.4 71.0
neural +recall 0.02 79.4 77.2 78.3
neural +F1 0.09 85.5 74.7 79.8

Table 1: Quote attribution on the RiddleCoref dev. set,
using gold coreference, with classifiers optimizing pre-
cision, recall, or F1.

access to all the manually corrected mentions when
making their predictions.

Additionally, we will implement the classifier
into the existing dutchcoref system as an indepen-
dent module. This way, we can compare its perfor-
mance as a part of the dutchcoref system and com-
pare whether it actually improves the rule-based
approach in a realistic, end-to-end setting.

It must be noted that quotes that do not have a
gold speaker are not taken into consideration during
this evaluation, as this should be addressed as part
of the quote extraction process, which is not the
focus of this paper.

In the following subsections, we first report the
results achieved in our experiments using gold stan-
dard coreference files. For these results, we also
show which features contributed the most to each
of our classifiers. Then, we report the results that
our classifiers achieved when implemented into the
dutchcoref system.

6.1 Results with gold coreference files
We first report the quote attribution results that were
obtained when training the classifier on the Rid-
dleCoref development set, using the available gold-
standard coreference files. This way, we can see
how well each system would perform in an ideal
setting, where the quote attribution performance
is not influenced by how well the dutchcoref sys-
tem performs on other subtasks, as this evaluation
setting will be discussed in Section 6.2.

Table 1 shows the performance of the baselines,
as well as our neural classifiers, both with and with-
out optimized thresholds. The simple baselines of
always attributing a quote to the closest candidate
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mention or only using BERT embeddings as fea-
tures are heavily outperformed by the rule-based
dutchcoref module. However, we were able to train
three different neural classifiers, each focused on
outperforming the dutchcoref system on a specific
evaluation metric.

We first apply the same probability threshold of
0.2 (below which no speaker will be assigned) to all
classifiers in order to make an initial performance
comparison. When looking at the speaker cluster
scores, we see that the +precision classifier achieves
an improvement of 3.1% on the precision metric
over the dutchcoref system, although it performs
worse in terms of recall and F1-score. Similarly, the
+recall classifier outperforms the dutchcoref system
by 5.0% on the recall metric, and the +F1 classifier
outperforms the dutchcoref system by 3.1% on the
F1 metric. However, none of the classifiers outper-
forms the dutchcoref systems on all three metrics.

Then, we experimented with the probability
thresholds in order to further improve the perfor-
mance of our classifiers at their respective metrics.
Increasing the threshold results in a higher precision
score, while decreasing the thresholds results in a
higher recall score. After optimizing these thresh-
old values, the +precision classifier now achieves a
precision score of 4.5% higher than the dutchcoref
system. The +recall and +F1 classifiers outperform
the dutchcoref system on both recall and F1-score,
with the +recall classifier achieving a recall score
14.3% higher and the +F1 classifier achieving an
F1-score 6.3% higher than the dutchcoref system.

In order to see which features contribute the most
to each classifier’s performance, we performed abla-
tion experiments. Table 2 shows the performance of
each classifier when removing one feature at a time.
The paragraph distance feature seems to be by far
the most important feature in all the three classi-
fiers. Removing this feature would even mean that
the +precision and +F1 classifiers no longer out-
perform the dutchcoref system on their respective
metrics. Interestingly, the mention type feature does
not seem to contribute that much to the performance
of each classifier. Removing this feature from the
+precision classifier would result in slightly higher
precision scores, however the F1-score would no-
ticeably drop. Lastly, the quote length and mention
occurrence in previous quote features that we intro-
duced in Section 5.2 are not included in any of our
three classifiers. While these features seemed to
increase the scores in our initial experiments, they

Feature P R F1

neural +precision: 92.9 57.4 71.0
- mention type 93.1 55.2 69.3
- mention attr. (excl. gender info) 88.6 55.5 68.2
- paragraph distance 72.0 50.8 59.6
- token distance 88.0 52.5 65.7
- quote distance 86.1 64.8 74.0

neural +recall: 79.4 77.2 78.3
- mention type 77.9 74.7 76.3
- mention attr. (excl. gender info) 76.6 74.7 75.7
- paragraph distance 69.8 67.9 68.8
- token distance 76.8 75.5 76.2
- subject of speech verb 76.8 74.7 75.8

neural +F1: 85.5 74.7 79.8
- mention type 84.1 72.5 77.9
- mention attributes 85.3 72.0 78.1
- paragraph distance 75.1 69.8 72.4
- token distance 83.9 73.1 78.1
- subject of speech verb 84.3 73.6 78.6
- quotes in between 81.3 73.1 77.0

Table 2: Ablation experiments for each classifier, remov-
ing one feature at a time.

QA module Set P R F1

rule-based RC - dev 87.2 53.1 64.8
neural +precision RC - dev 94.6 50.3 63.5
neural +recall RC - dev 75.5 71.4 73.3
neural +F1 RC - dev 78.7 66.5 71.7

rule-based RC - test 85.4 45.0 58.1
neural +precision RC - test 90.4 43.4 58.2
neural +recall RC - test 67.3 65.0 66.1
neural +F1 RC - test 72.9 58.8 64.7

rule-based OpenBoek 85.3 64.0 72.8
neural +precision OpenBoek 84.5 56.4 66.4
neural +recall OpenBoek 76.0 73.5 74.7
neural +F1 OpenBoek 79.3 70.6 74.7

Table 3: End-to-end quote attribution results of different
modules in the dutchcoref system.

will unfortunately only decrease the performance
when added to our final three classifiers.

6.2 Results with a coreference pipeline

For a more realistic evaluation of the performance
of our classifiers, we compare the achieved scores
again after implementing them as neural modules in
the dutchcoref system. In Table 3, we report scores
obtained on the RiddleCoref development and test
sets, as well as on the selected seven OpenBoek
novels. As expected, now that the quote attribution
performance is dependent on the input received
from earlier dutchcoref sieves, the scores achieved
on the RiddleCoref development set are somewhat
lower for all systems when compared to the scores
from Table 1. Still, the neural classifiers each out-
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perform the dutchcoref system on their respective
metrics. It is interesting that this time, the +recall
classifier obtains the highest recall and the highest
F1-score of all four systems, both for the speaker
mentions and for the speaker clusters.

For the RiddleCoref test set, all the scores are
noticeably lower than they are for the development
set. Again the +recall classifier achieves the the
highest recall and F1-scores for the speaker clusters,
although the +F1 classifier does perform the best on
the F1 metric if we look specifically at the speaker
mentions performance. Seeing these relatively low
scores on the test set inspired us to perform an error
analysis, which we will discuss in Section 7.2.

Lastly, the quote attribution performance on the
OpenBoek novels yields the highest F1-scores for
all systems. This seems to be mostly due to all
the recall scores being noticeably higher than they
are for the RiddleCoref data splits. However, the
+precision classifier does not outperform the rule-
based approach on these seven novels. Furthermore,
the rule-based approach achieves the highest F1
score looking purely at the speaker mentions and
for the speaker clusters the difference in F1 scores
between the rule-based approach and the best per-
forming neural classifiers is noticeably smaller than
on the RiddleCoref novels. For transparency, we
included the results on each individual novel in Ap-
pendix A.3.

7 Analysis

To gain a better understanding of the challenges of
literary quote attribution, we now take a closer look
at the test data and model outputs. We first consider
the distribution of quote types, and then perform an
error analysis of the systems we evaluated.

7.1 Quote type distribution
In order to compare the RiddleCoref test novels
to the OpenBoek novels, we consider the distribu-
tion of the quote types per novel (see Section A.4
for detailed statistics). As mentioned before, we
distinguish between four different quote types: ex-
plicit (said Tom), anaphoric pronoun (said he),
anaphoric other (said his friend) and implicit.
Looking at the relative frequencies, we see that
the percentage of anaphoric other quotes is roughly
the same for both datasets. However, we see a big
difference in the relative amount of implicit quotes:
57% for the RiddleCoref test novels vs only 32%
for the OpenBoek novels. Whereas implicit quotes

are by far the most prominent in the RiddleCoref
test novels, anaphoric pronoun quotes are the most
prominent in the OpenBoek novels, slightly sur-
passing the implicit quotes. The large dataset of
classic English novels by Vishnubhotla et al. (2022)
has about 36% implicit and 29% anaphoric quotes
(based on Table 5). This figure is similar to that
of OpenBoek and suggests that contemporary nov-
els may contain more implicit quotes than classic
novels, which makes the task of quote attribution
harder for contemporary novels.

Furthermore, it is interesting to see that even
within the datasets the quote type distribution can
differ considerably per novel. For instance, in the
novel Gooische Vrouwen, 67% of the quotes are
explicit, whereas this percentage is only 4% for
Cobra and 0% for Mannentester. Similar outliers
can be seen for the OpenBoek novels, where De
Agra Schat contains 61% quotes of type anaphoric
pronoun, but Reis Om De Wereld contains only
12% quotes of the same type. Some of this variance
could be attributed to genre, but also to author style.

This distribution helps us better understand the
difference in performance of our classifiers on these
datasets, which we discuss in the next subsection.

7.2 Error analysis

Looking at the speaker cluster F1-scores in Table 3,
we see a large difference in performance on the Rid-
dleCoref test novels and the OpenBoek novels. This
difference is not only visible for our neural classi-
fiers, but also for the rule-based approach, which
achieved 14.7% F1 points higher on the OpenBoek
novels. As the performance was the worst on the
RiddleCoref test novels, we analyzed the mistakes
that the different systems made on each novel. See
Section A.4 for a breakdown of mistakes per quote
type and novel.

We see that for each system the majority of the
mistakes are made on implicit quotes. Even by our
best classifier, these quotes are still incorrectly clas-
sified in 53% of the cases, with our worst perform-
ing classifier incorrectly classifying these quotes
76% of the time. The anaphoric pronoun quotes
seem to be the easiest to classify for each system, es-
pecially for the +recall and +F1 classifiers, which
only make mistakes on 2% of these quotes.

Looking at these mistakes in combination with
the quote distribution of Table 10 helps us under-
stand the difference in performance on the afore-
mentioned datasets. As can be seen from the quote
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distribution, the RiddleCoref test novels contain
57% implicit and 20% anaphoric pronoun quotes,
whereas these percentages are 32% implicit and
35% anaphoric pronoun quotes for the OpenBoek
novels. Seeing how by far the most mistakes are
made on implicit quotes, it is only natural to see
a worse performance on a dataset with novels that
contain on average more of these implicit quotes.

It is also interesting to see how our neural F1
classifier substantially outperforms the rule-based
approach for explicit-, anaphoric other- and espe-
cially anaphoric pronoun quotes, but only slightly
for the implicit quotes. The +precision classifier ac-
tually performs worse than the rule-based approach
only for the implicit quotes. This shows us that even
with the features we presented and implemented in
our classifiers, we still have an especially hard time
attributing implicit quotes to the right speaker.

Lastly, we see that for each system, anaphoric
non-pronoun quotes are substantially harder to clas-
sify than anaphoric pronoun quotes, which is in line
with the results presented in (Muzny et al., 2017).

8 Conclusion

In this paper, we focused on training a classifier to
improve the task of quote attribution when com-
pared to dutchcoref’s rule-based approach. We
trained three different feed-forward neural network
classifiers, each one focused a different metric for
speaker clusters: precision, recall and F1-score. For
the task of quote attribution, we manage to improve
on the rule-based approach by 8.0% F1 points on
the RiddleCoref test novels and by 1.9% F1 points
on the OpenBoek novels.

With our quote attribution error analysis we show
that each system makes the most mistakes on im-
plicit quotes. Moreover, anaphoric pronoun quotes
prove to be harder than anaphoric non-pronoun
quotes, as each of the systems performs the best
on the anaphoric pronoun quote type. This also
explains why the quote attribution performance on
the OpenBoek novels is notably higher than on the
RiddleCoref test novels, as the OpenBoek novels
contain relatively more anaphoric pronoun quotes
and less implicit quotes.

For future work, we think there is still a lot of
improvement to be gained, especially on implicit
quotes. As we have found features that reduce mis-
takes on anaphoric pronoun quotes by 91.7% with
respect to the rule-based approach, future experi-
ments can look specifically at how to decrease mis-

takes on implicit quotes. Furthermore, we did not
consider the task of identifying addressees, thus
having to rely on the rule-based approach to iden-
tify these after we first identify the speakers using
our neural classifiers. Jointly identifying speakers
and addressees may yield additional performance
gains, since it would enable the classifier to pick
up on turn-taking patterns in a data-driven manner.
Reported speech verbs (also known as cue words)
were not part of the annotations, but detected using
a predefined list. Recall may be improved by detect-
ing them using a classifier trained on annotated cue
words. In terms of machine learning, fine-tuning
BERT for the task of quote attribution (rather than
simply using averaged token embeddings as fea-
tures) and/or incorporating more context with for
example an LSTM on top of the BERT embeddings
can be expected to yield additional improvements.

Lastly, we think further improvements can also
be made on quote extraction, as we saw that there
were still a lot of mistakes made on the OpenBoek
novels Max Havelaar and Eline Vere. As most of
these mistakes were made on quotes starting with a
dash sign, more elaborate rules targeting these kind
of quotes could improve the overall performance of
dutchcoref even more.
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RiddleCoref OpenBoek
train dev test

documents 23 5 5 9
sentences 6,803 1,525 1,536 5,709
sentences per document 295.8 305.0 307.2 643.3
average sentence length 15.5 18.4 18.3 18.1
tokens 105,517 28,042 28,054 103,522
mentions 25,194 6,584 6,869 23,650
entities 9,041 2,643 3,008 8,875
mentions / entities 2.79 2.49 2.28 2.66
mentions / tokens 0.24 0.23 0.24 0.23
entities / tokens 0.09 0.09 0.11 0.09
% pronouns 40.4 35.7 38.1 40.9
% nominals 47.0 49.4 52.8 48.0
% names 12.6 14.9 9.1 11.1

Table 4: RiddleCoref and OpenBoek corpora statistics.

A Appendices

A.1 Corpus statistics
See Table 4 for various statistics of the two cor-
pora used in this paper. Table 5 lists the number of
annotated quotes for each text (fragment).

A.2 Inter-Annotator Agreement
For the RiddleCoref corpus, ten of the fragments
were annotated by the first author at an earlier stage,
allowing us to look at inter-annotator agreement.
However, these annotations were made before the
annotation guidelines were created, so some incon-
sistencies are to be expected. While this score is
often calculated using Cohen’s kappa, we found
that this method was not applicable here, as there is
not always a clear number of possible speaker men-
tions and speaker clusters to which a quote could be
attributed. Instead, we evaluated our annotations
against the other annotations to calculate the F1-
scores for each fragment, which can be found in
Table 6.

Looking at the F1-scores for the clusters, we see
that we achieve an average F1-score of 83.7, indi-
cating that we often attribute quotes to the same
speaker cluster. This score is noticeably lower for
the mentions, as the choice of which mention to pick
is a rather arbitrary choice, which is best shown for
the novel by Barnes. For the 23 quotes this novel
contains, we tend to attribute the quotes to different
mentions, achieving an F1-score of 9.3, while still
often attributing these quotes to the same speaker
cluster, as can be seen from the cluster F1-score

of 73.4. Ultimately, it is the speaker cluster that
should be correctly recognized by our final system,
so getting these correct is what matters most.

Still, for the speaker cluster scores we see two es-
pecially low scores. For the novel De begraafplaats
van Praag, we see an F1-score of 40.0. Here, the
challenge is whether the detected quotes are meant
to be attributed to a speaker or not, as we show for
the following two detected quotes:

(5) (...) je hoeft alleen maar af te geven op een an-
der volk, dus bijvoorbeeld ["wij Polen hebben
dat en dat manco"]quote, of ze zeggen meteen,
omdat ze voor niemand onder willen doen,
zelfs niet als het iets negatiefs betreft: ["O nee,
hoor! Hier in Frankrijk zijn we veel erger"]quote,
waarna ze aan een anti-Franse tirade beginnen
die pas eindigt als het tot ze doordringt dat ze
erin zijn getuind.
(...) you only have to speak ill of another peo-
ple, for example ["we Poles have such and
such a defect"]quote, and since they do not want
to be second to anyone, even in wrong, they
react with: ["Oh no, here in France we are
worse"]quote, and they start running down the
French until they realize they’ve been caught
out.

Whereas the other annotator does not assign a
speaker to either of these quotes, we argue that
the second quote can be attributed to the underlined
mention ze (they). This scenario is repeated for an-
other quote in the novel, where the other annotator
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Riddlecoref - train # quotes Riddlecoref - dev # quotes

Abdolah, Koning 94 Gilbert, Eten Bidden Beminnen 9
Barnes, Alsof Voorbij Is 23 Kluun, Haantjes 16
Bernlef, Zijn Dood 104 Kooten, Verrekijker 57
Bezaz, Vinexvrouwen 11 Mitchell, Niet Verhoorde Gebeden 222
Binet, Hhhh 23 Springer, Quadriga 82
Carre, Ons Soort Verrader 9 Total 386
Collins, Hongerspelen 129
Dewulf, Kleine Dagen 11 Riddlecoref - test
Eco, Begraafplaats Van Praag 3 Forsyth, Cobra 46
Eggers, Wat Is Wat 19 Japin, Vaslav 114
Grunberg, Huid En Haar 19 Proper, Gooische Vrouwen 36
James, Vijftig Tinten Grijs 11 Royen, Mannentester 25
Kinsella, Shopaholic Baby 51 Verhulst, Laatste Liefde Van 48
Koch, Diner 12 Total 269
Mansell, Versier Me Dan 41
Moor, Schilder En Meisje 5 OpenBoek
Rowling, Harry Potter 468 Conan Doyle, De Agra Schat 186
Siebelink, Oscar 57 Couperus, Eline Vere 101
Vermeer, Cruise 23 Hugo, De Ellendigen 78
Voskuil, Buurman 54 Multatuli, Max Havelaar 31
Weisberger, Chanel Chic 7 Nescio, De Uitvreter 220
Worthy, James Worthy 15 Nescio, Dichtertje 150
Yalom, Raadsel Spinoza 20 Nescio, Titaantjes 91
Total 1,209 Tolstoy, Anna Karenina 182

Verne, Reis Om De Wereld 153
Total 1,192

Table 5: Number of quotes per text.

again does not assign a speaker, while we do. As
the fragment of this novel contains very few quotes,
each difference in our annotations heavily lowers
the inter-annotator agreement score.

For the novel Het diner, the F1-score of 59.5
can also be explained by us assigning speakers to
quotes more often than the other annotator does, as
we show in example (6):

(6) Maar ik noem haar zelden mijn vrouw — bij
officiële gelegenheden af en toe, in zinnen als:
[’Mijn vrouw kan op dit moment niet aan de
telefoon komen’]quote, of: [’Mijn vrouw weet
toch echt zeker dat zij een kamer met uitzicht
op zee had gereserveerd.’]quote
But I rarely refer to her as my wife — on official
occasions sometimes, in sentences like [‘My
wife can’t come to the phone right now’]quote,
or: [‘My wife is very sure she asked for a room
with a sea view.’]quote

Again, both quotes are not assigned a speaker by the
other annotator, whereas we attribute both quotes
to the underlined mention ik (I). We notice that
the quotes on which we disagree are often intro-
duced by phrases like bijvoorbeeld (for example)
or zoals (such as). These quotes can sometimes
be interpreted as describing hypothetical dialogue,
leaving the reader uncertain whether the dialogue
has actually ever taken place. Still, we choose to
assign these examples of dialogue to the intended
speaker, causing our annotations to differ with the
other annotator at times.

A.3 Quote attribution performance per novel

• RiddleCoref development set: cf. Table 7.
• RiddleCoref test set: cf. Table 8.
• OpenBoek novels: cf. Table 9.
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Novel Mentions F1 Clusters F1

Barnes, Alsof het voorbij is 9.3 73.4
Carre, Ons soort verrader 53.7 100
Eco, Begraafplaats van Praag 40.0 40.0
Eggers, Wat is de wat 52.6 100
Grunberg, Huid en haar 85.7 100
James, Vijftig tinten grijs 34.1 100
Koch, Diner 61.1 59.5
Moor, De schilder en het meisje 100 100
Voskuil, De buurman 76.3 97.7
Yalom, Het raadsel Spinoza 62.5 66.7
Average 57.5 83.7

Table 6: Annotator agreement on 10 RiddleCoref texts.

A.4 Analysis: detailed tables
Table 10 lists the number of quote types per anno-
tated text. Table 11 lists the number of mistakes
broken down by quote type in the texts of the Rid-
dleCoref test set.
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Novel Mentions Clusters
P R F1 P R F1

rule-based:
Gilbert, Eten Bidden Beminnen 100 44.4 61.5 100 44.4 61.5
Kluun, Haantjes 85.7 37.5 52.2 85.7 37.5 52.2
Kooten, Verrekijker 78.6 64.7 71.0 81.0 66.7 73.1
Mitchell, Niet Verhoorde Gebeden 84.2 67.3 74.8 88.9 71.0 79.0
Springer, Quadriga 71.7 40.7 52.0 80.4 45.7 58.3

Average 84.0 50.9 62.3 87.2 53.1 64.8
neural +precision:
Gilbert, Eten Bidden Beminnen 100 44.4 61.5 100 44.4 61.5
Kluun, Haantjes 100 25.0 40.0 100 25.0 40.0
Kooten, Verrekijker 90.7 76.5 83.0 95.3 80.4 87.2
Mitchell, Niet Verhoorde Gebeden 89.9 57.9 70.5 92.8 59.8 72.7
Springer, Quadriga 82.5 40.7 54.5 85.0 42.0 56.2

Average 92.6 48.9 61.9 94.6 50.3 63.5
neural +recall:
Gilbert, Eten Bidden Beminnen 88.9 88.9 88.9 100 100 100
Kluun, Haantjes 53.8 43.8 48.3 61.5 50.0 55.2
Kooten, Verrekijker 84.3 84.3 84.3 88.2 88.2 88.2
Mitchell, Niet Verhoorde Gebeden 69.2 68.2 68.7 74.4 73.4 73.9
Springer, Quadriga 63.6 60.5 62.0 77.9 74.1 75.9

Average 72.0 64.2 65.8 75.5 71.4 73.3
neural +F1:
Gilbert, Eten Bidden Beminnen 88.9 88.9 88.9 100 100 100
Kluun, Haantjes 50.0 31.2 38.5 60.0 37.5 46.2
Kooten, Verrekijker 86.0 84.3 85.1 90.0 88.2 89.1
Mitchell, Niet Verhoorde Gebeden 78.6 68.7 73.3 84.0 73.4 78.3
Springer, Quadriga 68.7 56.8 62.2 80.6 66.7 73.0

Average 70.8 60.2 64.8 78.7 66.5 71.7

Table 7: Quote attribution scores per novel on the RiddleCoref development set, when classifiers are implemented
within the dutchcoref system.
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Novel Mentions Clusters
P R F1 P R F1

rule-based:
Forsyth, Cobra 84.2 34.8 49.2 84.2 34.8 49.2
Japin, Vaslav 90.3 57.5 70.3 95.8 61.1 74.6
Proper, Gooische Vrouwen 76.9 57.1 65.6 80.8 60.0 68.9
Royen, Mannentester 81.8 36.0 50.0 81.8 36.0 50.0
Verhulst, Laatste Liefde Van 78.9 31.2 44.8 84.2 33.3 47.8

Average 82.4 42.3 56.0 85.4 45.0 58.1
neural +precision:
Forsyth, Cobra 85.0 37.0 51.5 85.0 37.0 51.5
Japin, Vaslav 87.3 42.5 57.1 89.1 43.4 58.3
Proper, Gooische Vrouwen 87.0 57.1 69.0 87.0 57.1 69.0
Royen, Mannentester 81.8 36.0 50.0 90.9 40.0 55.6
Verhulst, Laatste Liefde Van 100 39.6 56.7 100 39.6 56.7

Average 88.2 42.4 56.9 90.4 43.4 58.2
neural +recall:
Forsyth, Cobra 57.6 41.3 48.1 57.6 41.3 48.1
Japin, Vaslav 64.3 63.7 64.0 73.2 72.6 72.9
Proper, Gooische Vrouwen 62.9 62.9 62.9 62.9 62.9 62.9
Royen, Mannentester 52.0 52.0 52.0 64.0 64.0 64.0
Verhulst, Laatste Liefde Van 59.5 52.1 55.6 69.0 60.4 64.4

Average 59.3 57.7 58.6 67.3 65.0 66.1
neural +F1:
Forsyth, Cobra 67.9 41.3 51.4 71.4 43.5 54.1
Japin, Vaslav 70.4 61.1 65.4 81.6 70.8 75.8
Proper, Gooische Vrouwen 69.7 65.7 67.6 69.7 65.7 67.6
Royen, Mannentester 56.5 52.0 54.2 65.2 60.0 62.5
Verhulst, Laatste Liefde Van 70.6 50.0 58.5 76.5 54.2 63.4

Average 67.0 54.0 59.4 72.9 58.8 64.7

Table 8: Quote attribution scores per novel on the RiddleCoref test set, when classifiers are implemented within the
dutchcoref system.
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Novel Mentions Clusters
P R F1 P R F1

rule-based:
Conan Doyle, De Agra Schat 92.8 76.2 83.7 94.7 77.8 85.5
Hugo, De Ellendigen 82.7 56.6 67.2 86.5 59.2 70.3
Nescio, De Uitvreter 89.5 70.0 78.6 91.4 71.5 80.2
Nescio, Dichtertje 66.2 35.3 46.1 75.0 40.0 52.2
Nescio, Titaantjes 71.4 49.5 58.4 77.8 53.8 63.6
Tolstoy, Anna Karenina 77.1 60.0 67.5 81.4 63.3 71.3
Verne, Reis Om De Wereld 86.2 78.3 82.1 90.6 82.2 86.2

Average 80.8 60.8 69.1 85.3 64.0 72.8
neural +precision:
Conan Doyle, De Agra Schat 95.1 73.0 82.6 95.8 73.5 83.2
Hugo, De Ellendigen 80.7 60.5 69.2 86.0 64.5 73.7
Nescio, De Uitvreter 80.4 69.6 74.6 83.8 72.5 77.7
Nescio, Dichtertje 69.0 32.7 44.3 77.5 36.7 49.8
Nescio, Titaantjes 77.1 29.7 42.9 85.7 33.0 47.6
Tolstoy, Anna Karenina 81.5 61.1 69.8 85.9 64.4 73.7
Verne, Reis Om De Wereld 86.2 65.8 74.6 87.9 67.1 76.1

Average 81.4 53.2 62.6 84.5 56.4 66.4
neural +recall:
Conan Doyle, De Agra Schat 77.7 75.1 76.4 79.3 76.8 78.0
Hugo, De Ellendigen 71.2 68.4 69.8 75.3 72.4 73.8
Nescio, De Uitvreter 76.3 76.3 76.3 84.5 84.5 84.5
Nescio, Dichtertje 53.5 50.7 52.1 66.9 63.3 65.1
Nescio, Titaantjes 50.6 49.5 50.0 67.4 65.9 66.7
Tolstoy, Anna Karenina 69.4 66.7 68.0 78.6 75.6 77.1
Verne, Reis Om De Wereld 75.7 71.7 73.6 79.9 75.7 77.7

Average 67.8 65.5 66.6 76.0 73.5 74.7
neural +F1:
Conan Doyle, De Agra Schat 89.4 77.3 82.9 90.0 77.8 83.5
Hugo, De Ellendigen 80.0 68.4 73.8 83.1 71.1 76.6
Nescio, De Uitvreter 81.4 78.3 79.8 86.4 83.1 84.7
Nescio, Dichtertje 57.5 48.7 52.7 70.9 60.0 65.0
Nescio, Titaantjes 56.4 48.4 52.1 69.2 59.3 63.9
Tolstoy, Anna Karenina 70.8 66.1 68.4 79.2 73.9 76.4
Verne, Reis Om De Wereld 83.5 73.0 77.9 87.2 76.3 81.4

Average 74.1 63.8 67.5 79.3 70.6 74.7

Table 9: Quote attribution scores per novel on the selected OpenBoek novels, when classifiers are implemented
within the dutchcoref system.
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Novel EXP ANA-P ANA-O IMP

RiddleCoref - test:
Forsyth, Cobra 2 5 9 30
Japin, Vaslav 5 39 1 69
Proper, Gooische Vrouwen 24 0 1 11
Royen, Mannentester 0 5 2 18
Verhulst, Laatste Liefde 12 4 7 25
Total 43 53 20 153
Relative total 16% 20% 7% 57%
OpenBoek:
Conan Doyle, De Agra Schat 18 114 6 48
Hugo, De Ellendigen 8 31 22 17
Nescio, De Uitvreter 95 73 4 48
Nescio, Dichtertje 11 44 18 77
Nescio, Titaantjes 20 21 6 44
Tolstoy, Anna Karenina 43 70 12 57
Verne, Reis om de wereld 72 18 16 47
Total 267 371 84 338
Relative total 25% 35% 8% 32%

Table 10: Distribution of quote types in RiddleCoref test and OpenBoek texts. EXP: explicit; ANA-P: anaphoric
pronoun; ANA-O: anaphoric other; IMP: implicit.
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System Novel EXP ANA-P ANA-O IMP

dutchcoref Forsyth, Cobra 0 1 3 25
Japin, Vaslav 1 6 0 37
Proper, Gooische Vrouwen 7 0 0 7
Royen, Mannentester 0 2 2 12
Verhulst, Laatste Liefde Van 3 3 6 20
Total 11 12 11 101
mistakes / quotes 0.26 0.23 0.55 0.66

neural +precision Forsyth, Cobra 0 1 3 25
Japin, Vaslav 2 4 0 58
Proper, Gooische Vrouwen 5 0 1 9
Royen, Mannentester 0 1 1 13
Verhulst, Laatste Liefde Van 0 2 5 22
Total 7 8 10 117
mistakes / quotes 0.16 0.15 0.50 0.76

neural +recall Forsyth, Cobra 0 1 2 22
Japin, Vaslav 2 0 0 28
Proper, Gooische Vrouwen 5 0 1 7
Royen, Mannentester 0 0 1 8
Verhulst, Laatste Liefde Van 0 0 3 16
Total 7 1 7 81
mistakes / quotes 0.16 0.02 0.35 0.53

neural +F1 Forsyth, Cobra 0 0 2 23
Japin, Vaslav 1 0 0 32
Proper, Gooische Vrouwen 5 0 0 7
Royen, Mannentester 0 1 1 8
Verhulst, Laatste Liefde Van 0 0 3 19
Total 6 1 5 81
mistakes / quotes 0.14 0.02 0.25 0.53

Table 11: Mistakes per quote type on the RiddleCoref test novels.
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Abstract

The subject of this article is the application
of NLP and text-mining methods to the anal-
ysis of two large bibliographies: a Polish one,
based on the catalogs of the National Library
in Warsaw, and a German one, created by the
Deutsche Nationalbibliothek. The data in both
collections are stored in MARC 21 format, al-
lowing the selection of relevant fields that are
used for further processing (basically author, ti-
tle, and date). The volume of the Polish corpus
(after filtering out non-relevant or incomplete
items) includes 1.4 mln of records, and that of
the German corpus 7.5 mln records. The time
span of both bibliographies extends from 1801
to 2021. The aim of the study is to compare
the gender distribution of book authors in Pol-
ish and German databases over more than two
centuries. The proportions of male and female
authors since 1801 were calculated automati-
cally, and NLP methods such as document vec-
tor embeddings based on deep BERT networks
were used to extract topics from titles. The gen-
der of the Polish authors was recognized based
on the morphology of the first names, and that
of the German authors based on a predefined
list. The study found that the proportion of fe-
male authors has been steadily increasing both
in Poland and in German countries (currently
around 43%). However, the topics of women’s
and men’s writings invariably remain different
since 1801.

1 Introduction

The research conducted straddles two broad ar-
eas. One relates to the issue of the resources and
methodologies (NLP and text-mining tools applied
to large bibliographies – hereafter LB), and the
other concerns a certain problem that belongs to the
field of cultural anthropology and/or social sciences
(equal gender participation in various social activ-
ities). We will first address the latter issue, while
the former (data and methods) will be presented in
the subsequent sections.

The complex and long-standing processes lead-
ing to a fairer participation of both genders in social,
scientific, economic, and cultural life have been on-
going in Europe for at least two centuries. Their
most visible public representation was for decades
the feminist movement initiated in the USA in the
mid-19th century (Women’s Convention in Seneca
Falls, USA, 1848). The actual gender status in
European countries, however, is different in spe-
cific regions and largely independent of official
policies and spectacular events publicized by the
media. The real scope of the ongoing changes in
this area can only be revealed by analyzing big
data that consistently and synthetically reflect the
state of affairs over a long period of time. In par-
ticular, a convincing analysis of this phenomenon
should not highlight the most mediated, individual
exponents of women’s status (e.g. awards, promi-
nent positions in politics or business). It should
rather rely on information resources aggregating
large amounts of data dispersed in various sources
that we can consider the most objective possible.

Large bibliographies can be considered as
sources that meet these conditions. They consist of
data which represent a very important segment of
intellectual life and are collected systematically ac-
cording to the same principles. Also of significance
is the fact that for decades, LB have remained in-
sufficiently exploited by scientific methods. The
present work is therefore of a pioneering nature.
It should be noted that, so far, in empirical stud-
ies of complex processes related to gender equal-
ity, economic and legal measures have been used.
However, they can hardly be trusted in the case of
a politically fragile region with a turbulent history,
such as Central Europe. Its multilingual diversity,
the intensity of political change, different mone-
tary systems, and border shifts over the past two
centuries make publication stream analysis a more
reliable approach that is highly resistant to the in-
fluence of random factors or systemic disruptions.
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Writing books is, among other things, the result
of one’s prosperity, exposure to knowledge, and
education. In addition, social acceptance of the
author’s gender and social origin was necessary for
the publication of a book. For example, medicine
in the nineteenth century was almost entirely mas-
culinized. Therefore, a female author of a work on,
for example, surgery would not have been accepted
by the readers, ergo no publisher would publish
such a work.

2 Research Objective and Hypothesis

The first goal of this study is to show the propor-
tions of women and men among the authors of
books published from 1801 to 2021 in two Euro-
pean communities of communication, associated
in various periods with the concept of a nation or
of a state. For that purpose, we generated histor-
ical histograms showing the proportions of male,
female, and unrecognized authors. A chronological
(vertical) survey allowed us to show the dynamics
of cultural change, occurring in the most populous
and influential countries of Central Europe over a
long period of time.

The second goal of the research was to extract
topics specific to male and female authors from
book titles. Its aim was to identify the main con-
tents or topics that characterize the writing of both
genders. We assumed that the authorship of a book
aggregates a number of socially and psychologi-
cally salient variables that are difficult to capture,
especially over a long period of time. Topics were
generated from time sections, representing main
historical periods. We hypothesized that in the 19th

century (until ca 1910) there would be little, if any,
similarity between the two sets both in Polish and
in German data. We also expected to observe a
growing overlap of topics generated from titles by
male and female authors after the interwar period
1918-1945 for both Polish and German data.

The question as to whether this parameter is
likely to become a universal and effective measure
of gender equality remains open. Yet, it certainly
provides a quantitative and possibly objective esti-
mate of this phenomenon. Its advantage, from the
point of view of methodology, is the use of big and
"clean" data and the ensuing independence from
random factors. Another issue was the choice of
Poland and Germany as the objects of the study.
These are countries geographically and culturally
close but historically different in size and status.

Despite the instability of borders and political sys-
tems, German culture maintained continuity in the
19th and 20th centuries based on various state or-
ganisms (including the Rhine Union, the Second
Reich, the Weimar Republic, the Third Reich, and
the Federal Republic of Germany). Additionally,
in the 19th century German Countries (especially
Prussia) were among the world leaders in science
and culture. The situation of Poland was radically
different. Poland lost its statehood at the end of the
18th century, and in effect existed until World War I
only as an entity identified with its culture, history,
religion, and, above all, its language. And even
this status of an "imagined state" was constantly
challenged by the occupation regimes. The country
regained its independence in 1918, but then again
was occupied between 1939 and 1945 by the Third
Reich and the Soviet Union. After 1945, Poland
became a vassal state subordinated to the Soviet
Union; not regaining full sovereignty until 1989.
Given the above circumstances, the discovery of
similarities (or differences) related to the gender of
book authors in both corpora will provide a result
that seems objective, and scientifically relevant.

3 Related work

Much more research is now focused on the ex-
ploratory analysis of library catalogs around the
world, for example, Lahti et al. (2019); Tolonen
et al. (2019). However, surprisingly little research
has been published on the use of artificial intelli-
gence techniques in bibliography data (Wheatley
and Hervieux, 2019; Pawłowski and Walkowiak,
2020; Pawłowski and Walkowiak, 2021). The prob-
lem of topic recognition from short texts is studied
in the literature (Albalawi et al., 2020; Grooten-
dorst, 2022), but application of such a method to a
large number of book titles, that is, very short texts,
is an original approach. Moreover, as discussed in
Section 5 the applied method differs from methods
known from literature (Grootendorst, 2022). More-
over, the paper deals with the problem of merging
two bibliographies and deduplication of records
(see Section 4). The problem is discussed in the
literature (Wysota and Trzaska, 2021; Sitas and
Kapidakis, 2008; Heron et al., 2013).

4 Research Material

The study was carried out on large bibliographies
produced by the National Libraries of Poland1

1https://data.bn.org.pl/databases
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and Germany (Deutsche Nationalbibliothek)2. Al-
though these are not the official "national bibliogra-
phies", they functionally fulfill the conditions set
for such monumental repositories. In particular,
they have a predictable structure of data, the perma-
nent care of a central institution, and the aspiration
of covering the entire body of writings. It is worth
mentioning that due to the lack of a Polish state
in the 19th century (until 1918), there was no cen-
tral institution to keep track of publications during
this period. Records extracted from the Estreicher
Polish Bibliography3, which registers Polish works
and Polonica from a period very poorly represented
in the collection of the National Library, were there-
fore taken into account. For this purpose, the online
part of the bibliography was used, which covers
approximately 40% of the entire collection.

The records of the central libraries are stored
in MARC format (Thomale, 2010) which allows
for field searches and elimination of works that
do not meet the analysis conditions. In the first
iteration, records lacking authors or titles were fil-
tered out. All nontext works (maps, notes, gramo-
phone records, other sound recordings, etc.) were
omitted. Periodical publications were also dis-
carded. In the case of works extracted from the
Estreicher Polish Bibliography, 5 pages were ac-
cepted as the lower limit of acceptable volume (this
source includes very short documents too). In prin-
ciple, most works in languages other than Polish
or German were eliminated from both bibliogra-
phies. However, this criterion was problematic, as
there is no easy way to automatically distinguish
works by German (or Polish) authors writing in
other languages from authors of other nationalities,
but publishing in Germany or Poland (a frequent
example from the 20th century are German doctor-
ates in English). Several works by Polish authors
from the 19th century that for political reasons were
published in the languages of states that occupied
Polish territory (mainly in German or Russian) or
in some other other international language (e.g.,
Latin, French, and Ruthenian), were excerpted by
hand and included.

The whole research material for German com-
prised 25.9 mln records, out of which 72% were
rejected as nonrelevant, while for Polish a total of
2.3 mln records were processed (95% from the Pol-
ish National Library database, 5% from the Estre-

2https://data.dnb.de/DNB/
3https://www.estreicher.uj.edu.pl

icher Bibliography), and 38% were rejected (38%
among those from the National Library database,
50% from the Estreicher Bibliography). The dis-
tribution of data over time was not balanced, but
this does not impede the results of our study (with
incomplete representation, inductive inference is
applicable).

The association of first names with gender is al-
most unambiguous and, in addition, the feminine
gender in Polish is always indicated by the name
ending -a. In the case of the Polish base, recogni-
tion was, therefore, based on this rule. The auto-
matically generated database (mapping of name to
gender) was then manually checked. Some names,
especially foreign ones, are ambiguous, so they
were marked as unknown. The German language,
on the other hand, is not so consistent, as some
Old High German names end in a consonant (e.g.,
Annetrud, Edeltraut, Gudrun etc.). An additional
difficulty - especially after 1945 - in German, is the
large number of borrowed names. For this reason,
a reference catalog of German male and female
names was prepared using open resources. It was
manually verified again and completed manually
for missing names that had an occurrence larger
than 20. Finally, the gender of the authors was de-
termined by automatically comparing their names
with the list.

5 Methods of Data Processing

The MARC database is structured, but often re-
quires additional procedures for information re-
trieval. For example, the publication date often
contains additional characters that need to be re-
moved. The author’s first name is not a separate
field and has to be automatically separated from the
last name. Another problem was the use of umlaut
character encoding (the umlaut was encoded as two
characters) in German data that are not compliant
with standard UTF-8. For processing MARC-21
files we have used a Python 3 PyMarc4 library.

In the case of the Estreicher Polish Bibliography,
the data are available as HTML tables, and the date
of publication is an element of a single text con-
taining the place of publication and the name of
the publisher. This required the development of a
set of heuristic rules to extract the publication data
from the text. Another problem with the Estreicher
Bibliography was the need for deduplication with
the National Library of Poland. A special method

4https://pymarc.readthedocs.io/
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was developed that first splits data based on publi-
cation date and then uses Jaccard’s token similarity
between titles and authors to detect duplicates in a
group of papers with the same publication date.

Detecting topics from short texts requires a ded-
icated procedure (Albalawi et al., 2020; Grooten-
dorst, 2022), which differs from classic approaches
to topic modeling, such as LDA (Blei et al., 2003).
This is because titles are very short and we cannot
rely on the co-occurrence of words in the same text
and on the assumption that the text is a mixture
of several topics. Therefore, the semantic anal-
ysis of titles (the second objective of the work)
was based on a clustering procedure. This pro-
cedure requires a measure of similarity between
titles. Therefore, each title was transformed into a
vector space using deep BERT networks (Devlin
et al., 2018). Since pre-trained BERT networks are
not suitable for solving semantic similarity prob-
lems (Reimers and Gurevych, 2019), we used a
Sentence-BERT approach (Reimers and Gurevych,
2019) based on metric learning (Bellet et al., 2015).
It uses Siamese and triplet network structures to
derive semantically meaningful sentence embed-
dings. In the case of Polish, we tuned the Sentence-
BERT network on a publicly available corpus5 of
human-annotated sentence pairs in Polish for their
semantic relatedness starting from the HerBERT
(Mroczkowski et al., 2021) pretrained model. In the
case of German, we used an already predeveloped
Sentence-BERT model dedicated to English and
German text6. Having embedded text, we applied
classical K-Means (Hastie et al., 2013) clustering
to obtain what we hoped were clusters of seman-
tically distinct groups of titles. We then described
the clusters using a set of words that identifies the
content of the clusters. This is done using a modi-
fied TF-IDF (Salton G, 1988) procedure that takes
into account class information (c-TF-IDF), which
was proposed in Grootendorst (2022). This method
yields list of words with their probabilities for each
cluster; that is, topic as a concept used in topic mod-
eling approaches (Blei et al., 2003). Our approach
differs from BERTopic (Grootendorst, 2022) by
omitting UMAP (McInnes et al., 2020) used for
document vector reduction and replacing HDB-
SCAN (McInnes and Healy, 2017) clustering with
K-Means. The authors tested BERTopic, but the

5https://huggingface.co/datasets/allegro/
klej-cdsc-r

6https://huggingface.co/T-Systems-onsite/
cross-en-de-roberta-sentence-transformer

results were not satisfactory because HDBSCAN’s
outlier detection function caused about 75% of the
data to go off-topic, and UMAP’s preservation of
only local similarities caused semantically different
titles to be mixed within a single topic.

Detected topics can be linked to gender by count-
ing the number of titles assigned to a topic/cluster
with authors of that gender. In the case of multiau-
thor books, we required that each author have the
same gender. To express the relevance of a topic to
a given gender, the importance index is defined as
the ratio of books authored by women to men (or
vice versa) about a given topic (cluster) normalized
to the ratio of books for each gender. This allows
the detection of a topic relevant to both men and
women, irrelevant of the gender distribution among
authors.

6 Results

6.1 The Volume of German and Polish Data

Analysis of the data volume has confirmed our
expectations, but there were also some surprises.
Namely, it turned out that the data coverage of the
period roughly referred to as the 19th century, both
in the case of Poland and Germany, is poor (until
1910). However, this did not significantly impede
the analyses. We have assumed that data from the
19th century should be treated as a representative
sample (consisting of the most significant works),
while data from the period 1911-2021 are almost
complete. Inspection of the histogram (time series)
of the number of titles in successive years confirms
that the German culture was and remains very pro-
ductive (red plots in Figure 1). As a matter of fact
each year the number of book titles published in
Germany has exceeded the corresponding parame-
ter in Poland by at least 5 times, and in some years
even more (see Figure 1c). This is an unfavourable
result from the Polish point of view because the
difference in the size of the populations of the two
countries would justify an advantage of only three
times. This difference in volume can be explained,
however, to some extent. Firstly, in Germany, all
PhD dissertations must appear in print (with an
ISBN code), whereas in Poland there is no such
obligation. Secondly, the databases of the National
Library of Germany include works belonging to
the German Countries, including also those from
Austria and Switzerland. Thirdly, in Poland during
the communist period, due to paper shortages and
the lack of a normal publishing market, multiple
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Figure 1: Number of records meeting the analysis cri-
teria (non-empty field of title and authors, publication
date between 1801 and 2021, and Polish/German lan-
guage); a) Polish and German for years 1801-1910; b)
1911-2021 (notice that scale for German is 10 times
larger then for Poland); c) Number of German records
in relation to Polish records in 1911-2021 (in 1940 it
goes over 80).

editions of the same work were very rare, while in
Germany many books appeared at the same time
as softcover and as hardcover.

A closer analysis of these contemporary data
also reveals interesting fluctuations due to World
War 2 or political changes. What is conspicuous
is the period from 1980 to 1990 in Poland (martial
law), marked by a general collapse in culture and
economy (Figure 1b in blue), and the period after
1990. Events at that time in Poland and partly in
Germany were a co-occurrence of three factors: the
fall of the totalitarian system and the abolition of
censorship that released the creative energy of the
society, the technological revolution that lowered

the costs of publishing, and the spread of the per-
sonal computer that increased the speed of writing
texts by authors. During that period, the DE/PL
ratio systematically decreased (Figure 1c). The
reason for the reversal of this tendency after 2005
is a change in the long-term trend in the German
data (Figure 1b in red). This is, however, not due
to the sudden increase of the number of German
books published (a stable trend observed since the
1920s cannot change from year to year) but to the
change of book coding method. Most of the new
titles started to be counted twice or three times de-
spite being the same work: printed version, e-books
in various formats, and audio-books had different
ISBN codes. Digital editions were also frequent
in Poland at that period but were not considered
as separate books (see sharp falls of the curve in
Figure 1b).

The material from the years 1801-1911, although
incomplete, is of interest too (Figure 1a). It shows,
for example, negative effects of catastrophic events
(e.g., in the Polish data there are visible traces of
national uprisings in 1830 and 1861). On the other
hand, the "round date effect", i.e., the tendency
of people to accumulate special interest around
points on the time line that are deemed some sort
of symbolic borderlines, should be considered very
interesting. This is the explanation for a strong
peak of the curve in 1900 (Germany and Poland),
and a smaller one in 1850. The question arises why
such a peak did not appear in the millennium year
(2000). Most likely this anomaly can be explained
by fundamental changes of the leading medium in
public communication. The peak was observed in
electronic media including TV, and not in printed
books, which in 1900 covered a much larger scope
of social life.

6.2 Gender Distribution in German and
Polish Data

An impressive visual representation of the enor-
mous historical changes that have taken place in
the societies of Poland and German Countries, and
probably also throughout Europe, revealed here as
Figure 2, showing two symbolic lines: the share of
male and female authors over the period of the last
220 years (upper and lower line, respectively). The
percentage of unrecognized data, as can be seen,
is small and stable - fluctuating at approximately
6%. On the contrary, the female and male share
lines run similarly, showing a very slow increasing
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Figure 2: Gender breakdown of book authors over the years 1801-2021.

/ decreasing trend almost until the middle of the
20th century. In German Countries, the cut-off date
indicating a change in the trend is around 1970
(one could hypothesize if this shift was related to
the consequence of the mass unrest of 1968). In
Poland, a strong acceleration in the development of
women’s writing occurs after 1990. Both curves re-
act to one-off events (different for Poland and Ger-
man Countries), but both have similar shapes. The
disproportion in the number of records between
Poland and Germany, as well as between different
historical periods, is considerable (Figure 1). How-
ever, this does not affect the result presented here,
as we are using proportions and not absolute values.
The number of recognized male and female author
names is high. In the German database, out of a
total number of 8.1 mln individuals, the percentage
of unrecognized items (or rejected for some other
reason) was 7.7%, and in the Polish database the
corresponding percentage was 5.3% out of a total
number of 1.3 mln authors. All this makes the ob-
tained result reliable. The process of the increasing
participation of women writers is noticeable in the
data (Figure 2). This indirectly indicates a growing
gender equality, leading to a more balanced partici-
pation of men and women in intellectual and cul-
tural life. Interestingly, despite the great differences
between Poland and Germany in terms of culture,
politics, and economy, both curves show virtually
the same upward trend, which demonstrates the
universality of the observed phenomenon, at least
in this part of Europe. It is only on closer inspec-
tion that small differences are noticeable. Some of
them seem long-lasting, while others are temporary
disturbances in the overall trend.

The tools commonly applied in time series anal-
ysis (trend estimation, ACF function, etc.) were
not used at this stage because there is no indication
of periodic oscillations. However, the similarity be-

tween the two tendencies (PL, DE) was evaluated
using a cross-correlation measure. The Pearson
correlation coefficient of the Polish and German
women’s share series is equal to 0.93 with a p-value
for testing for lack of correlation equal to 1e-97 thus
verifying the hypothesis that the two processes are
similar.

The shares of male and female authors were also
compared separately for the Polish and German
data. Overall, the average share of Polish female
authors in the total publication stream is higher than
that of German female authors (Figure 2). When
the area under the curve is calculated over the en-
tire period, the Polish data account for 12.1% and
after 1900 it is 18.8%. For German data, it is, re-
spectively, 11.1% and 16.1%. An exhaustive expla-
nation of this result in terms of historical research
and cultural anthropology would require a separate,
comprehensive qualitative study that would take
into account the following factors: the impact of
the Polish struggle for the rebirth of a sovereign
state between 1801 and 1918, the ideology of fem-
inism and political struggle for equal rights for
women throughout Europe, the influence of reli-
gion (Catholic, Protestant, Orthodox, Judaism) on
women’s status, and last but not least, specific so-
cial traditions in Polish and German culture.

6.3 Gender Specific Topics in German and
Polish Titles

Table 1 shows the three most gender-differential
topics (topics with the highest values of the impor-
tance ratio) for each gender in six time periods for
Polish titles. The results for German titles are pre-
sented in Table 2. Topic detection was carried out
independently for each period analyzed and each
language. For the first time slot (1801-1910), we
generated 20 topics for each language, for the next
(1911-1945) 20 for Polish and 40 topics for Ger-
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Period Women Men
Topic C Topic C

1801-
1910

woman 5.7 thesis defence 8.8
youth 4.8 society report 5.6
novel 2.8 academic 4.3

1911-
1945

youth 4.9 judiciary 3.9
romance 3.1 lecture 3.1
novel 2.1 academic 2.2

1946-
1980

child 4.7 electrics 4.7
language 2.6 construction 4.1
school 2.6 transport 4.0

1981-
1999

school 4.2 transport 4.8
child 3.8 electrics 4.4
romance 3.3 construction 3.8

2000-
2021

school 6.3 machine 4.8
children 3.6 war 4.7
woman 3.6 software 3.9

Table 1: The most gender specific topics detected in
Polish titles in selected time periods. C denotes the
importance ratio, calculated as the ratio of books by
women to men (or vice versa) with a given theme (topic)
normalized to the ratio of books for each gender.

man (since there are much more records) and 40
for the next time slots. For clarity of presentation,
the topics were labelled by the authors on the basis
of the list of key words generated by the c-TF-IDF
algorithm. For example, the first four keywords
(with highest probabilities) for topic "software"
(for Polish data, male, years 2000-2021) are: pro-
gramming (9.4%), windows (5.3%), excel (4.6%),
and Microsoft (3.8%). And for topic "school" (in
female group) they are: classroom (20.4%), school
(18.5%), primary (9.3%), and textbook (7.8%). In
the case of female authors, the topics are very sta-
ble over time and there is little difference between
German and Polish titles. They mainly cover areas
such as romance, novels, children, and women. In
the group of male authors, the most gender-specific
topics differ slightly between German and Polish
texts, but there are many common elements, such
as judiciary, science, and various technical fields.
The limited volume of the article does not allow
for more topics (and the corresponding keywords)
to be presented, but their overtones are very simi-
lar: there are elements specific to male authors and
others that are specific to female authors.

We have also used Fisher’s exact test to analyze
the topics shown in Tables 1 and 2. Technically, we
built contingency tables for each topic and verified
the null hypothesis that men and women are equally

Period Women Men
Topic C Topic C

1801-
1910

novel 4.6 Germany 3.3
Rome 2.5 report, speech 3.1
letter 1.9 religion 3.0

1911-
1945

novel 3.5 tax 5.7
story 3.3 economy 3.0
child 3.2 judicary 2.9

1946-
1980

romance 3.3 science 3.6
woman 3.1 judicary 3.2
child 2.8 electrics 2.8

1981-
1999

child 2.8 software 3.2
romance 2.3 mathematics 2.8
medicine 2.0 applied science 2.8

2000-
2021

romance 3.1 investigation 2.3
child 2.8 finances 2.1
cooking 2.1 religion 1.8

Table 2: The most gender specific topics detected in
German titles.

Period Polish German
importance coefficient treshold

2 1.5 2 1.5
1801-1910 43.1% 55.7% 29.1% 71.9%
1911-1945 33.3% 57.4% 18.8% 49.6%
1946-1980 32.1% 50.8% 32.0% 49.5%
1981-1999 20.0% 41.5% 18.5% 41.9%
2000-2021 25.1% 42.6% 16.2% 42.8%

Table 3: Coverage (percentage of books) of gender-
specific topics detected in Polish and German bibliogra-
phies. We count the ratio of books belonging to topics
with a coefficient of importance above the given thresh-
old (1.5, 2) to all books analyzed time periods.

likely to write books on a particular topic. All the
tests returned a p-value very close to 0, hence the
listed topics are specific for gender. In addition,
we analyze the volume of books covering gender-
specific topics, that is, topics with an importance
factor greater than a given threshold. The results
for the Polish and German bibliographies and the
thresholds equal to 1.5 and 2 are presented in Table
3. It shows that the share of books with gender-
specific topics is slowly decreasing over time but
is still very high (more than 40%).

All experiments can be replicated using standard
workstations. We used an Nvidia GeForce GTX
1080/2080 Ti card to train Sentence-BERT and
generate embeddings; all other analyses do not re-
quire a GPU. The only computational problem was
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the process of generating topics from German data
for the period 2000-2021, which required about
100GB of memory.

7 Conclusions

The research presented here was developed by com-
bining advanced NLP techniques, mathematical
statistics, programming, and large bibliographic
data. It has demonstrated that the ratio of male and
female authors in book publishing, when measured
over a long period of time, should be considered
one of the most reliable indicators of women’s em-
powerment in the society. In the context of po-
litically unstable regions, it has two main advan-
tages: it is relatively time-proof in the period of
late modernity (i.e. approximately since 1800), and
it is synthetic. The former characteristic implies
that the data are comparable over a long period
of time. They were created under similar condi-
tions (open publishing market) and the object of
measurement remains the same (books from the
19th and the 20th century do not differ in essence).
The latter feature means that it includes some spe-
cific measures that economics, history, or cultural
anthropology used to apply separately (access to
education, financial standing, social status, etc.). It
also showed to be sensitive to one-time events such
as wars, political or technological breakthroughs.

The study confirmed the hypothesis that in Ger-
man Countries and in Poland similar upward trend
in gender equality may be observed (Figure 2).
However, the question remains open as to whether
this phenomenon would have a similar dynamics
throughout Europe. The current share of the au-
thors of the book is approximately 43% women
and 57% men (note that these are values after de-
ducting unrecognized items, so slightly different
from those in Figure 2). The value of the cross-
correlation coefficient, i.e., 0.93, confirmed that
statistically the two processes (gender equality in
German Countries and in Poland) may be observed
are not identical, although very similar. An in-
teresting issue is whether participation of women
in public life was higher in Poland or in German
Countries. The overall ratio of female authors in
Poland and Germany is slightly higher in Poland
(12.1%) than in German Countries (11.1%). Ana-
lyzing Figure 2, one can also ask whether there is a
target state of optimal social balance between both
genders. For example, would the ideal be an equal
share of male and female authors? Perfect sym-

metries are a product of human imagination and
expectations, rather than empirical observable phe-
nomena (Fleck et al., 1981). Equal parities should
be treated with distrust in the social sphere as well
as attempts to realize new utopias, not different
in essence from those once conceived by philoso-
phers, e.g. Thomas Morus (Utopia) or Tommaso
Campanella (City of the Sun). Differences in the
psychological profiles and interests of men and
women have always existed and – as we demon-
strate in our study – translate into various types
of book content published. Therefore, a balanced
and socially favorable level of participation of both
genders among book authors would have to be con-
sidered 50% with a large margin, even 10%. It
seems that this point will soon be reached both in
Germany and in Poland.

The result of the research on the topics confirms
some of the above statements. Multiple analyses
of the entire corpus, as well as of its horizontal
sections (19th and 20th centuries, contemporary
period), conducted on German and Polish data,
confirmed that the areas of interest of male and
female authors are different. Their thematic pro-
files, generated using machine learning methods
(BERT language models), shows a wide number
of almost non-shared topics. This result does not,
of course, resolve the issue of gender, and thus
whether it should be seen as a purely biological or
culturally conditioned phenomenon. However, it is
an important contribution to the discussion on this
topic, as it is based on sound methodology and a
massive factual resource from two languages and
cultures. The concluding remark applies to all the
research conducted here. It shows that the analysis
of large bibliographies by methods of data science,
text mining, corpus linguistics, and NLP is a new,
fully-fledged, promising strand of research.

7.1 Limitations

The study raised some debatable methodological
issues. The first was the comparison of sets with
significantly different numbers (7.1 mln compared
with 1.4 mln records). However, in the case of
gender, we are analyzing proportions of numbers
and not absolute values. This makes the results of
comparison, despite the different volumes of the
Polish and German corpus, fully reliable. Another
difficult issue was the automatic identification of
the gender of the authors. This information cannot
be found in MARC records, so it is necessary either
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to retrieve it from another source (data linking) or
to recognize the gender automatically. Automatic
gender recognition by name is not 100% effective,
but it has been proven practically feasible.
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Abstract
Emotion regulation is a crucial element in deal-
ing with emotional events and has positive ef-
fects on mental health. This paper aims to pro-
vide a more comprehensive understanding of
emotional events by introducing a new French
corpus of emotional narratives collected using
a questionnaire for emotion regulation. We
follow the theoretical framework of the Com-
ponent Process Model which considers emo-
tions as dynamic processes composed of four
interrelated components (BEHAVIOR, FEELING,
THINKING and TERRITORY). Each narrative is
related to a discrete emotion and is structured
based on all emotion components by the writ-
ers. We study the interaction of components
and their impact on emotion classification with
machine learning methods and pre-trained lan-
guage models. Our results show that each com-
ponent improves prediction performance, and
that the best results are achieved by jointly con-
sidering all components. Our results also show
the effectiveness of pre-trained language mod-
els in predicting discrete emotion from certain
components, which reveal differences in how
emotion components are expressed.

1 Introduction

Emotion analysis in text consists of associating an
emotion from a predefined set (e.g. fear, joy, sad-
ness) to a textual unit (e.g. word, clause, sentence).
Several psychological theories are used to define
the emotion classes to be predicted. Basic emotion
theories (Ekman, 1992) consider discrete emotions
shared by all, as they may have innate neural sub-
strates and universal behavioral phenotypes. Di-
mensional theories (Russell and Mehrabian, 1977)
define emotions through affective dimensions, such
as the degree of agreeableness (valence) and the
degree of physiological activation (arousal).

Previous studies (Bostan and Klinger, 2018)
have conducted analyses on various corpora for

emotion classification in text. Most of them ne-
glect the existing psychological knowledge about
emotions, which can be used to clarify what an
emotion is and how it can be caused. To the best
of our knowledge, only a few approaches incorpo-
rate cognitive psychological theories to classify
emotions in texts. These include a knowledge-
base-oriented modeling of emotional events (Cam-
bria et al., 2020), a corpus annotated according
to dimensions of cognitive appraisal of events
(Troiano et al., 2022), an annotation scheme for
emotions inspired by psycholinguistics (Etienne
et al., 2022), and the identification of emotion com-
ponent classes (Casel et al., 2021) according to the
Component Process Model (CPM) (Scherer, 2005)
in cognitive psychology.

These papers, like ours, are based on the cogni-
tive appraisal theory (Lazarus and Folkman, 1984),
which posits that emotions arise from the evalua-
tion of an event based on various cognitive criteria,
such as relevance, implication, coping, and norma-
tive significance. The CPM is rooted in this theory
and defines emotion as a set of cognitive appraisals
that modulate the expression of five components in
reaction to an event (cognitive appraisal, physiolog-
ical response, motor expression, action tendency,
and subjective feeling). Our chosen components
are closely related to the components originally
proposed in the CPM. In this paper, we follow the
theoretical framework of the CPM by considering
emotions as dynamic processes composed of four
interrelated components: BEHAVIOR (“I’m giving
a lecture”), FEELING (“My heart is beating fast”),
THINKING (“I think he’s disrupting my lecture”)
and TERRITORY (“He attacks my ability to be re-
spected”) proposed by Finkel (2022). In our corpus,
each narrative is structured by the writers according
to these components. Table 1 shows an example of
a structured narrative.
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Component Answer
BEHAVIOR I’m giving a lecture on a Friday morning at 8:30. A student goes out and comes

back a few moments later with a coffee in his hand.
FEELING My heart is beating fast, and I freeze, waiting to know how to act.
THINKING I think this student is disrupting my class.
TERRITORY The student attacks my ability to be respected in class.

Table 1: Example of an emotional narrative structured according to emotion components. The writer identified that
he was angry.

We rely on the same assumptions made by Casel
et al. (2021), namely that emotions in a text are
expressed in several ways. Emotion components
are associated with different linguistic realizations.
In this paper, we study how emotions are expressed
through components by introducing a new French
corpus composed of emotional narratives. Narra-
tives were collected with a questionnaire follow-
ing a new psychological method, called Cognitive
Analysis of Emotions (Finkel, 2022), which aims to
modify (negative) representations of an emotional
event to help people better regulate their emotions.
Our corpus is structured according to emotion com-
ponents and contains 812 narratives, corresponding
to 3082 answers. Each narrative contains several
answers, and each answer corresponds to a single
component.

In this paper, we describe the annotation of our
corpus and evaluate traditional machine learning
methods and pre-trained language models for dis-
crete emotion classification based on emotion com-
ponents. To the best of our knowledge, this work is
the first to study the interaction between linguistic
realizations of components for emotion classifica-
tion. We aim to answer several questions: does a
component influence emotion prediction and, if so,
does it increase or decrease performance? Does
each component contribute equally or unequally to
the prediction? Does considering all components
lead to the best performance?

Contributions We present a new French corpus
composed of emotional narratives structured ac-
cording to four components (BEHAVIOR, FEELING,
THINKING and TERRITORY). Each narrative is re-
lated to a discrete emotion and is structured based
on all emotion components by the writers, allow-
ing us to study the interaction of components and
their impact on emotion classification. We evaluate
the influence of components on emotion classifi-
cation using traditional machine learning methods
and pre-trained language models (CamemBERT).

Our results show that each component improves
prediction performance, and that the best results
are achieved by jointly considering all components.
Our results also show that CamemBERT effectively
predict discrete emotion from THINKING, but do
not improve performance from FEELING compared
to traditional machine learning approaches, which
reveal differences in how emotion components are
expressed. We believe that our analysis can provide
a further insight into the semantic core of emotion
expressions in text.

2 Background and Related Work

2.1 Psychological Theories of Emotion

Discrete and Continuous theories Among emo-
tion theories, we can distinguish between those that
suppose the existence of a finite number of distinct
basic emotions and those considering that emotion
has several dimensions. The basic emotion theo-
ries list several emotions common to human beings,
such as Ekman’s universal emotions (sadness, joy,
anger, fear, disgust, and surprise) (Ekman, 1992)
and Plutchik’s wheel of emotions (Plutchik, 2001).
Instead of categorizing an emotion according to a
discrete set, dimensional theories consider emotion
as a point in a multidimensional Euclidean space.
For example, Russell and Mehrabian (1977) con-
sider emotions along three dimensions: an emotion
is identifiable according to its degree of agreeable-
ness (valence), its degree of physiological activa-
tion (arousal), and its degree of felt control (domi-
nance).

Appraisal theories The cognitive appraisal the-
ory (Lazarus and Folkman, 1984) identifies cogni-
tive dimensions of emotion, considered criteria for
evaluating an event. For example, it considers that
an individual evaluates how an event helps him or
her in satisfying a need or accomplishing a goal.
There are other appraisal criteria, such as the ability
to cope with an event based on resources available
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to the individual. The type and intensity of an emo-
tion provoked by an event depend on the result of
cognitive appraisals.

Component Process Model Cognitive ap-
praisals are integrated in the Component Process
Model (CPM) (Scherer, 2005). It considers
emotion as the expression of several components
(cognitive appraisal, physiological response,
motor expression, action tendency, and subjective
feeling) that synchronize in reaction to an event.
The cognitive appraisals of an event modulate
the expression of components. For example,
during an exam, I evaluate my ability to solve an
exercise; I think I do not have the skills to solve it
and will get a bad mark (cognitive appraisal). I
panic (subjective feeling), I sweat (physiological
response), my legs shake (motor expression), I
feel like getting up and running away from the
classroom (action tendency). In this text, we can
infer that I am afraid (fear). Our corpus explores
the interaction between linguistic realizations of
components. Despite being closely related, our
components proposed by the Cognitive Analysis
of Emotion differ from the original ones presented
by the CPM.

Cognitive Analysis of Emotion The Cognitive
Analysis of Emotion (Finkel, 2022) is a cognitive
appraisal theory that explores the basic emotions
(anger, fear, joy, and sadness) with their corre-
sponding behavioral (BEHAVIOR), physiological
(FEELING), and cognitive (THINKING and TERRI-
TORY) components. Like other psychological and
neuroscientific theories, it assumes that the mind
processes emotional information, in order to pre-
pare for and take appropriate action. If the informa-
tion is not processed satisfactorily according to an
individual’s values, beliefs, or goals, the mind may
repress, block, or loop, leading to unsatisfactory
outcomes. The Cognitive Analysis of Emotion uses
the CPM to reorganize the narrative of experienced
emotional events. This process helps individuals
better understand and regulate their emotions, as
well as prepare for necessary actions. It provides a
method for understanding emotions that can mod-
ify negative representations of emotional events.
The narratives are categorized using a question-
naire, presented in Section 3.1. Cortal et al. (2022)
introduce the use of natural language processing to
automate parts of the Cognitive Analysis of Emo-
tion.

2.2 Emotion Analysis in Text

Most methods for analyzing emotions in text focus
on either the classification of discrete emotional
states (Bostan and Klinger, 2018) or the recognition
of affective dimensions such as valence, arousal,
and dominance (Buechel and Hahn, 2017).

Emotion Cause Extraction Recently, some new
studies aim to not only recognize the emotional
state present in the text, but also the span of text
that serves as its underlying cause. Lee et al. (2010)
introduce the Emotion Cause Extraction task and
define it as the identification of word-level factors
responsible for the elicitation of emotions within
text. Chen et al. (2010) analyze the corpus pre-
sented by Lee et al. (2010) and suggest that clause-
level detection may be a more suitable unit for
detecting causes. Xia and Ding (2019) propose the
Emotion-Cause Pair Extraction task, i.e., the simul-
taneous extraction of both emotions and their cor-
responding causes. Several extensional approaches
have been proposed to address this task with better
performance (Ding et al. (2020a), Wei et al. (2020),
Ding et al. (2020b), Chen et al. (2020), Singh et al.
(2021)).

Structured Emotion Analysis The goal of se-
mantic role labelling (Gildea and Jurafsky, 2000)
is to determine the participants involved in an ac-
tion or event indicated by a predicate in a given
sentence. For emotion analysis, the task shifts its
focus from actions to emotional cues, which are
words or expressions that trigger emotions. Emo-
tion semantic role labelling consists of answering
the question: “Who feels What, towards Whom,
and Why?” (Campagnano et al., 2022). Moham-
mad et al. (2013) annotate tweets during the 2012
U.S. presidential elections, Bostan et al. (2020) an-
notate news headlines and Kim and Klinger (2018)
annotate literary paragraphs. They identify emo-
tion cues with the corresponding emotion expe-
riencers, causes and targets. Campagnano et al.
(2022) propose a unified annotation scheme for
different emotion-related semantic role corpora, in-
cluding those presented previously. To the best of
our knowledge, the only French language studies
that address the identification of emotion-related
semantic roles are the corpus for recognizing emo-
tions in children’s books (Etienne et al., 2022), the
corpus for extremist texts (Dragos et al., 2022),
and the Défi Fouille de Textes campaign (Paroubek
et al., 2018), which annotates tweets related to
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transportation in the Île-de-France region.

Appraisal Theories for Emotion Analysis A
few approaches incorporate cognitive psycholog-
ical theories to classify emotions in text. The
ISEAR project (Scherer and Wallbott, 1994) com-
piles a textual corpus of event descriptions. How-
ever, they focus on the existence of emotion compo-
nents, but not on the linguistic expression of emo-
tion components. Cambria et al. (2020) identify
event properties including people’s goals for senti-
ment analysis using a knowledge-base-oriented ap-
proach. Troiano et al. (2022) compile a corpus that
considers the cognitive appraisal of events from
both the writer and reader perspectives. Very few
studies focus on emotion component analysis. Kim
and Klinger (2019) analyze the communication of
emotions in fan fiction through some variables re-
lated to emotion components such as facial and
body posture descriptions, subjective sensations,
and spatial relations of characters. Casel et al.
(2021) annotate existing literature and Twitter emo-
tion corpora with emotion component classes based
on the CPM. However, not all emotion components
are expressed to characterize an emotional event.
In our corpus, each narrative is structured based
on all emotion components, allowing us to study
the interaction of components and their impact on
emotion classification.

Menétrey et al. (2022) represents the pioneering
effort in examining the interaction of components
for discrete emotion prediction. However, their an-
notation approach deviates from ours. They use
a scale ranging from 1 to 7 to solicit annotators’
agreement with predefined descriptions (e.g. “To
what extent did you feel calm?”). This approach
disregards the linguistic manifestation of emotion
components. In contrast, our questionnaire em-
ploys open-ended questions to gather the linguistic
expression of emotional events, enabling the appli-
cation of natural language processing techniques.

3 Corpus Creation

3.1 Corpus Annotation

In a Cognitive Analysis session, the participants,
who wish to manage their emotions better, write a
narrative of an experienced emotional event with
identified characters in a given place and time. The
writer first identifies the basic emotion he/she has
experienced, then he/she structures the narratives
according to emotion components by filling in a

questionnaire. The writer also describes the actions
that could have been performed but that he/she had
not considered or that he/she had forbidden him-
self/herself to do during the emotional event. We
do not consider this last action part of the question-
naire in our study, as we are only interested in the
emotion components.1 Table 1 shows a structured
narrative based on components described by Finkel
(2022). We provide a summary below :

• BEHAVIOR: the writer describes the observ-
able behaviors of himself/herself and others.
They are identified by answering “Who did
what?” and “Who said what?”. The writer
also provides the context of an emotional
event, such as location and date.

• FEELING: the writer expresses his/her physi-
cal feelings during the emotional event.

• THINKING: the writer reports what he/she
thought during the emotional event.

• TERRITORY: the writer describes whether
his/her needs are satisfied or not by analyzing
the different cognitive appraisals that he/she
thinks he/she has made during the emotional
event. The Cognitive Analysis of Emotion
considers that an emotion arises when we eval-
uate an event that invalidates or confirms our
model of the world, the latter containing ter-
ritories associated with our needs. Territo-
ries are concrete objects such as an individual
body or home, or abstract objects such as in-
dividual values, beliefs, or self-image.

Using the questionnaire, a writer categorizes
an emotional narrative by considering four emo-
tion components (BEHAVIOR, FEELING, THINK-
ING, and TERRITORY) proposed by Finkel (2022),
closely related to components originally proposed
by the CPM. For example, FEELING may con-
tain physiological responses (“My heart is beating
fast”) and motor expressions (“I feel I am smiling”).
THINKING may contain action tendencies (“I felt
like hitting him”) and subjective feelings (“I was
relaxed”). TERRITORY provides information on cri-
teria involved in the cognitive appraisal of an event
(“The student attacks my ability to be respected in
class”).

We point out that compared to previous studies
on emotion component analysis (Casel et al., 2021;

1We point out that, in this paper, we only study the linguis-
tic realizations of emotion components.
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Component #A tA Emotion %
BEHAVIOR 802 82 Anger 52
FEELING 799 27 Fear 36
THINKING 799 54 Sadness 14
TERRITORY 682 34 Joy 11

(a) Entire corpus (Total).

Component #A tA Emotion %
BEHAVIOR 392 93 Anger 48
FEELING 392 26 Fear 32
THINKING 392 59 Sadness 10
TERRITORY 392 38 Joy 10

(b) Subset of Total for the emotion classification task (Emotion).

Table 2: Number of answers (#A), average number of tokens for answers (tA) and distribution of emotion classes.
For Total, a questionnaire can correspond to more than one emotion class.

#N tN #A % Completion
Total 812 190 3082 61
Emotion 392 216 1568 100

Table 3: Number of narratives (#N ), average number
of tokens for narratives (tN ), number of answers (#A)
and completion rate for questionnaires. Statistics for
the entire corpus (Total) and the subset for the emotion
classification task (Emotion).

Menétrey et al., 2022), our corpus contains linguis-
tic realizations of all components for each emo-
tional narrative, providing a more comprehensive
understanding of emotional events. Menétrey et al.
(2022) do not consider linguistic realizations of
components, and Casel et al. (2021) do not consider
all components for each emotional event, hence
they cannot study the interaction of components.
Moreover, our corpus is annotated by the writers
of narratives themselves, rather than external an-
notators, as in Casel et al. (2021). An interesting
direction for future research would involve the in-
corporation of external annotations into our cor-
pus to conduct a comparative analysis between the
writer’s perspective and that of the reader.

3.2 Corpus Statistics
Practitioners trained in Cognitive Analysis of Emo-
tion manually collected questionnaires from indi-
viduals who chose to participate in emotion reg-
ulation trainings between 2005 and 2022. Dur-
ing these years, the format of questionnaires has
changed several times, as well as the instructions
given. All questionnaires were converted into a
standard format. Each questionnaire is completed
by a single person and corresponds to a narrative
related to a discrete emotion. We did not collect
specific data on the writers. Most of them are mas-
ter’s students (20 to 22 years old), doctoral students
(22 to 30 years old) and teachers (25 to 50 years
old, with an average around 30) studying or work-
ing in France, and who have given their consent for

the questionnaires to be collected and processed.
Narratives are disidentified using a named entity

recognition model.2 We then manually verify and
correct the automatic disidentification. Specific to-
kens replace personal names, organizations, dates,
and locations to preserve the privacy of writers. We
delete empty answers containing less than 3 tokens.

Our corpus is composed of 812 unique question-
naires, for a total of 3082 answers (Total). Each
answer is related to a single component. We intro-
duce a subset (Emotion) of our entire corpus (Total)
composed of questionnaires with all components
filled in and corresponding to a single emotion
class. For the emotion classification task, described
in the next section, we use the Emotion subset.

Corpus statistics obtained with SpaCy (Honnibal
and Montani, 2017) are illustrated for each com-
ponent in Table 2. Although a questionnaire corre-
sponds to one primary emotion class, sometimes
writers indicate experiencing other secondary emo-
tion classes. Table 2 also shows the distribution
of emotion classes. The dominance of negative
emotions is expected; writers usually fill in a ques-
tionnaire when they want to better deal with a dis-
tressing event. Table 3 shows general statistics for
Total and Emotion.

4 Experiments and Results

4.1 Methods
In this study, we aim to examine the interaction
between linguistic realizations of emotion compo-
nents through traditional machine learning methods
and pre-trained language models. Our corpus is
unique in that it provides multiple components for
each emotional event, enabling us to investigate the
interaction of components and their impact on emo-
tion classification. Our research questions include:
does the presence of a component impact emotion
prediction? Does considering all components result

2https://huggingface.co/Jean-Baptiste/
camembert-ner
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Logistic Regression CamemBERT
Component Precision Recall F1 Precision Recall F1

All 71.2 (2.6) 69.1 (2.2) 67.8 (2.3) 85.1 84.8 84.7
Without BEHAVIOR 77.4 (2.3) 75.8 (2.4) 74.5 (2.6) 80.3 79.8 79.7
Without FEELING 64.3 (1.9) 61.5 (1.2) 61.3 (2.2) 81.6 79.8 79.9
Without THINKING 70.9 (1.8) 69.1 (2.0) 68.3 (2.2) 79.6 78.5 78.7
Without TERRITORY 64.3 (4.1) 64.5 (2.4) 62.3 (2.8) 78.7 78.5 78.6
Only BEHAVIOR 52.1 (3.5) 54.6 (2.9) 51.7 (2.9) 68.4 67.1 66.6
Only FEELING 69.6 (1.5) 68.9 (2.1) 68.4 (2.0) 67.8 68.4 67.7
Only THINKING 50.1 (3.4) 53.8 (2.3) 50.6 (2.7) 70.5 70.1 70.1
Only TERRITORY 68.2 (1.8) 66.8 (2.2) 66.6 (2.3) 71.4 68.4 68.9

Table 4: Scores (± std) for discrete emotion classification based on components.

in the best prediction performance? We answer the
same questions posed by Menétrey et al. (2022),
but we focus on the linguistic expression of emo-
tional events, instead of the existence of described
event properties.

Traditional machine learning methods We
train logistic regressions, support vector machines,
and random forests on our corpus represented as a
bag-of-words (unigrams), averaged using the TF-
IDF method. The words are pre-processed through
lemmatization using SpaCy. To prevent bias, we re-
move terms directly related to the emotion classes
(e.g. “fear”, “anger”, “sad”, “joy”). For model eval-
uation, we perform a five-fold cross-validation, and
we calculate F1 score, recall, and precision using a
weighted mean.3 For training our models, we use
Scikit-learn (Pedregosa et al., 2011) with default
hyperparameters.

Pre-trained language models We fine-tune a
transformers-based model (Vaswani et al., 2017) us-
ing the distilled version (Delestre and Amar, 2022)
of CamemBERT (Martin et al., 2020), a BERT
model (Devlin et al., 2019) for the French language.
We use the raw answers, but we also remove terms
directly related to the emotion classes to prevent
bias. The corpus is split into 80% for training
and 20% for evaluation. We train models for 5
epochs using PyTorch (Paszke et al., 2019) and
HuggingFace’s Transformers (Wolf et al., 2020),
with model parameters for each epoch saved. We
select the model with the highest F1 score on the
evaluation data. Training hyperparameters and fine-
tuned CamemBERT weights are publicly available

3As the emotion class distribution is imbalanced.

on HuggingFace.4

4.2 Emotion Classification
In this study, we aim to investigate the impact of
component interaction on discrete emotion classi-
fication. We train models on all components at
once, on all but one component at once, and on a
single component. To account for multiple compo-
nents, we concatenate their respective answers. For
example, “Only TERRITORY” models are trained
on TERRITORY, “Without BEHAVIOR” models are
trained on all components except BEHAVIOR and
“All” models are trained on all components, which
represent an entire narrative. Models are trained on
the Emotion subset.

Results Results are shown in Table 4. We do not
show the performance of support vector machines
and random forests since they perform worse than
logistic regressions. The best results are achieved
when all components are considered simultane-
ously, as indicated by the highest F1 (84.7) with
CamemBERT “All”. The results of CamemBERT
models with the removal of individual compo-
nents show a decrease in performance compared
to CamemBERT “All”, with a decrease in F1 rang-
ing from -4.8 for “Without FEELING” to -6.1 for
“Without TERRITORY”. Hence, each component is
relevant for classifying discrete emotions. Our find-
ings lend support to Scherer’s hypothesis (Scherer,
2005) that an emotional event is characterized by
the synchronization of emotion components. This
result is not self-evident, as individual components
may convey conflicting information regarding the
emotion classification task. Our results, coming
from a natural language processing perspective, are

4https://huggingface.co/gustavecortal/
distilcamembert-cae-all
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consistent with those of Menétrey et al. (2022),
who studied the interaction of components for dis-
crete emotion prediction from the existence of de-
scribed event properties.

In general, CamemBERT models show improved
performance relative to logistic regressions, which
is in line with expectations. However, the improve-
ment is inconsistent across the models that only
considered a single component, ranging from -0.7
for “Only FEELING” to +19.5 for “Only THINK-
ING”. Our results show an important increase in F1

for “Only BEHAVIOR” (+14.9) and “Only THINK-
ING” (+19.5), whereas “Only TERRITORY” shows
a slight increase (+2.3) and “Only FEELING” shows
a slight decrease (-0.7). We discuss these results
which reveal ways in which components are ex-
pressed in a text.

Discussions For emotions expressed through
TERRITORY (+2.3 for “Only TERRITORY”), we
believe that the way the question is asked to the
writers influences strongly the way they answer,
hence answers are biased due to the questionnaire
format. For example, according to the Cognitive
Analysis of Emotion, an attacked territory indi-
cates that the corresponding emotion is anger or
fear. Hence, the presence of only two unigrams,
“territory” and “attack” can discriminate between
anger fear and joy sadness, which can easily be
performed by a logistic regression with TF-IDF
features.

For emotions expressed through BEHAVIOR

(+14.9 for “Only BEHAVIOR”), we believe that
CamemBERT can discriminate the writer’s behav-
iors from the behaviors of others characters in an
emotional event, thus improving emotion predic-
tion compared to logistic regressions.

CamemBERT improves performance for emo-
tions expressed through THINKING (+19.5 for
“Only THINKING”), while not having an impor-
tant impact on performance for emotions expressed
through FEELING (-0.7 for “Only FEELING”). Emo-
tion expression modes (Micheli, 2014), studied in
linguistics, could explain the differences in perfor-
mance between logistic regressions and Camem-
BERT models trained on individual components.
Micheli (2014) presents a comprehensive study of
French emotion denotation, examining the diverse
mechanisms used to convey emotions in text. The
study categorizes a vast array of heterogeneous
markers into three emotion expression modes: emo-
tions directly labeled by emotional words (labeled

emotion), emotions displayed through characteris-
tics of utterances (displayed emotion), and emo-
tions illustrated by the description of a situation so-
cially associated with an emotion (suggested emo-
tion).

We hypothesize that there is an important, yet
unexplored, relationship between emotion expres-
sion modes and linguistic realizations of emotion
components. For instance, THINKING may include
suggested emotions, while FEELING may include
labeled emotions. Classifying discrete emotions
based on a suggested emotion (e.g. “I think this stu-
dent is disrupting my class”) would be more chal-
lenging compared to classifying discrete emotions
from a labeled emotion (e.g. “I am upset”). Under-
standing a suggested emotion requires the under-
standing of the entire sentence and the sociocultural
context of the emotional event, whereas understand-
ing a labeled emotion only requires identifying the
relevant emotional words (“upset”), which can eas-
ily be performed by a logistic regression. There-
fore, CamemBERT models are likely to outperform
logistic regressions in terms of performance for
emotions expressed through the suggested emotion
mode. This is due to CamemBERT’s ability to
encode the meaning of a sentence as a whole, as
well as its pre-training that allows it to grasp the
sociocultural context of an event, which logistic
regression with TF-IDF features cannot do.

4.3 Component Classification

Model Precision Recall F1

RL 84.9 (0.3) 84.3 (0.3) 84.4 (0.3)

cBERT 93.2 93.0 93.1

Table 5: Scores (± std) for emotion component classifi-
cation. cBERT = CamemBERT.

We train traditional machine learning models
and fine-tune CamemBERT to predict the emo-
tion component class, i.e., whether an answer is a
BEHAVIOR, a FEELING, a THINKING, or a TERRI-
TORY. Compared to the emotion classification task,
models are trained on the entire corpus Total.

Table 5 show the results. We obtain great perfor-
mances, logistic regression and CamemBERT can
easily identify emotion component classes in our
corpus. Training hyperparameters and fine-tuned
CamemBERT weights are publicly available on
HuggingFace.5 We hope our corpus will benefit the

5https://huggingface.co/gustavecortal/
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research community for classifying components in
text, a recent task introduced by Casel et al. (2021).

5 Conclusion and Future Work

Emotion regulation is a critical aspect of emotional
events and has noteworthy implications for psy-
chological well-being. In this paper, we aimed
to provide a more comprehensive understanding
of emotional events by introducing a French cor-
pus of 812 emotional narratives (3082 answers).
Our corpus was annotated following the Compo-
nent Process Model and was collected using a re-
cent psychological method for emotion regulation,
named the Cognitive Analysis of Emotion. Casel
et al. (2021) were the first to annotate corpora with
external annotators according to emotion compo-
nents. Our corpus differs because each narrative is
annotated by the writers and is structured according
to all components (BEHAVIOR, FEELING, THINK-
ING, and TERRITORY), which allows for the study
of their interaction.

We employed traditional machine learning meth-
ods and pre-trained language models (Camem-
BERT) to investigate the interaction of components
for discrete emotion classification. Our results
show that each component is useful for classifying
discrete emotions, and that the model with the best
performance considers all components, supporting
Scherer’s hypothesis (Scherer, 2005) that compo-
nents synchronize during an emotional event.

Our results also show that CamemBERT effec-
tively predict discrete emotion from THINKING, but
do not improve performance from FEELING com-
pared to traditional machine learning approaches,
which reveal differences in how emotion compo-
nents are expressed. We hypothesize that this may
be explained by emotion expression modes studied
in linguistics (Micheli, 2014). To test this hypothe-
sis, we plan to annotate emotion expression modes
in our corpus using a recent annotation scheme
proposed by Etienne et al. (2022).

Limitations

In our corpus, the distribution of emotion classes
is imbalanced, which may bias the analyses, and
notably impact the performance of trained models.
Moreover, the data collected through a question-
naire may suffer from response bias, as the lan-
guage used to describe an emotional narrative can
be influenced by the questionnaire format and the

distilcamembert-cae-component

elapsed time between the emotional event and its
verbalization. We also point out that the linguistic
expression of emotion does not necessarily capture
the full extent of an emotional event, thus differ-
ent from psychological or physiological studies on
emotion (Gu et al., 2019).

Ethics Statement

In this paper, we collected data from individuals
who attended emotion regulation trainings and pro-
vided consent for the collection and analysis of
questionnaires. The corpus has not been published
yet, as it is undergoing validation by the ethics com-
mittee of École Normale Supérieure Paris-Saclay.

By disidentifying our corpus, we have taken stan-
dard precautions to mitigate the introduction of bi-
ases into our models. Despite our efforts, it is pos-
sible that our models may still contain biases that
we are not aware of. Our models are not intended
for diagnostic purposes, and we do not provide
automatic feedback to individuals for regulating
their emotion, as we would need to be sure that
such feedback does not have any adverse effects on
individuals’ mental health and, instead, facilitates
improved emotion regulation.
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Abstract

This paper describes the process of interlink-
ing a lexical resource consisting of a list of
more than 20,000 Neo-Latin words with other
resources for Latin. The resources are made
interoperable thanks to their linking to the
LiLa Knowledge Base, which applies Linguis-
tic Linked Open Data practices and data cate-
gories to describe and publish on the Web both
textual and lexical resources for the Latin lan-
guage.

1 Introduction

The Latin language shows a diachronic span cover-
ing more than two millennia, from the first literary
texts in the 3rd century BC until today, when, for
instance, Latin is the official language of the Vat-
ican State. Moreover, having been for centuries
the lingua franca of what is now referred to as
the European area, Latin has been used in several
different places by people with different cultural
backgrounds, who produced texts of different ty-
pologies, thus resulting in a substantial degree of
diatopic, diastratic and diaphasic variation.

Such a variation concerns every level of meta-
linguistic analysis, including morphology (Korki-
akangas and Passarotti, 2011), syntax (Ponti and
Passarotti, 2016), semantics (Perrone et al., 2021)
and the lexicon.

As for the latter, despite the closed-corpus status
of the Latin language (with a few exceptions of
newly coined terms), there is not one fully com-
prehensive lexical resource that features the entire
Latin lexicon. Yet, throughout the centuries, the
lexicographic work on Latin has produced several
dictionaries, lexica and glossaries covering specific
eras (and/or areas) of the Latin language. For in-
stance, the Latin-English dictionary by Lewis &
Short (Lewis and Short, 1879) includes lexical en-
tries about words from the Classical era, while
the glossary by du Cange (du Cange et al., 1883–

1887) and the Frankfurt Latin Lexicon (Mehler
et al., 2020) concern Medieval Latin.

Over the last two decades, the research area deal-
ing with linguistic resources for Latin has grown
substantially, leading to the current availability of
a large number of (annotated) corpora, including
five treebanks available in the Universal Depen-
dencies collection (de Marneffe et al., 2021) and
several retro-digitised and newly built lexical re-
sources. Such a situation raised the issue of the
interoperability between the resources for Latin
(like for many other languages), which are stored
in separate silos and cannot interact. Starting in
2018, the LiLa: Linking Latin project1 addressed
this issue, by building a Linked Data Knowledge
Base of interoperable resources for Latin. In the
LiLa Knowledge Base, interoperability between
resources is achieved by linking all those entries in
lexical resources and tokens in corpora that point to
the same lemma. As a consequence, the core of the
LiLa Knowledge Base consists of a large collection
of Latin lemmas (called Lemma Bank), published
as Linked Data and following the vocabulary and
categories of the OntoLex-Lemon model (McCrae
et al., 2017; Passarotti et al., 2020).

Given the central role played by the Lemma
Bank in the architecture of LiLa, its lexical cov-
erage is of the utmost importance.2 In order to
enhance the Lemma Bank with lemmas belong-
ing to the so-called Neo-Latin or Modern Latin
variety, we have recently started the process of
linking the lexical entries of the Neulateinische
Wortliste (NLW) by J. Ramminger, a dictionary of
Latin from Petrarch up to the 18th century (Ram-
minger, 2016).3 The dictionary currently includes
about 21k entries, promising to allow for a relevant

1https://lila-erc.eu.
2Before the work described in this paper, the LiLa Lemma

Bank included about 200k lemmas for approximately 130k
words. One word can have more than one lemma, like in the
case of graphical variants: see Section 3.

3http://nlw.renaessancestudier.org.

82

https://lila-erc.eu
http://nlw.renaessancestudier.org


widening of the lexical coverage of the Lemma
Bank. This paper describes the stages of this on-
going linking process, detailing the ones that we
have already accomplished and outlining the future
work.

2 Data

The NLW is a lexical resource that collects entries
from the so-called Neo-Latin lexicon. These were
retrieved mainly from literary sources and partly
from secondary literature, such as scientific publi-
cations on Neo-Latin (Schoeck et al., 1990). The
diachronic range covered by the resource spans be-
tween 1300 and 1700, on the basis of a decision
taken by field experts, as explained by the author
in the documentation available on the website.4

In the NLW, Neo-Latin is considered as the di-
achronic development of a specific diastratic vari-
ety of the language, namely Latin written produc-
tion influenced by the linguistic ideals of Renais-
sance Humanists. These ideals may be subsumed
under two general purposes: recovery of the lan-
guage of Classical Antiquity, and enriching the
lexicon with new entries that mirror contemporary
changes in the society, e.g. typographus ‘typog-
rapher’. However, the NLW does not feature the
entire Neo-Latin lexicon according to these criteria,
but it reflects its author’s interests, as stated in the
documentation.

The word list, consisting of 21,352 entries, was
provided by the author in .docx format. The content
of each entry is organised into a set of fields. The
first one contains the citation form(s) of the lemma
and all its graphical variants, followed by morpho-
logical information about its inflectional category,
e.g. the endings of other forms of the word and
a shortcut for the gender: for instance, “-a, -um”
(the feminine and neuter of the nominative singu-
lar) for first class adjectives like bizarrus ‘moody’;
“-i, m.” (the genitive singular and the gender) for
second declension masculine nouns like almirar-
chus ‘admiral’; “-ire, -ivi, -itum” (the present active
infinitive, first-person singular of the perfect and
supine) for fourth conjugation regular verbs like
semiambio ‘to half-circle’. The other fields fea-
ture a translation into German of the lemma and
examples of its usage in textual sources, a set of
administrative metadata (i.e. date of the creation),
a numeric unique identifier for the entry, and philo-

4http://nlw.renaessancestudier.org/varia/
einleit.htm.

logical and etymological information. Information
about the presence of the lemma in a set of Clas-
sical and Medieval Latin dictionaries and lexico-
graphic databases is provided as well.5

3 The Neulateinische Wortliste in LiLa

The LiLa Knowledge Base follows the principles
of the Linguistic Linked Open Data paradigm. It
adopts the RDF data model (Lassila and Swick,
1998), where information is coded in terms of
triples that connect a subject to an object through a
property. Each instance of an item (“individual”)
belongs to a specific class. The structure of the data
is expressed by means of subclass relations and/or
restrictions on the domain and range of properties
– i.e., on the kinds of elements that they can have
as subject and object, respectively. Classes and
properties of existing ontologies are reused when
possible, new ones are introduced if necessary.

As was hinted above, the core class of the LiLa
Knowledge Base is lila:Lemma.6 The lemmas of
the Lemma Bank, to which the entries of lexical
resources and the tokens of textual resources are
linked, belong to this class. The lemma is sim-
ply defined as the citation form of a word, as it is
recorded in dictionaries. Therefore, it is treated as
a subclass of the class of forms in the OntoLex vo-
cabulary (ontolex:Form).7 This is the vocabulary
that is used for the inclusion of lexical resources
into the LiLa Knowledge Base: their entries belong
to the class ontolex:LexicalEntry,8 and they
are connected to the corresponding lila:Lemma
in the Lemma Bank by means of the property
ontolex:canonicalForm;9 entries of different re-
sources that refer to the same word are linked to the
same lemma in the Lemma Bank, thus achieving
the desired interoperability.

As a consequence, the very first step of our pro-
cedure consisted in going through the entries of the

5Thesaurus Linguae Latinae (https://tll.degruyter.
com/about), the Ausführliches lateinisch-deutsches Hand-
wörterbuch (Georges, 1998), the Lexicon totius latinitatis by
Forcellini (Forcellini, 1965), the Dictionary of Medieval Latin
from British Sources (Latham et al., 2018), and the Dictionary
of Medieval Latin from Celtic Sources (Devine et al., 1998).

6http://lila-erc.eu/lodview/ontologies/lila/
Lemma. In this notation, a shorthand of the ontology where
the class or property is defined precedes the colon, that is
followed by the name of the class or property (in camel style
with or without capitalisation of the first letter, respectively).

7http://www.w3.org/ns/lemon/ontolex#Form.
8http://www.w3.org/ns/lemon/ontolex#

LexicalEntry.
9http://www.w3.org/ns/lemon/ontolex#

canonicalForm.
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Figure 1: Mapping from NLW entries to LiLa lemmas

NLW and looking for the corresponding lemma(s)
in the Lemma Bank. This was done by match-
ing the string of the entry as it appears in the first
field of the data that were delivered to us (see Sec-
tion 2) with the different graphical variants of the
lemmas in the Lemma Bank – coded as different
writtenRepresentations using the OntoLex vo-
cabulary.10 This allowed us to unambiguously link
5,651 entries to their corresponding lemmas. In
other cases (716 entries), however, more than one
lemma matched the string of the NLW entry, so a
disambiguation is needed to select which lemma is
the correct one. Lastly, there are 14,985 entries of
the NLW that are not found in the Lemma Bank:
in these cases, we need to add a new lemma to
be able to link those entries. Figure 1 shows this
distribution visually.

In what follows, we describe our procedure i)
to automatically generate new lemmas with all the
relevant information (Section 3.1), and ii) to dis-
ambiguate between different homographic lemmas
that match the string of a single NLW citation form
(Section 3.2).

3.1 Automatic generation of new lemmas

In the Lemma Bank, several pieces of informa-
tion are associated to each lemma by means
of a set of dedicated properties. Among
other things, each lemma is assigned a part
of speech through the property lila:hasPOS;11

information on the inflectional category – ver-
bal conjugations, nominal declensions, adjecti-
val classes – is provided through the property
lila:hasInflectionType;12 additionally, gender

10http://www.w3.org/ns/lemon/ontolex#
writtenRep.

11http://lila-erc.eu/ontologies/lila/hasPOS.
12http://lila-erc.eu/ontologies/lila/

hasInflectionType.

(masculine/feminine/neuter) is coded for nouns
through the property lila:hasGender13 and gra-
dation (positive/comparative/superlative) for ad-
jectives through the property lila:hasDegree.14

When generating new lemmas for the entries of
the NLW that have no match among the already
existing lemmas of the Lemma Bank, to infer all
these features we exploited the morphological in-
formation provided by the NLW entries.

Firstly, we isolated the information about the
inflectional category (and, for nouns only, the gen-
der) as a set of separate codes, e.g., the code “-i,
m.” identifying masculine 2nd declension nouns.
This yielded a classification in almost a thousand
(993) distinct codes. However, many of them (730)
are attested in only one entry (hapaxes), and the
overwhelming majority (920) are attested in less
than 10 entries. At this stage, we focused on the
73 codes that are attested in more than 10 entries.
Because of the frequency distribution of codes, this
is sufficient to cover for most of the entries of the
NLW (19,935 out of 21,352). Since the other codes
often correspond to more marginal and not fully
regular cases, they are best left for a successive
stage of manual or semi-automatic insertion (when
they are not already linked to existing lemmas of
the Lemma Bank).

The 71 codes then underwent a process of nor-
malisation, whereby some entries that are coded
differently in the NLW data are attributed to the
same class. In some cases, this is necessary because
the coding of a single class is not uniform, due to in-
consistencies in the way in which the original data
have been compiled by hand. For instance, first
class adjectives are coded sometimes as “-a, -um”,
sometimes as “-a -um”, sometimes as “-a, .-um”,
sometimes with other minor variations, that are ob-
viously not relevant to the morphological classifi-
cation of the data. In other cases, the normalisation
is motivated by the fact that different codes reflect
a classification that is more fine-grained than the
one of the Lemma Bank, so they can be conflated
into a single class for our purposes. For instance,
verbs of the first conjugation are coded in differ-
ent ways in the NLW according to their strategy to
form the perfect active indicative and the supine,
e.g., by suffixation of -avi and -atum (see the verb
concentro ‘to concentrate’, with code “-are, -avi,
-atum”) or by suffixation of -ui and -tum (see the

13http://lila-erc.eu/ontologies/lila/hasGender.
14http://lila-erc.eu/ontologies/lila/hasDegree.
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NLW
code regex match POS Infl.

Type Gender

-ei, f. NOUN n5 f
-i, m. ^[a-z]+(us|(e|i)r)$ NOUN n2 m
-i, m. ^[A-Z]+(us|(e|i)r)$ PROPN n2 m
-i, m. ^[a-z]+os$ NOUN n2e m
-i, m. ^[A-Z]+os$ PROPN n2e m

Table 1: Mapping from the NLW morphological codes
to the LiLa vocabulary

verb triseco ‘to trisect’, “-are, -ui, -ctum”), respec-
tively. However, this difference is not reflected in
the inflectional classification adopted in the Lemma
Bank, and both these words would simply be as-
signed to the first conjugation class. Therefore, the
two codes – together with all the other variants for
the same conjugation – were normalised to a single
one (namely, “-are”) at this stage.

Such normalised codes were then used to gener-
ate the morphological information according to the
tagset adopted in the Lemma Bank, as illustrated
in Table 1. In some cases, a direct mapping is pos-
sible. For instance, if a word is assigned the code
“-ei, f.” in the NLW, then it can be reliably inferred
that it is a feminine noun of the 5th declension (n5)
– e.g., faceties ‘witticism’. In other cases, how-
ever, the code by itself does not allow for a direct
mapping, and it needs to be complemented with
information on the character string of the citation
form. For such cases, we specified different regu-
lar expressions that the string of the NLW citation
form needs to match for the corresponding lemma
to be assigned a given part of speech, inflection
type and gender in the LiLa Knowledge Base. For
instance, the code “-i, m.” is used for masculine
nouns of the second declension in the NLW. How-
ever, such nouns are classified differently in the
LiLa Knowledge Base according to their shape: as
for their part of speech, they are considered to be
proper nouns if they start with a capital letter, com-
mon nouns otherwise; as for their inflection type,
they are grouped with regular second declension
nouns (n2) if they end with “us”, “er”, or “ir” (e.g.,
vicenuntius ‘deputy envoy’, cultrifer ‘knife man’,
proseptemuir ‘deputy member of the consortium
of The Seven Men’), with irregular ones (n2e) if
they end with “os” (e.g., in Greek loanwords like
misanthropos ‘misanthropist’). By applying such
mappings to the cases of entries of the NLW with
no match in the Lemma Bank, we enhanced it with
13,477 new lemmas.15

15We excluded 976 entries of the NLW providing more

3.2 Automatic disambiguation between
homographic lemmas

In order to disambiguate automatically at least
some of the cases where more than one lemma
in the Lemma Bank matched the string of the entry
of the NLW, we used the same mappings discussed
in Section 3.1 and exemplified in Table 1. For in-
stance, the string of the citation form of the NLW
entry formularius ‘compositor’ matches two dif-
ferent lemmas of the Lemma Bank, one of them
being a noun16 and the other one an adjective.17

However, since the NLW entry in question is as-
signed the code “-i, m.”, we know that the entry is a
second declension noun. Therefore, we can safely
link it to the lemma with the corresponding part of
speech and morphological features in the Lemma
Bank.

This procedure was applied to all the cases of
one-to-many mapping between the NLW and the
Lemma Bank, again excluding the 214 cases with
more than one citation form, that are left for manual
disambiguation because they cannot be categorised
automatically. Out of the 501 remaining ambigu-
ous cases, 359 were automatically disambiguated,
and each of them is consequently linked to a sin-
gle lemma in the Lemma Bank at the end of the
process.

4 Conclusion and Future Work

In this paper, we have described the ongoing pro-
cess of linking a dictionary of Neo-Latin to the
LiLa Knowledge Base.

Based on the lexical entries of the dictionary,
the collection of lemmas that represents the core
component of LiLa was enhanced with more than
13,000 new items.18 Such an extension of the LiLa
Lemma Bank promises to improve its lexical cov-
erage of the Neo-Latin texts that we plan to link
to the Knowledge Base in the near future. In par-
ticular, the texts will be taken from the CAMENA
corpus, that counts about 50 million tokens.19

Besides the citation form (the lemma) and
the translation(s) in German of the words (mod-
elled as individuals belonging to the class

than one citation form, as these cannot always be treated
automatically (see also the discussion in Section 4).

16http://lila-erc.eu/data/id/lemma/103663.
17http://lila-erc.eu/data/id/lemma/103662.
18The Lemma Bank can be queried at https://lila-erc.

eu/query/.
19http://mateo.uni-mannheim.de/camenahtdocs/

camena_e.html.

85

http://lila-erc.eu/data/id/lemma/103663
http://lila-erc.eu/data/id/lemma/103662
https://lila-erc.eu/query/
https://lila-erc.eu/query/
http://mateo.uni-mannheim.de/camenahtdocs/camena_e.html
http://mateo.uni-mannheim.de/camenahtdocs/camena_e.html


ontolex:LexicalSense),20 the lexical entries of
the NLW feature also a number of sample attesta-
tions of their use in Neo-Latin texts. We mod-
elled and published this information as Linked
Data, using the Frequency, Attestation and Cor-
pus (FrAC) module of OntoLex-Lemon (Chiarcos
et al., 2022a).

Furthermore, we have seen in Section 3.1 that
the NLW provides a morphological classification of
lemmas that is sometimes more fine-grained than
the one adopted in the Lemma Bank, and was thus
not exploited in our procedure to automatically
generate new lemmas. However, this is a poten-
tially useful piece of information, that we plan to
model in Linked Data, using the Morphology mod-
ule (morph) of OntoLex-Lemon (Chiarcos et al.,
2022b).

Lastly, we have seen in Sections 3.1 and 3.2
that those entries of the NLW that have more than
one citation form were left out from our auto-
matic procedure. This is motivated by the fact
that the nature of the different citation forms and
the relation between them can be diverse, and
consequently require a different modelling. In
some cases (e.g., typographicus/typograficus ‘typo-
graphic’), they are simply graphical variants, that
should be treated as written representations of the
same lemma. In other cases, they would be consid-
ered as different lemmas, connected to each other
through the property lila:lemmaVariant,21 ac-
cording to the current practice of the LiLa Knowl-
edge Base – e.g., because they have different gen-
ders, as in cibulus(M)/cibulum(N) ‘morsel’. Since
an ontolex:LexicalEntry cannot have more than
one ontolex:canonicalForm relation, such cases
require the introduction of different (sub-)entries,
whose organisation can be modelled using classes
and properties of the Lexicography module (lexi-
cog)22 of OntoLex-Lemon.

After converting the NLW into a RDF serialisa-
tion (Turtle), we published the resource as Linked
Data in the LiLa Knowledge Base, so to make it
interoperable with the other lexical and textual re-
sources for Latin already included therein.23

20https://www.w3.org/ns/lemon/ontolex#
LexicalSense.

21http://lila-erc.eu/ontologies/lila/
lemmaVariant.

22https://www.w3.org/2019/09/lexicog/.
23The URI (Uniform Resource Identifier) of the

NLW is http://lila-erc.eu/data/lexicalResources/
NLW/Lexicon. The Turtle file is available at https://github.
com/CIRCSE/NeulateinischeWortliste.
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Abstract
Towards computational systems capable of
dealing with complex and general linguistic
phenomena, it is essential to understand figu-
rative language, which verbal humor is an in-
stance of. This paper reports state-of-the-art
results for Humor Recognition in Portuguese,
specifically, an F1-score of 99.6% with a BERT-
based classifier. However, following the sur-
prising high performance in such a challenging
task, we further analyzed what was actually
learned by the classifiers. Our main conclu-
sions were that classifiers based on content-
features achieve the best performance, but rely
mostly on stylistic aspects of the text, not nec-
essarily related to humor, such as punctuation
and question words. On the other hand, for
humor-related features, we identified some im-
portant aspects, such as the presence of named
entities, ambiguity and incongruity.

1 Introduction

As part of usual human language, dealing with com-
plex deep linguistic knowledge, such as figurative
language, is an important element of research on
Natural Language Processing (NLP). Verbal humor
is a large instance of figurative language, whose un-
derstanding and generation are crucial for language
fluency and the comprehension of deeper nuances
of language (Tagnin, 2005).

Additionally, computational systems capable of
processing humor might give other fields of re-
search (e.g. Linguistics, Psychology, Philosophy,
to name a few) insights about how this phenomenon
works and how it is conceived through language.

Regarding such computational models, we must
always call in question their trustworthiness be-
fore drawing any conclusion that they are suitable
to solve any specific problem, especially in tasks
deemed as extremely complex, such as Humor
Recognition, Fake News Detection, Irony Recog-
nition, and the like (Ribeiro et al., 2016; Monteiro
et al., 2018). Thus, it is essential to question if it

is possible to really understand what the machine
is learning and if it is actually capturing informa-
tion relevant to the phenomenon being studied. In
this way, we can find flaws with the methods or
resources used, which drives to further research on
the subject to develop better models.

Within this context, we present a study on Hu-
mor Recognition with a special focus on identifying
which features and pieces of information are mostly
used by supervised Machine Learning (ML) mod-
els for this task, including classical ML classifica-
tion algorithms and deep learning Large Language
Models (LLMs). We further highlight that the en-
tirety of this work was made for the Portuguese
Language, much more underdeveloped on this task
when compared to languages like English.

Towards our goal, we first replicated the current
state-of-the-art methods for Humor Recognition in
Portuguese (Gonçalo Oliveira et al., 2020). In ad-
dition, we fine-tuned a BERT model pretrained for
Portuguese (Souza et al., 2020) for the same task.
Results were further analyzed with SHAP (Lund-
berg and Lee, 2017), a tool for Machine Learning
explainability. SHAP provided scores for each fea-
ture, word, or sub-word used by the respective mod-
els, which, together with careful manual analysis,
helped in understanding what exactly the models
had learned from the provided data. All experi-
ments were carried out on the corpus created by
Gonçalo Oliveira et al. (2020), which is, to the best
of our knowledge, the only corpus in Portuguese
created for the task of Humor Recognition.

Our results show that the BERT model outper-
formed all other ML methods in terms of F1-score,
achieving a score of 99.6%. However, through
careful analysis, we discovered that this model,
alongside other methods based on content-features,
based their decisions primarily on stylistic aspects
of the texts, such as punctuation, and other phenom-
ena not necessarily related to humor, for instance
the presence of questions.
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We also noted aspects of the set of humor-related
features proposed by Gonçalo Oliveira et al. (2020)
that might not have been expected by their original
authors, such as the relation between concreteness
and humor, and the association of people named
entities with humorous texts. However, some of
their interpretations were reinforced by the ML
models, for example, the connection of ambiguity
and incongruity to humorousness.

The remainder of this paper is organized as fol-
lows: some relevant related work about Humor
Recognition and ML Explainability is presented in
section 2, followed by an overall description of our
methodology, in section 3. Later, the results are
presented and discussed in section 4, with the final
remarks and future work mentioned in section 5.
In the end of the paper, we note some limitations
of the current work, as well as ethical aspects that
should be considered in the future.

2 Related Work

This paper has relations with two main areas of
research: general Humor Recognition, usually in-
terpreted as a ML classification task, and ML Ex-
plainability, which aims at creating explanations
for computational models, in order to inspect what
information the model actually uses for inference.

2.1 Humor Recognition

Humor Recognition research dates back to the
2000s, when Mihalcea and Strapparava (2005) used
a hand-crafted feature set (including features like
alliteration, slang usage, and antonymy presence)
to train supervised ML algorithms for classify-
ing texts in two categories: humorous and non-
humorous. Since then, Humor Recognition has
been approached with this supervised ML point-
of-view, varying with different sets of attributes,
including:

• Stylistic, e.g., keywords and text similarity
with other jokes (Sjöbergh and Araki, 2007);

• Semantic information, e.g., presence of vo-
cabulary focused on professional communi-
ties, sentiment polarity, and words related to
negative human traits (Mihalcea and Pulman,
2007);

• Surface-level characteristics, e.g., punctuation
and word frequency (Barbieri and Saggion,
2014).

More recently, following the general trends on
many different NLP tasks, the current state-of-the-
art in this task is achieved by Deep Learning (Ren
et al., 2021; Kumar et al., 2022) and LLMs (Devlin
et al., 2019; Weller and Seppi, 2019).

For languages other than English, the HAHA se-
ries of shared-tasks (Castro et al., 2018; Chiruzzo
et al., 2021) has encouraged much advance for re-
search on recognizing verbal humor in Spanish.
In their latest event, Grover and Goel (2021), the
winners, used an ensemble of LLMs to outperform
other contestants. For Portuguese, however, there
is still few research on the matter; to the best of
our knowledge, current systems are still based on
classical ML algorithms with a specific set of hand-
crafted features (Gonçalo Oliveira et al., 2020), in
a similar fashion to those methods from the early
2000s. Hence, there is still much to advance for
this specific language.

On the other hand, also for Portuguese, we ac-
knowledge research on Irony Detection (Carvalho
et al., 2009; de Freitas et al., 2014; Wick-Pedro and
Vale, 2020; Corrêa et al., 2021), a task that is to
some extent related to humor, especially when deal-
ing with satirical content (Wick-Pedro and Santos,
2021; Carvalho et al., 2020).

2.2 Machine Learning Explainability

As most ML models, Humor Recognition systems
lack a qualitative understanding about how their
prediction is obtained, i.e., what exactly the ma-
chine has learned from the provided examples. This
brings up concerns regarding how trustful and un-
derstandable such models are, as well as questions
if they are indeed basing their decision on mean-
ingful parts of the data (Ribeiro et al., 2016).

Traditionally, ML explainability has been tack-
led simply through the usage of models that are
inherently interpretable, such as linear classifiers
(Ustun and Rudin, 2016) or rule-based methods
(Wang and Rudin, 2015). Additionally, modern
Neural Network models still have some degree of
interpretability, through close inspection of their
parameters, e.g., attention weights, especially for
Computer Vision (Xu et al., 2015). However, such
approaches are still limited to specific models; fur-
thermore, they can get too overwhelming as the
number of parameters increases.

There is, however, research on creating model-
agnostic ML explanations, for example with tools
like LIME (Ribeiro et al., 2016) and SHAP (Lund-
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berg and Lee, 2017), which focus on approximating
a simpler interpretable model by perturbing the in-
puts and measuring how each attribute (or token,
pixel, subword, etc.) contribute to the original more
complex one. These methods target local explain-
ability, i.e., approximating models that work well
on a vicinity of a given input, which is possible to
be generalized for the whole data space through
careful analysis of different instances.

3 Methodology

Our work has two main fronts of research: first, the
implementation of Humor Recognition systems for
the Portuguese language; then, a deeper analysis
of their performance, to assess their weaknesses
and stimulate further research. This includes a
discussion on how to overcome some challenges,
followed by what could be developed towards im-
proved systems.

3.1 Humor Recognition Methods
for Portuguese

Our first step was to re-implement the methods
described by Gonçalo Oliveira et al. (2020) and
Clemêncio (2019), as their source code is not pub-
licly available and it is the only previous work for
Humor Recognition in Portuguese. Their approach
consists of testing different ML algorithms (i.e.,
SVM, Random Forest, and Naïve Bayes) with dif-
ferent sets of attributes: content and humor-related
features. As content features, the original authors
used a bag-of-words with TF-IDF counts for 1,000
tokens (or n-grams) selected via a χ2 test. For
humor-related features, they used different kinds of
information, namely: alliteration through character
n-grams, out-of-vocabulary words, average word
embedding similarity, Named Entity Recognition
(NER) counts, count of antonymy pairs, sentiment
polarity, slang usage, concreteness, imageability,
and ambiguity.

As we will see in subsection 4.1, our re-
implementation outperformed the original reported
values, leading us to reconsider our code and find
some minor details, which might explain this dif-
ference in the evaluation metrics. In our imple-
mentation, we did not use the χ2 test for selecting
which attributes would comprise the final 1,000
content features, instead we used the most frequent
ones. Additionally, we used the NLPyPort toolkit
(Ferreira et al., 2019) for the content-features and
not only for the humor-related ones, as shown in the

original paper. In fact, comparing our feature analy-
sis in subsection 4.2 to the one by Gonçalo Oliveira
et al. (2020), we have strong evidence that their
tokenizer discards punctuation, which NLPyPort
does not. Differences between versions of the tools
and resources used might also be an option, but
we find the tokenization difference to be the most
plausible reason for this difference in the results.

During our work, we decided to keep these
changes as they resulted in a clearly higher perfor-
mance. In all other aspects, we followed the same
methodology as Gonçalo Oliveira et al. (2020), test-
ing the same ML algorithms on the same corpus,
with the same feature sets obtained from the same
resources.

In addition, we fine-tuned BERTimbau, a pre-
trained BERT model for Portuguese (Souza et al.,
2020)1, for Humor Recognition during 3 epochs
with a learning rate of 5 × 10−5. This was mo-
tivated by the broad utilization of LLMs for per-
forming this and other tasks, leading to the current
state-of-the-art in other languages (e.g., English
and Spanish), as mentioned in subsection 2.1.

3.2 Corpus

We used the data set provided by Gonçalo Oliveira
et al. (2020)2, with short humorous texts in two
main formats: satirical news headlines and one-line
jokes. The authors were careful when including
negative examples (non-humorous texts) into the
corpus, trying to add only instances with a similar
format to the humorous examples collected. For
example, they included real news headlines as a
counterpart to the satirical ones. For one-liners, as
most of the jokes have a question-answer pattern,
they used texts with this same composition from
a trivia website and from MultiEight-04 (Magnini
et al., 2005), a corpus for Question Answering.
They also included proverbs to account for those
one-liners not written in a question-answer fashion.
We present some examples of instances from the
corpus in Table 1.

Since the original corpus has different con-
figurations available, we used the balanced one
with texts from all sources, with a total of 2,800
texts, 1,400 humorous and 1,400 non-humorous
instances. We should also note that, since we do
not have access to the original train-test split used

1Available at: https://huggingface.co/neuralmind/
bert-base-portuguese-cased.

2Available at: https://github.com/NLP-CISUC/
Recognizing-Humor-in-Portuguese.
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Original text in Portuguese Translation Comments

Humor examples

O que é uma fofoca? É um animal
mamarítimo.

What is a gossip? It is a mamarine
animal.

The humorous effect comes from the
fact that the word “fofoca” (gossip)
sounds like “foca” (seal) with a dou-
bled initial syllable, so the answer says
it is a marine animal, but also with a
doubled initial syllable.

Patrões exigem vacinação obrigatória
contra o bicho do sindicalismo

Employers demand mandatory vacci-
nation against the trade unionism bug

The humor in this satirical headline
arises from a semantic shift, as the
association of vaccination is typically
with disease rather than unionism. Fur-
thermore, since satire employs humor
as a means of criticism, this example
serves as a critique of the bosses’ op-
position to unionism.

Non-humor examples

Onde fica Hyde Park? nos Estados
Unidos.

Where is Hyde Park? In the United
States.

–

Presidente promulga dia de luto na-
cional pelas vítimas de violência
doméstica.

President proclaims national day of
mourning for victims of domestic vi-
olence.

–

Table 1: Examples of instances present in the corpus

by Gonçalo Oliveira et al. (2020), we made a new
split with the same reported ratio (80% train and
20% test).

3.3 Feature and Model Analysis

After the implementation, training, and testing of
the models, we first used the SHAP explainability
tool (Lundberg and Lee, 2017) to calculate impor-
tance values for each of the features proposed by
Gonçalo Oliveira et al. (2020), both content and
humor-related. Since SHAP was originally devel-
oped for explaining single instances of the data set,
in order to measure the overall importance of each
feature, we use the absolute mean value (over all
examples in the test corpus); this is complemented
with visualization techniques, such as beeswarm
plots, to better understand how each feature be-
haves in general.

We also carried out an analysis of the fine-tuned
BERT model, identifying which pieces of infor-
mation were actually used by the system to dis-
tinguish humorous from non-humorous texts. For
this, we used SHAP once again. However, as this
kind of model does not consist of a pre-defined
set of features, we were not able to use the ab-
solute mean value, as it would have to comprise
every single sub-word in the model. Therefore, we
decided to perform such analysis manually, by ex-
amining specific instances that are representative
of the corpus; to select such examples, we followed

a simpler approach, using a clustering algorithm,
namely K-Means with k = 56 (2% of the data set),
on sentence embeddings obtained from BERTim-
bau fine-tuned for Semantic Textual Similarity3,
and selected the centroid instances as a sample of
the whole corpus. Then, we carefully analyzed
those sentences and their SHAP values, to finally
identify some clear patterns that BERT learned for
classification.

It is important to mention that Gonçalo Oliveira
et al. (2020) also did a feature analysis procedure
using a χ2 test. However, this approach is not
related to specific models and how they interpret
the input, but rather focuses on finding relations
between the features and the true labels.

4 Results

This work has two main results. First, a new fine-
tuned BERT model for Humor Recognition in Por-
tuguese, which outperforms the current state-of-the-
art for this task in terms of automatic evaluation
metrics. Secondly, a deeper analysis of such mod-
els, identifying how well they are suited for the task
in general.

4.1 Humor Recognition
The results for each of the implemented approaches,
alongside those reported by Gonçalo Oliveira et al.

3Available at: https://huggingface.co/rufimelo/
bert-large-portuguese-cased-sts.
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(2020), are presented in Table 2. Due to space
limitations, we show only the results obtained by
the best model for each set of features.

Feature Set Model F1

Content features SVM 96.4%
Humor features Random Forest 78.8%
All features Random Forest 97.1%
— Fine-tuned BERT 99.6%

Gonçalo Oliveira et al. (2020)

Content features SVM 75%
Humor features Random Forest 64%
All features SVM 78%

Table 2: Best results for Humor Recognition with dif-
ferent models and different feature sets

We note that our re-implementation produced
better results than those by Gonçalo Oliveira et al.
(2020); for example, while their best model using
all features (content and humor-related) reportedly
and F1 of 78%, our models reached up to 97.1%.
The probable reasons for such a large gap have
been discussed in subsection 3.1.

In addition, we found it surprising that our mod-
els had such positive results – BERT had a nearly
perfect score of 99.6% – for a task that is usually
mentioned in the literature as extremely difficult
and subjective (Veale, 2004; Hempelmann, 2008;
Reyes Pérez, 2013; Kumar et al., 2022). From
this observation, we decided to do an explainabil-
ity analysis to identify exactly which features and
pieces of information our trained models were
leveraging on when classifying their input.

4.2 Explainability Analysis

In the first analysis, we used SHAP to calculate the
importance values of each feature for the best meth-
ods reported in the previous subsection 4.1. For
the SVM model using exclusively content features,
Figure 1 presents the most important (i.e., larger
average absolute SHAP value) features for the hu-
mor class. In the plot, each feature is represented
in the Y axis, with each point representing an in-
stance of classification; their color expresses the
relative value of the feature in that specific instance,
while their placement along the X axis indicates
their importance. For example, we can see that the
most important feature used by the model is the
presence of a full stop (a period followed by an
end-of-sentence special token), and that they are
most important for the humor class (positive SHAP
values, right of the central vertical bar) when their

TF-IDF counts are low (blue). This same behavior
can be seen for the second most important feature
(period), indicating that the model is interpreting
the mere presence of periods as an indicative of
non-humorousness. This is probably a fault from
the corpus, as will be further discussed in subsec-
tion 4.3.

Another interesting observation that can be
drawn from this analysis is that the model lever-
ages question-related features as indicatives of hu-
mor, for example the usage of question marks,
and wh-question words (“qual é”, “o que”, “qual”,
and “que”4). One can note that the model consid-
ers them important to identify humor when their
TF-IDF counts are higher (red points), meaning
that it is associating questions to humor despite the
presence of similar texts as negative examples of
humor, as mentioned in subsection 3.2.

Due to space and resource limitations, we can-
not extensively analyze all 1,000 content-features.
However, we report that the next features in the
list are still wh-question words, such as “porque”,
“qual é o”, and “como” 5, or punctuation marks
(colons, double quotes, and exclamation marks).
We highlight, however, that the explainability re-
sults for all features will be made publicly available
alongside the code and results obtained by the mod-
els, so that the research community can observe
this data in its entirety.

The second analysis refers to only humor-related
features, presented in Figure 2. The most important
feature is the number of out-of-vocabulary words,
which is seen as a strong indicative of humor. Then,
the average level of concreteness follows with a not
so clear disparity of how its values interact with its
importance; however, there seems to be a prefer-
ence of higher values to be positive contributions
to the humor class, which is contradictory to the
interpretation by Gonçalo Oliveira et al. (2020) that
non-humorous texts are more concrete, while hu-
mor is more related to mental images.

Another remarkable note is that higher NER
counts for people (“PESSOA”) is usually taken as
evidence to favor the humor class, which is again
the opposite speculated by Gonçalo Oliveira et al.
(2020). The authors mention that real headlines
would contain more names of people, but we argue
that they are also present in satirical headlines and

4“Which is”, “what”, “which”, and “what”. Translated by
the authors.

5“Why”, “which is the”, and “how”. Translated by the
authors.
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Figure 1: Beeswarm plot with the most important content features used by the SVM model

0.4 0.3 0.2 0.1 0.0 0.1 0.2
SHAP value (impact on model output)

Sum of 18 other features

Alliteration - 2-gram

Maximum number of senses

Minimum similarity

Average imageability

Average similarity

NER count PESSOA

Alliteration - 1-gram

Average concreteness

OoV

Low

High

Fe
at

ur
e 

va
lu

e

Figure 2: Beeswarm plot with the most important humor-related features used by the Random Forest model

one-liner jokes (e.g. “Por que a Angélica não mata
baratas? Ela espera o Maurício Mattar.”6), so that
the model learned to link them to humor instead.

Finally, in accordance to the reasoning of
Gonçalo Oliveira et al. (2020), the average and
minimum similarity features are evidences of hu-
mor when they have lower values, which represents
a higher incongruity among the words. Thus, it
seems fruitful to model incongruity as word sim-
ilarity. Also, the model favors high numbers of
senses to classify an instance as humor, reaffirming
the argument that humor resides in ambiguity.

6“Why doesn’t Angélica kill cockroaches? She waits for
Maurício Mattar.” Translated by the authors.

When combining both kinds of features, the ob-
servations do not vary much: the Random Forest
model relies mainly on punctuation (full stop, pe-
riod, question mark), and wh-question words. It
is, however, noticeable that humor-related features
such as concreteness, imageability, person NER
counts, and average similarity are considered more
important than question words in this scenario. We
highlight, once more, that an extensive display of
these results will be made available.

4.3 Explainability Analysis of BERT

As mentioned in subsection 3.3, for the fine-tuned
BERT model, we needed to do a careful manual
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Figure 3: Example of BERT explanation obtained via SHAP
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Figure 4: Results of the BERT explanation analysis

analysis of a subset of representative instances of
the corpus obtained via clustering. All 56 examples
were explained by SHAP and handed to a linguist
with previous experience on analyzing humorous
and figurative language. An example of a SHAP
explanation can be seen in Figure 3.

In the figure, the text “Por que é coberta a
Antárctida? Gelo.”7 was classified as non-
humorous (“N” is highlighted) with a confidence
score (fx(inputs)) of 0.999885. For the analysis,
the BERT model starts at a base value – for this spe-
cific case, 0.844348 – obtained by masking out all
input subwords. Then, each subword contributes
to this value positively (in red) or negatively (in
blue) until it reaches the final confidence score;
moreover, larger bars represent a larger absolute
contribution.

From this analysis, we have drawn two main
observations, which are related to the results re-
ported in the previous subsection 4.2. First, the

7“What is Antarctica covered by? Ice.” Translated by the
authors.

usage of wh-question words – such as “o que”,
“quais”, and “como”8 – are in general taken by the
model as evidence to classify an instance as humor;
from all 29 examples classified as non-humorous,
20 (69.97%) have wh-question words, from which
they contributed negatively in 12 instances (60%),
positively in only 1 instance (5%), and in the re-
maining 7 texts (35%) they did not get any scoring.

Another evidence for this association of wh-
question words with humor in the model is that,
in 25 instances classified as humor, from which
15 (60%) had such type of words, 12 (80%) occur-
rences contributed positively to the classification,
while the remaining 3 (20%) did not contribute at
all. There were no cases in which BERT consid-
ered the presence of wh-question words as negative
evidences for this class.

The second result of this analysis is about punc-
tuation, which was also observed in other models
as being extremely important. For instances classi-

8“What”, “which”, and “how.“ Translated by the authors.
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fied as non-humorous, 20 (69%) contained question
marks, 15 (75%) of which were assigned with neg-
ative SHAP values, 4 (20%) were not scored at all,
and only 1 (5%) received a positive score. Mean-
while, for examples classified as humor, 15 (60%)
had question marks, from which 12 (80%) were
considered as positive evidences for this class, and
the remaining 3 (20%) had no score; similarly to
wh-question words, no question mark was consid-
ered as negative for the humor class.

We argue that these observations contribute to
the point-of-view that BERT, similarly to the mod-
els discussed in subsection 4.2, is focusing on the
textual form rather than specific humor-related lin-
guistic devices by connecting the mere existence
of questions to humor. Nonetheless, as mentioned
in subsection 3.2, the original authors of the cor-
pus were careful to also include question-answer
texts with no humor, and the model still reached
more than 99% F1-Score (Table 2), meaning that it
is very likely classifying such instances correctly.
In this context, as illustrated by Figure 3, another
punctuation mark comes into place: the period, spe-
cially a full stop, which was also highly scored in
the other methods discussed before.

All 29 examples classified as non-humor end
with a period, from which 27 (93.10%) received
positive SHAP scores and the remaining 2 (6.90%)
were not scored at all; no period was deemed as a
negative evidence for the non-humor class. Mean-
while, for the sample of 25 instances classified as
being humorous, only 9 (36%) had periods, some-
times with more than one resulting in 11 periods,
from which 1 (9.09%) was positive, 1 (9.09%) was
negative and the remaining 9 (81.82%) received
no scoring, indicating that BERT tends to not even
consider periods for the humor class.

We highlight that the difference in the occur-
rence of periods between the humor and non-humor
classes in the analyzed sample may indicate that
this discrepancy also exists in the corpus. Likely,
this specific aspect of the text format was over-
looked by the original authors, which may explain
why the models primarily use this punctuation mark
to distinguish humor from non-humor.

Additionally, exclamation points are present only
in the examples classified as humorous, with 4
(50%) being positive and 4 (50%) not having at-
tributed any value to this instance. All these results
are summarized in Figure 4.

From all these observations, we point out how

difficult it is to find negative examples when cre-
ating a corpus for Humor Classification – and ar-
guably to any classification task. LLMs are so
powerful in finding surface-level patterns that even
slight details (such as punctuation) can and will be
used in the task, even if they are not necessarily part
of the linguistic mechanism that produces the hu-
morous effect, such as ambiguity, incongruity, and
surprise (Attardo and Raskin, 1991; Tagnin, 2005;
Reyes Pérez, 2013; Kao et al., 2016; Wick-Pedro
and Vale, 2020; Aleksandrova, 2022).

5 Conclusion

In this paper, we presented a re-implementation
of the previous state-of-the-art method for Humor
Recognition in the Portuguese language, alongside
a novel fine-tuned BERT model for the same task,
reaching a nearly-perfect F1 score of 99.64%.9

However, a deeper analysis of the models using
a Machine Learning explainability method, SHAP,
enabled us to understand which pieces of informa-
tion the models were relying on to do such classi-
fication. We came into the conclusion that BERT
and models based on TF-IDF counts did not learn
specific mechanisms of humor, but were instead
leveraging mainly stylistic characteristics of the
texts, such as punctuation and the presence of wh-
questions.

Furthermore, the analysis of how humor-related
features were interpreted by the ML model led to
interesting observations not considered by their
proposers (Gonçalo Oliveira et al., 2020). For ex-
ample, the association of humor with person named
entities or higher levels of concreteness; however,
some of their reasoning can also be reinforced by
how the model used some of the knowledge pro-
vided, e.g. humor was considered related to higher
levels of ambiguity and incongruity within the text,
which is up to par with linguistic descriptions of
verbal humor (Raskin and Attardo, 1994; Tagnin,
2005; Aleksandrova, 2022).

As a final conclusion, we emphasize how chal-
lenging it is to create a text classification corpus for
supervised ML in such a way that the model actu-
ally learns about the linguistic phenomenon in ques-
tion, rather than resorting to specific attributes and
shortcuts not directly related to the problem being
studied. We find that humor is a specially difficult
task to create such a corpus, as it is a largely di-

9All the code, models, results, and analysis is available at:
https://github.com/Superar/HumorRecognitionPT.
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verse phenomenon (verbal humor can be conveyed
in many different ways), with an equally large uni-
verse of negative examples (non-humorous texts
also present themselves in various formats).

From these conclusions, we can draw some fruit-
ful paths for future research. First, we mention
the creation of a new corpus for Humor Recogni-
tion in Portuguese, taking into account some of
the flaws found in the corpus by Gonçalo Oliveira
et al. (2020). However, as it is – to the best of our
knowledge – the only available corpus for this task,
it can still be evaluated if it is fit after some process
of normalization, starting with punctuation, e.g.,
by adding full stops to the humor examples, which
would be a less expensive process; some early ex-
periments in this sense show a decrease of 4 per-
centage points in F-Score obtained by the BERT
model when discarding or normalizing punctuation.
Another point to be considered for the creation of
a new corpus is the responsibility of which texts
to include; as we mention later in our Ethics State-
ment, the corpus used in this work contains texts
annotated as jokes that contain rather problematic
content, e.g. riddles that are openly racist.

Another possibility for future work is to change
the models and how they work. One could use
methods, such as the one proposed by Kao et al.
(2016), that are not based on ML, but rather on
formalizing linguistic theories of humor to a com-
putational environment. We also find it appealing
to explicitly include linguistic knowledge into the
ML models, so that they are powered with some
information beyond the textual surface, argued by
other researchers as vital to deal with complex phe-
nomena such as humor (Hempelmann, 2008; Amin
and Burghardt, 2020). This goal could also be
achieved by exploring further the humor-related
features, which were proposed originally from a
linguistic point-of-view; other extra-linguistic as-
pects of Humor could also be studied, for instance
how different cultural backgrounds affect the per-
ception and definition of humorousness.

Limitations

As main limitation of this work, we mention the
lack of an extensive analysis of the explainability
results, limiting our examination to the most highly-
scored features; additionally, we not consider the
interaction among the features themselves. We also
think that the analysis of the BERT model could use
a larger set of representative instances of the corpus;

regarding this selection, we also mention that there
are probably other methods rather than clustering
to ensure that the analyzed subset is actually a good
representation of the data set in its entirety. Finally,
we agree that the classification models deserve a
deeper analysis on their performance, for example,
by carrying out K-fold cross validation tests.

Ethics Statement

We believe that humor is a positive and constructive
form of human expression to unite and reduce ten-
sions while respecting cultural differences, beliefs,
and people’s identities. However, we acknowledge
that humor, when used in a Christian or offensive
way to discriminate, ridicule, or disparage individ-
uals or groups, especially those who have been
historically marginalized or oppressed, can have
negative consequences.

So if there are jokes that promote violence, ha-
tred, or prejudice, including but not limited to
racial, gender, and sexual stereotypes, xenopho-
bia, and similar forms of discrimination, then they
ought not to be deemed acceptable. In this context
we find it crucial to report that the corpus used in
this paper contains some texts (annotated as humor)
that are openly racist, specially against black peo-
ple. Other texts considered as jokes have different
groups represented in a negative light, for exam-
ple alentejanos (people from a region in Portugal),
jeweish people, and blonde women. Some other
sensitive subjects are also present in the corpus, for
instance suicide, and pedophilia.

It is crucial to take into account the potential
effects that computer models designed for mood
detection could have on individuals and society,
both during the development phase and when utiliz-
ing them. Ensuring that these models are impartial
and free of undesired bias is of utmost importance
to prevent the perpetuation of stereotypes that could
ultimately result in negative outcomes.

In conclusion, we would like to emphasize that
models used for the recognition of humor have
inherent limitations due to their subjective nature,
which may vary significantly depending on cultural,
social, and individual contexts. Therefore, these
models are constantly evolving and improving, and
evaluating their efficacy is an ongoing process.
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Abstract

Development funds are essential to finance cli-
mate change adaptation and are thus an impor-
tant part of international climate policy. How-
ever, the absence of a common reporting prac-
tice makes it difficult to assess the amount and
distribution of such funds. This problem has
attracted attention in international affairs re-
search and is increasingly being investigated
using methods of the broader field of compu-
tational social science. Lately, the mentioned
research field has questioned the credibility of
reported figures, indicating that adaptation fi-
nancing is in fact lower than published figures
suggest. Projects claiming a greater relevance
to climate change adaptation than they target
are referred to as "overreported". To estimate
realistic rates of overreporting in large data sets
over time, we propose an approach based on
state-of-the-art text classification. To date, as-
sessments of credibility have relied on small,
manually evaluated samples. We use such a
sample data set to train a classifier with an
accuracy of 89.81% ± 0.83% (tenfold cross-
validation) and extrapolate to larger data sets
to identify overreporting. Additionally, we pro-
pose a method that incorporates evidence of
smaller, higher-quality data to correct predicted
rates using Bayes’ theorem. This enables a
comparison of different annotation schemes to
estimate the degree of overreporting in climate
change adaptation. Our results support findings
that indicate extensive overreporting of 32.03%
with a credible interval of [19.81%; 48.34%].

1 Introduction

The climate crisis is one of the greatest challenges
of our time. Climate change is accelerating toward
a catastrophe that will almost certainly become a
humanitarian crisis as well. According to a United
Nations committee, the next decade counts: The lat-
est IPCC reports make it clear that limiting global
warming to a relatively safe level still is possible,
but it requires global cooperation and billions in

financial support (Plumer, 2023; Mukherji et al.,
2023). Failure of the global community to respond
to the climate crisis will result in millions of people
having to live with the consequences of extreme
heat, food and water shortages, as well as the pro-
liferation of pathogens, all of which add to the
humanitarian crisis. Therefore, ensuring that popu-
lations are able to secure their livelihoods necessi-
tates focus on both adaptation to the impacts and
mitigation of the effects of climate change. Imple-
mentation of climate change adaptation measures is
one of five targets set to reach the 13th Sustainable
Development Goal (SDG): “Take urgent action to
combat climate change and its impacts”. There is
international consensus on the need to respond to
the global threat posed by climate change (Paris
Accord, Article 2). Development funds are essen-
tial to finance climate change adaptation and are
thus an important part of international climate pol-
icy. Specifically, Article 9.1 of the Paris Agreement
states that “[d]eveloped country parties shall pro-
vide financial resources to assist developing coun-
try parties with respect to both mitigation and adap-
tation in continuation of their existing obligations
under the Convention.”1. Prior to that, the 2009
Copenhagen Accord had already declared a goal
of mobilizing USD 100 billion by 2020. Based
on these agreements, the Conference of the Parties
(COP) meets annually to assess implementation ef-
forts and to ensure effective implementation of the
conventions. One basis for this activity is the Credi-
tor Reporting System (CRS), which is administered
by the OECD Development Assistance Committee
(DAC). It monitors financial flows for adaptation
and climate change mitigation activities that flow
from OECD DAC member countries to develop-
ing countries. As such, it is the central system for
monitoring and evaluating the efforts of the inter-
national community to address climate change. To

1https://unfccc.int/sites/default/
files/english_paris_agreement.pdf
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date, this dataset includes more than 1.5M aid ac-
tivities. One of the challenges in ensuring valid
reporting – or at least comparable figures – across
reporting countries is that these agreements lack
standardized indicators. These tasks and this area
of activity of international politics can be classified
as a field of research in international affairs, which
is increasingly being researched using methods of
the broader field of computational social science
(Tavoni, 2023).

To this end, in 2009 the OECD DAC established
the “Rio markers" for climate change adaptation
(CCA) and mitigation (CCM). For each aid activity,
donors self-report whether it contributes to CCA,
i.e. reducing “the vulnerability of human or nat-
ural systems to the current and expected impacts
of climate change, including climate variability,
by maintaining or increasing resilience, through
increased ability to adapt to, or absorb, climate
change stresses, shocks and variability and/or by
helping reduce exposure to them” (OECD DAC,
2022, 4). Activities are eligible for a marker if “a)
the climate change adaptation objective is explic-
itly indicated in the activity documentation; and b)
the activity contains specific measures targeting the
definition above.” (OECD DAC, 2022, 4). The Rio
marker r can take three values: 2, if CCA is the
principal objective; 1, if CCA is a significant objec-
tive; and 0, if CCA is neither a principal nor a sig-
nificant objective. However, there is increasing evi-
dence that the level of adaptation financing is in fact
lower than public figures suggest (Weikmans et al.,
2017; Junghans and Harmeling, 2012). The authors
refer to this phenomenon as overreporting, which
primarily indicates a discrepancy between the quali-
tative descriptions of the financing purposes and the
specified Rio markers. One possible reason is that
there is no common practice for reporting climate
finance (Weikmans and Roberts, 2019; Weikmans
et al., 2020) and reporting agencies thus follow dif-
ferent reporting rules. This makes it difficult to
assess the total amount of CCA or CCM finance,
to compare commitments between donors, and to
assess the geographical and sectoral distribution
of funding (Weikmans and Roberts, 2019).More-
over, CCA finance estimates vary among reporting
agencies (Yeo, 2019). Hence, aggregate figures
of adaptation finance are increasingly considered
unreliable given that they comprise thousands of
individual aid activity descriptions from the CRS
data. Consequently, assessments of credibility have

to date relied on analysis of small samples cov-
ering a limited period of time (Weikmans et al.,
2017). Returning to the fact that the COP is utiliz-
ing these reports, among other things, as source of
information the unreliable nature of these reports
jeopardizes the well-being of the people who are
affected by climate change. Regardless of whether
this discrepancy is result of deliberate misreporting
or due to the inconsistent nature of the reporting
procedure, this system, with all its strengths and
weaknesses, is part of global communication about
the environment and environmental issues.

This study applies state-of-the-art machine learn-
ing methods for Natural Language Processing to
estimate overreporting of CCA finance for all aid
activities as reported in the OECD DAC CRS since
the introduction of Rio markers. We model the in-
formation and knowledge contained in the reports
using NLP methods to aid the requirement that the
assessment of the reports is consistent, thorough
and complete. This contributes to effective and
targeted measures based on realistic assessments
so that the necessary assistance can be provided to
protect people’s livelihoods and social structures.

Our main challenge in applying machine learn-
ing methodology is the quality and quantity of
available annotated data. We have access to two
data sets re-evaluated by experts and published
in previous work: The first is small, but follow-
ing a thorough re-evaluation process, we regard it
as high-quality. One concern is that the current
de facto standard of fine-tuning language models
tends to be unstable with very small data sets and is
hard to evaluate properly. The second set is much
larger, but because it was re-evaluated with access
to less information, we regard it as lower quality;
nevertheless, its size makes it adequate for training.
We propose to combine these two data sets, using
the larger for training and extrapolation, and the
smaller, higher-quality set to correct first estimates.
The contribution of this paper is two-fold: 1. We
propose and evaluate a machine learning model to
detect overreporting in the CRS data and discuss
extrapolation. 2. We propose and attempt to use a
Bayesian Framework for correction of extrapolated
overreporting rates.

2 Related Work

In recent years, several studies have estimated the
level of overreporting in CCA finance (Michaelowa
and Michaelowa, 2011; Weikmans et al., 2017;
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Junghans and Harmeling, 2012; Schramek and
Harmeling, 2021). These studies are distinguished,
first, by the rigor of their methodology to assess
overreporting and, second, by the number of aid
activities they analyze. Some studies classify mul-
tiple aid activities but employ, rather simplistically,
keyword searches only on short descriptions of
aid activity (Michaelowa and Michaelowa, 2011;
Roberts et al., 2008; Junghans and Harmeling,
2012). Other studies examine only a few aid activ-
ities by scrutinizing extant project documentation
against in-country expert assessments (Schramek
and Harmeling, 2021). Weikmans et al. (2017)
strike a balance by manually assessing a large num-
ber of short project descriptions.
We are among the first to apply state-of-the-art
machine learning - which allows us to code all aid
activities reported in the OECD DAC CRS database
- to fully automate the process of detecting over-
reporting of CCA finance. Moreover, our method
can be easily applied to future data releases of the
OECD DAC CRS data as well as comparable text
data.
Machine learning approaches to classify official
development assistance are still rare. Pincet et al.
(2019) used machine learning to classify SDGs.
More recently, Toetzke et al. (2022) developed a
machine-learning classifier to identify climate fi-
nance based on the title and descriptions of bilateral
aid activities in the OECD DAC CRS dataset. Cli-
mateFinanceBERT first classifies the relevance of
aid activities to adaptation, mitigation, or the en-
vironment. Subsequently, relevant activities are
further differentiated into ten categories. In con-
trast, our classifier directly predicts Rio Markers for
climate change adaptation. Moreover, we address
possible shortcomings due to the limited informa-
tion contained in the OECD DAC CRS descrip-
tions by integrating evidence from a high-quality
re-evaluation.
Here, we rely on textual resources to automatically
assign Rio markers to CRS Reports. Project reports
typically contain both short and long descriptions
of the project goals, ranging from one to a few
sentences. Currently, neural networks produce vir-
tually every state-of-the-art result in text classifica-
tion, either by training task-specific architectures,
e.g. (Kim, 2014) or adapting pre-trained language
models to a given task (Devlin et al., 2019; Liu
et al., 2019; Yang et al., 2019; Aly et al., 2019; Pal
et al., 2020). Also, recent works have achieved both

higher overall performance (Devlin et al., 2019;
Yang et al., 2019) and greater sample efficiency,
achieving better results with less data (Halder et al.,
2020). The typical problems of previous classical
machine learning approaches in text classification,
like out-of-vocabulary or ambiguity, are directly
handled by the language model, which is especially
important in this case, because not all of the texts
we deal with are free of orthographic and syntacti-
cal anomalies. We experiment with these models
in various combinations to find the best fit for the
task at hand.

3 Automatic Classification of Climate
Change Adaptation Markers

3.1 Data

The CRS tracks OECD DAC member countries’
aid activities. This study works with the original
CRS data and two re-evaluated data sets:

Creditor Reporting System (CRS): The pub-
licly available CRS contains harmonized data on
aid activities. We use CRS data from 2006 to 2019
containing 1,529,984 aid activities. It includes up
to 91 fields of data for each aid activity. The most
important information in our context is flagged by:
donor, recipient, Rio marker, project title, and short
and long description.

WK: Weikmans et al. (2017) sampled 4,757
aid activities from 2012 CRS data and manually
re-evaluated the Rio markers based on the aid ac-
tivity descriptions. The re-evaluation includes a
new marker (99) to indicate insufficient informa-
tion for determining the Rio marker. (Weikmans
et al., 2017) argue that label 99 can be treated as
0 (not climate adaptation related) because the Rio
marker methodology explicitly requires a CCA ob-
jective to be indicated in the aid activity documen-
tation.

CARE: Schramek and Harmeling (2021) of the
Cooperative for Assistance and Relief Everywhere
(CARE) sampled 117 aid activities from the CRS.
Each case was re-evaluated and assigned a new Rio
marker by experts with access to detailed project-
level information beyond the data contained in the
CRS.

3.2 Approach

We consider CARE as a high-quality re-evaluation
with very few samples. The WK data set has sub-
stantially more observations, but the re-evaluation
had access only to CRS information. Since infor-
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mation from the CRS can be very limited, espe-
cially in cases where CCA is not the primary goal,
this likely leads to a higher proportion of projects
being considered overreported. However, the WK
data set is substantially larger than the CARE data
set and can be used to train a classifier, which is
why we use WK for the training and CARE to esti-
mate a correction factor to extrapolate the CARE
annotations implicitly.

Our approach is as follows: First, we train a high-
quality classification model on the WK data set us-
ing information only from the CRS meta fields and
the re-evaluated Rio markers. We mark a project
as overreported if the classifier predicts a lower
Rio marker than reported. Second, we calculate the
classifier’s overreporting rate on the CARE data set.
By comparing overreporting with the high-quality
re-evaluation, we can estimate an error factor be-
tween the two annotation schemes in a Bayesian
framework. Finally, we extrapolate to the complete
CRS database and estimate overreporting rates for
both annotation schemes.

3.3 Model Training and Model Selection

The WK data in the CRS provides us with text de-
scriptions and the corresponding Rio markers (0, 1,
2 and 99), which we consider input and target of the
classifier respectively. To find the best model, we
test various language models with standard finetun-
ing and in combination with a CNN architecture to
find the best model. The CNN architecture follows
(Kim, 2014) and comprises four 1D-convolutions
with kernel sizes 3,4,5 and 6, with 100 filters each.
The resulting vectors are max-pooled and projected
by a linear layer onto the number of classes.
We conduct experiments with a RoBERTa (Liu
et al., 2019) base model, a BERT (Devlin et al.,
2019) base model and a distilled version of
RoBERTa (Sanh et al., 2019) as published in the
Hugging Face ’transformers’ library (Wolf et al.,
2020). We use the AdamW (Loshchilov and Hut-
ter, 2019) optimizer with a learning rate of 5e-6,
a batch size of 32, 25 epochs, and check-pointing
to restore the best model with regards to average
macro F1 score. To ensure stability and quality,
we test these hyper-parameters for all models with
tenfold cross-validation to identify the best model.
The results of the cross-validation experiments for
all model combinations are shown in Table 1. We
used one Tesla V100 32GB for these experiments,
one tenfold cross-validation for one model combi-

nation (one row in Table 1) took around five hours
to complete for BERT and RoBERTa, and around
2.5 h for the distilled RoBERTa. After ensuring an
average performance, we randomly split the data
80/20 and train a model with the same parameters.2

As shown in Table 1, the combination of CNN
and RoBERTa not only reaches the highest aver-
age scores in accuracy and macro F1, but also
the lowest standard deviation in the tenfold cross-
validation. This leads us to believe that this model
will not only generalize well but also will less likely
deviate from the performance, which is why we
choose this model as our classifier. Table 2 shows
detailed results for the final model per label. It
shows that predicting the label 1 is most difficult.
Label "99" can be predicted with an F1 value of
around 83%. We follow the argumentation in Weik-
mans et al. (2017) and regard these predictions as
Rio marker 0. The influence of these examples is
negligible as, ultimately, 99 is predicted in only
< 0.04% of the CRS in the end.

The Rio marker classification model is a proxy
to identify overreported cases. We are interested
in those cases where our classification algorithm
differs from the reported Rio marker, specifically
classifying lower than the reported value We define
overreporting o of activity x as

o(x) =
{

1 if reported(x) > classifier(x)
0 otherwise

(1)
This leads to three cases of overreporting: The
classifier predicts 0 and the Rio marker reports 1
or 2, and the much harder case where Rio marker
reports 2 and the classifier predicts 1.

3.4 CARE Data

We apply our classifier to the CARE data set and
compare the findings to the manual CARE annota-
tions. The set of examples in CARE data set are
distinct from those in the WK data. We create an
overreported flag for the CARE data by compar-
ing the reported Rio marker to their re-evaluation
markers using Equation (1). This marks 21.80%
of the data as overreported. Our classifier predicts
an overreporting rate of 54.14% on the same data,
indicating a significant difference in the annotation
schemes. WK annotations appear stricter, leading
to higher rates of overreporting than the CARE
re-evaluation.

2Code and final model will be made available upon publi-
cation to not jeopardize anonymity of the review.
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accuracy macro
P R F1

CNN roBERTa-base 89.81 ± 0.83 84.83 ± 2.0 80.54± 2.03 82.31 ± 1.8
BERT 88.89± 1.3 83.35± 2.13 79.64± 2.81 80.97± 2.28
distilroberta 89.16± 1.3 83.47± 2.24 81.28 ± 2.96 82.12± 2.21

Transformer RoBERTa-base 89.64± 1.61 84.1± 2.33 80.58± 3.74 82.0± 2.87
BERT 89.27± 1.5 84.57± 3.39 79.59± 2.41 81.52± 2.36
distilroberta 89.14± 1.19 83.93± 2.76 79.47± 1.98 81.35± 1.93

Table 1: Aggregated results of the tenfold cross-validation for all tested models. Best results for each metric are
highlighted in bold.

F1 P R

0 94.17± 0.64 92.83± 1.13 95.57± 0.95
1 59.62± 7.28 64.68± 9.55 56.15± 8.38
2 86.74± 2.09 86.11± 4.2 87.52± 2.02
99 88.72± 3.09 95.69± 4.19 82.94± 5.04

Table 2: Detailed per-class results of the cross-validation
for the chosen model (CNN + RoBERTa).

3.5 Extrapolation of CARE Annotation using
the Bayesian Formula

Using the Bayesian formula, we estimate the differ-
ence in annotation scheme and extrapolate it. As
discussed above, our training relies on the WK data
set. The approach of training and classifying new
data ultimately transfers their annotation scheme
to other data sets. Given the high number of hand-
coded aid activities, the WK data set is well suited
for training purposes. However, comparing the
resulting classification with CARE data, we find
that this might overestimate overreporting. We es-
timate the probability that if the classifier would
mark any sample as overreported according to the
WK data annotations, CARE annotations would
agree, and vice versa. Using the Bayesian formula,
we update the estimation of our classification. In
mathematical formulation we define two events:
W (classifier marks sample as overreported) and
C (CARE annotates sample as overreported). We
further denote the data set from which we calculate
the corresponding term as the parameter D. The
Bayesian formula is then:

P (C;D=CRS) =
P (C|W ;D=CARE)
P (W |C;D=CARE)

· P (W ;D=CRS)

(2)

We note that this Bayesian formulation makes im-
plicit assumptions about the independence of an-
notation schemes and data samples. We argue that
since the CRS data is the basis for all of these sam-
ples, that these simplifications are acceptable and
lead to a simple model to show the potential and

benefits of this approach. We plan to investigate
and apply more complex models to these depen-
dencies in future work.

We calculate P (W |C), i.e. the probability
that our classifier would agree with CARE, and
P (C|W ), i.e. the probability that CARE would
agree with our classifier, from the CARE data set.
Since the calculation is based on a small sample,
we consider the uncertainty of the estimate using
the beta distribution to approximate the factors and
simulate the propagation of these uncertainties:

P (W |C) ∝ beta(1 + n, 1 +m), (3)

where n is the number of positive examples and m
the number of negative examples in the data. We
then report the credible interval of 95%. This leads
to the correction factor

P (C|W )

P (W |C)
= 42.57% ([26.47%; 64.39%]) . (4)

We denote the credible interval of 95% in brackets
behind the point estimate. Using the same proce-
dure, we propagate the correction factor to adjust
the overall overreporting rate using Equation (2).

3.6 Extrapolation and Exploration
We can now apply the classification algorithm to
the CRS data. We restrict the CRS to projects that
have a Rio marker higher than 0, otherwise, by defi-
nition, they cannot be overreported in Equation (1)
and we consider only at the top five DAC donors:
France, Germany, Japan, the United Kingdom and
the United States. We use the fastText (Joulin et al.,
2017) language detection to classify the language
of the descriptions. While Germany, Japan, the
United Kingdom and the United States report al-
most all their projects in English, France tends to
report in French. The classifier was also trained on
French descriptions from the WK set, however, we
predict Rio markers for these projects using both
the original French descriptions and also automated
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translations into English using Google Translate
(the influence of which is discussed below). Af-
ter that, the data set contains 46,280 projects from
2010 to 2019 with short and long textual descrip-
tions and a reported Rio marker of 1 or 2. This also
complies with how data was sampled in the WK
and the CARE data sets.

Figure 1 shows the results of the extrapolation.
Table 5 in Appendix A shows the underlying val-
ues and the number of observations. Extrapolation
is done, again, by concatenating the project title
and long description into a text string and feed-
ing it into the network. The network assigns a
Rio marker prediction to every project. After that
we use Equation (1) to mark all activities with
a flag for overreporting. The classifier detects
an overall overreporting rate of 75.35 % in the
CRS in terms of WK annotations and an estimated
32.03%([19.81%;48.34%])) in terms of CARE
annotation.

3.7 The Influence of Input Length

Systematic variation of text length by donor or year
might bias our results. Longer descriptions usually
contain more information and thus improve the
validity of the classification. Elaborating on the
difficulty of classifying short texts is beyond the
scope of this paper and is its own established field
of research, e.g. (Chen et al., 2019; Wang et al.,
2017). This should specifically pertain to cases
where CCA is a ‘significant’ but not a ‘principal’
objective (i.e., r = 1). Here, descriptions might not
mention CCA because it is not the main motivation
of the aid activity. Moreover, it seems likely that
very short descriptions are mostly classified as r =
0 for lack of information.

We find evidence that classification quality cor-
relates with description length. As we do not know
the true Rio marker for aid activities, we use the
rate of agreement between our classification and
the assigned Rio marker as an indicator of classi-
fication quality. We assume that very low rates of
agreement indicate poor performance of classifica-
tion. As Figure 2 shows, the share of cases where
classification results and Rio marker are identical
increases with description length.

Description lengths systematically differ by
donor and year (for both: p < 0.00, Kruskal-Wallis
rank sum test), although the distribution of descrip-
tion lengths across donors and years shows that,
overall, absolute differences are not large. Regard-

ing donors, Japan is an exception, with consider-
ably shorter descriptions than the median of the
other donors (78 vs. 315 characters, respectively).
The time series shows an increasing trend where
the median of description length increased from
231 to 345 characters between 2010 and 2019 (see
also Appendix B, Figure 4). If classification qual-
ity depends on description lengths, and descrip-
tion lengths vary by donor and year, this could
introduce confounding bias distorting the compari-
son of overreporting rates across years and donors.
More specifically, an increase in description lengths
could be interpreted erroneously as a decrease in
overreporting. As an example, Japan’s high rates
of overreporting (see Figure 3) could be partly
explained by the brevity of aid descriptions in the
CRS.

To account for possible distortion of our results,
we rerun our analysis excluding short descriptions
from our estimation of overreporting. We used the
interquartile range (IQR) method to identify out-
liers (Ilyas and Chu, 2019, p. 12), i.e. we excluded
descriptions with lengths below the threshold of
Q1− 1.5× IQR (in our case, 62 characters; loga-
rithmic: 4.1). This seems appropriate as indicated
by an increase in agreement between Rio marker
and classifier (see Figure 2).

We rerun the analysis that created Table 5, but
excluded all projects with fewer than 62 characters.
We also excluded from the CARE data set data
points shorter than 62 characters, when calculating
the correction factor. A comparison of the results
is presented in Figure 1. The overall overreporting
rate per year drops slightly, while the estimation
based on CARE increases. This stems from the
fact that the classifier agrees with the high-quality
CARE re-evaluation more often for longer texts.
The correction factor and uncertainty in this case
slightly increases from 42.57% ([26.47%; 64.39%])
to 44.32% ([27.55%; 66.62%]).Overall this leads to
slightly lower overreporting rate according to WK
but a slightly higher estimate for CARE-corrected
overreporting.

In summary, we do find evidence that systematic
variation of text length by donor or year can bias
results. However, robustness tests indicate that the
bias does not change overall conclusions.

3.8 Extrapolation Per Donor Per Year

The values in Table 3 show overreporting as identi-
fied by the classifier based on the WK data set from
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Figure 1: Estimated overreporting rate extrapolation of
WK data by year (dots) and estimated correction based
on CARE data (lines). Black dots and solid lines show
estimates based on the full sample. Hollow circles and
dashed lines show estimates based on samples excluding
very short descriptions.

Figure 2: Agreement of classifier with Rio marker by
lengths of activity description. Random noise is added
to the point locations in the y-direction for better visibil-
ity. Circles show averages of binned data. The vertical
dotted line indicates the cut-off for outliers based on the
IQR method for outliers.

2010 to 2019. France had the lowest number of
projects in CRS reported with at least Rio marker
1 in 2011 and 2012 with 84 and 114 projects re-
spectively. The rates in Table 3 for 2012 coincide
rather well with the findings in (Weikmans et al.,
2017) for Germany (81%), Japan (92%) and the
United Kingdom (82%). The United States was
not part of the sample in (Weikmans et al., 2017).

The classifier detects significantly lower overre-
porting rates for France (76.32%) than in the origi-
nal paper (92%) in 2012. We found that, of the 114
projects reported in 2012 by France, only 58 have
unique descriptions, which produces very high un-
certainty. Manual evaluation shows that there are
cases of the same description occurring up to 11
times and is marked as not overreported. This alone
can account for around a 10% difference in over-
reporting measure when classified differently. We
therefore marked the fields where there are a fewer
data points than 500 in orange in Table 3 to show

Year France Germany Japan U.K. U.S.

2010 74.8% 74.66% 78.99% 73.11% 90.09%
2011 88.1% 84.16% 79.94% 71.95% 87.63%
2012 76.32% 77.52% 90.68% 74.47% 85.76%
2013 90.87% 74.57% 91.75% 69.9% 84.17%
2014 82.61% 75.3% 89.36% 56.46% 83.07%
2015 90.66% 74.78% 89.62% 58.52% 78.43%
2016 96.46% 74.41% 88.8% 55.26% 81.68%
2017 97.91% 72.92% 92.15% 49.76% 79.27%
2018 95.87% 72.04% 92.62% 41.12% 74.44%
2019 94.31% 69.23% 94.28% 45.61% 69.01%

Table 3: Overreporting rates - extrapolation of WK data
split by donor country. Note that colored cells have
fewer than 500 data points. Darker color corresponds to
fewer data points.

where these effects could have larger impact.
Figure 3 also shows the classification results

when translating the French descriptions to English
(dotted line). There are significant differences in
overreporting rates in the period 2013-2015, while
the two lines are reasonably close between 2016
and 2019. The year 2014 in particular shows a
difference of around 50%, from 33.7% in the trans-
lated case to 82.6% when using the original French
descriptions. We argue that this happens for two
reasons: First, the years with the biggest differ-
ences when translating descriptions coincide with
the years when very few projects reported, thus
the influence of a single misclassification is higher.
Second, there is considerable noise in the data,
which further increases variance in prediction when
switching language.

In 2014, France reported 184 projects, but there
are only 53 unique descriptions. The most frequent
description was used 36 times, each of the occur-
rences having a unique ID in the CRS. Half of these
36 projects are reported with a Rio marker 1 and
half with Rio marker 2. Every classifier predict-
ing a Rio marker on the basis of these descriptions
will therefore differ from the reported value at least
half the time. This alone accounts for a difference
in overreporting of 10% in that year. This argu-
ment also holds for the second and third most fre-
quent project descriptions, which were used 19 and
18 times respectively. When considering only the
unique descriptions, the predictions’ detection of
overreporting in English and French agree in 77%
of cases, while only in 51% of cases overall. In gen-
eral, the larger the number of projects, the smaller
the influence of this phenomenon. However, of the
projects that France reported, only around 40% of
the descriptions are unique (see Table 4 for more
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details).

Over-
reported

Over-
reported
(trans-
lated)

Count Unique Unique
(rela-
tive)

Year

2010 74.80% 81.71% 246 133 54.07%
2011 88.10% 82.14% 84 80 95.24%
2012 76.32% 64.04% 114 57 50.00%
2013 90.87% 66.54% 263 186 70.72%
2014 82.61% 33.70% 184 53 28.80%
2015 90.66% 66.54% 257 89 34.63%
2016 96.46% 95.29% 594 171 28.79%
2017 97.91% 94.91% 1100 477 43.36%
2018 95.87% 93.74% 847 372 43.92%
2019 94.31% 86.91% 1054 669 63.47%

Table 4: Overreporting for France following the WK
data set by years. The second and third columns denote
the estimated overreporting rate for French descriptions
and English translations, respectively. The following
columns show: number of projects, number of unique
descriptions, and the ratio of these two.

4 Discussion

Our re-evaluation of aid activities reported as con-
tributing to CCA indicates a lack of quality in the
self-reporting of donors. A substantial share of
reported adaptation aid activities does not explic-
itly mention CCA in project descriptions. This is
problematic because valid indicators are required
to assess whether the international community is
meeting its climate policy obligations as described
in, for example the Paris Accord. Our find-
ing indicates an overestimation of adaptation aid.
Even after downward adjustment of our estimates
to account for insufficient information from short
project descriptions, our best estimate suggests that
about every third activity categorized by donors as
adaptation aid is not adaptation related. However,
we cannot say whether this is due to a lack of clear
reporting standards (Weikmans et al., 2020), a lack
of compliance with reporting standards, or even
incentives to report more than is actually delivered
(Michaelowa and Michaelowa, 2011). Moreover,
our estimates are subject to considerable uncer-
tainty because an unambiguous classification of aid
activities based on the Rio Marker methodology
requires extensive knowledge of individual aid ac-
tivities.

Although the estimates are somewhat uncer-
tain, our results confirm earlier findings of a sub-
stantial discrepancy between the figures reported
by donors and re-evaluations by independent re-

searchers (Michaelowa and Michaelowa, 2011;
Weikmans et al., 2017; Junghans and Harmeling,
2012; Schramek and Harmeling, 2021). This can
be partly explained by the fact that our approach
draws on earlier classifications as training data and
is thus not completely independent. However, our
study also goes well beyond existing research in
temporal and geographical scope: We assess ev-
ery adaptation aid activity reported by OECD DAC
donors since the Rio marker on adaptation aid was
introduced in 2010. If donors had changed their
reporting practice, we would likely see this in our
data, yet, overall, we find no indication that report-
ing practices have changed significantly since 2010.
The share of overreporting remains at a high level
between 2010 and 2019. Although the classifier
indicates a slight decrease of overreporting, the
fluctuations are within the range of uncertainty of
our adjusted estimates. Nevertheless, the results
are mainly driven by a significant decrease in over-
reporting by the United Kingdom. However, we
are careful to infer from our data substantial dif-
ferences in reporting standards between countries;
Country-specific results should be examined more
closely in future research. We have no reason to
suspect that the classifier has particular problems
with data reported by the UK based on the results
of the cross-validation and given the fact that most
project descriptions are in English.

5 Conclusion

In this paper we propose an automated way of de-
tecting overreporting of climate adaptation finance
based on CRS project descriptions. Our approach
is based on state-of-the-art text classification using
finetuning neural language models. We consider
the quality of the annotations of our training data
when estimating overall overreporting rates, and
propose a Bayesian approach to estimate an extrap-
olation of high-quality annotations. Our approach
indicates significant overreporting throughout the
study period.

There are two key challenges with this approach:
The quality and quantity of annotation scheme data,
and the quality of the textual input. While, ul-
timately, the first challenge can be overcome by
extending data with higher-quality annotations, the
second proves trickier. Unfortunately, the CRS data
does not have uniform quality built into its textual
descriptions. We have discussed the influence of de-
scription length and language on the quality of our
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Figure 3: Rates of overreporting by donor country, 2010 to 2019

classifier, but while future work may incorporate
techniques from short-text classification research,
in many cases the information the CRS contains
will likely not suffice to use techniques like aug-
mentation or conceptualization. To improve on
this, additional external data would be necessary,
to which, at this point, we had no access. Especially
deciding if the CCA aspects of a project comprises
a "significant" or "principal" object should benefit
from this. Another way to improve would be to
pay more attention to multi lingual classification
research and either incorporate techniques for multi
lingual text classification or utilize a high-quality
pipeline for translation.
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Figure 4: Activity description lengths (logarithmic) by donor (top figure) and by years (bottom figure).

Classifier CARE Estimated count
year

2010 77.06% 20.31− 49.46% 1683%
2011 81.76% 21.55− 52.48% 3076%
2012 81.0% 21.35− 51.99% 2858%
2013 79.75% 21.02− 51.18% 3698%
2014 76.79% 20.24− 49.28% 3739%
2015 74.91% 19.75− 48.08% 4308%
2016 77.49% 20.43− 49.73% 5300%
2017 74.78% 19.71− 48.0% 7284%
2018 70.5% 18.58− 45.25% 6631%
2019 66.99% 17.66− 43.0% 7111%

Table 5: Overreporting rates - extrapolation of WK data
and the estimated correction of CARE data.

A Overreporting per Year

Tables 5 and 6 show detailed numerical results on
estimating overreporting split by year. These two
tables were summarized in Figure 3, comparing the
resulting rates.

Classifier CARE Estimated count
year

2010 77.12% 27.22− 37.61% 1683
2011 81.83% 28.88− 39.9% 3076
2012 81.11% 28.62− 39.55% 2858
2013 79.83% 28.17− 38.93% 3698
2014 76.89% 27.14− 37.5% 3739
2015 75.0% 26.47− 36.57% 4308
2016 77.55% 27.37− 37.82% 5300
2017 74.86% 26.42− 36.51% 7284
2018 70.65% 24.93− 34.46% 6631
2019 67.22% 23.72− 32.78% 7111

Table 6: Overreporting rates - extrapolation of WK
data and the estimated correction of CARE data after
eliminating all inputs with fewer than 62 characters.

B Analysis of Text Length

Figure 4 illustrates increasing average descriptions
lengths over the study period in a standard box plot,
for the argument in section 3.7. Also, Japan tends
to use fewer characters in descriptions compared
to the other donors. This supplements Figure 2 and
informs the decision to use the IQR range to quan-
tify the lower limit for the number of characters.
This also checks that cutting off at 62 characters
(logarithmic: 4.1) does not introduce a bias for a
particular year or donor.
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Abstract

In this paper, we present approaches for the
automated extraction and disambiguation of a
part of the stylistic device Vossian Antonoma-
sia (VA), namely the target entity described by
the expression. We model the problem as a
coreference resolution and a question answer-
ing task and also combine both. To tackle the
tasks at hand, we utilize state-of-the-art mod-
els in these areas. In addition, we visualize
the connection between source and target enti-
ties of VA in a web demo to provide a deeper
understanding of their mutual relationship.

1 Introduction

Vossian Antonomasia (or VA for short) is a pop-
ular stylistic device used to describe an entity by
refering to another entity, typically in a witty and
resourceful way. Structure-wise, a VA expres-
sion consists of three parts: target (trg), source
(src), and modifier (mod). The combination of
source and modifier is used to describe the tar-
get. Take, for instance, the sentence “It is the
Madonna of Italian-American literature in that it
shows the transition from the Italian immigrant to
American citizen like no other book of its genre.”
(NYT 1991/08/07/1128838).1 The author uses
“Madonna”, the popular American singer, as source
and transfers a set of characteristics of Madonna
to the target, Helen Barolini’s novel “Umbertina”.
The modifier “Italian-American literature” projects
these characteristics onto the target.

In general, the source consists of a universally
known, famous named entity, from which one or
more typical traits or characteristics are to be in-
voked. The target, on the other hand, does not nec-
essarily have to be a named entity (e.g., “Rallytrg
cartrg racingtrg is the Davidsrc Hasselhoffsrc of
motormod sportsmod” (NYT 2006/08/02/1780256)).

1To avoid an excessively long reference list, all examples
taken from the New York Times corpus (Sandhaus, 2008) are
cited using the pattern “NYT year/month/day/article-id”.

It is also possible that no specific target is meant, in
which case the VA expression would be hypotheti-
cal, for instance, “We’re waiting for the Raffisrc of
ourmod industrymod.” (NYT 1989/06/11/0257799),
or there is a target, but it is not explicitly mentioned
in the article content.

The task of extracting VA expressions focusing
on source and modifier has already been covered
(Fischer and Jäschke, 2019; Schwab et al., 2019,
2022). The models are also able to identify a refer-
ence of the target inside a sentence where source
and modifier appear, but in most cases, these refer-
ences are in the form of pronouns or other mentions
of the entity that cannot be linked to a knowledge
base for disambiguation. To the best of our knowl-
edge, there exists no method for extracting the tar-
get entity from texts. As the phrase consisting
of source and modifier, such as “the Madonna of
Italian-American literature”, is a specific mention
of the target entity (“Umbertina”), it should ap-
pear in the reference chain of the target when using
coreference resolution. However, as we will later
show, coreference resolution often fails to detect
these complex mentions.

For a deeper understanding of VA expressions
and their meaning, the target entity is an essential
part. We need to identify it to comprehend the
transferred characteristics. After its identification,
we can compute VA chains where the source of one
VA expression is the target of another to track the
transfer of characteristics across multiple entities
and also analyze the assignments of characteristics
to entities. Thus, in this paper, we tackle two tasks:
Target extraction: The automatic extraction of the
full name of the target entity inside a text.
Target Linking: Disambiguation and linking to
Wikidata.

In addition, we visualize the results in a web
demo for exploration and visualization.2

2https://vossanto.weltliteratur.net/
sighum2023/
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Our annotated data (Schwab et al., 2023) and
code are freely available.2

2 Related work

The detection and extraction of VA has recently
been worked on. While Jäschke et al. (2017); Fi-
scher and Jäschke (2019) used semi-automated ap-
proaches to detect VA expressions, Schwab et al.
(2019) developed the first automated approach for
the detection of VA expressions on the sentence-
level. They developed a finer extraction approach
on the word-level (Schwab et al., 2022). In par-
ticular, they employed pre-trained contextual lan-
guage models, for instance, BERT (Devlin et al.,
2019), and fine-tuned them on an annotated dataset
modeling the problem as a sequence tagging task.
However, all models lack the ability to identify the
target entity within the article.

The automated detection and extraction of other
stylistic devices, such as metaphors, has been cov-
ered widely. The extraction of VA expressions
consisting of source and modifier is closely related
to metaphor detection. However, our focus is on
the extraction of the target entity, so we do not
consider such related work.

3 Annotation and Methods

3.1 Dataset and Annotation
We use the dataset from Schwab et al. (2022),
which is an annotated VA dataset on the word-level.
The dataset consists of 5,995 sentences, of which
3,066 contain VA expressions and 2,929 do not. In
this paper, we focus only on sentences containing
VA expressions. The dataset originally emerged
from Schwab et al. (2019) who used nine syntac-
tic patterns to identify VA candidates focusing on
the syntax around the source entity. Those candi-
dates were extracted from The New York Times An-
notated Corpus (Sandhaus, 2008) which contains
more than 1.8 million newspaper articles from the
years 1987 to 2007. Thus, the syntax around the
source of each VA expression in the dataset consist
of one of the nine following variations: “a/an/the
SOURCE of/for/among MODIFIER” (e.g., “the
Madonnasrcof Italian-Americanmodliteraturemod”),
which we refer to as “VA phrase” in the sequel.

The target annotation in this dataset is limited
to a reference within the sentence where the VA
phrase appears, which mostly does not include the
target’s name but pronouns (e.g., “she”), other de-
notations (e.g., “the president”), or which does not

exist at all.
Sentences in the dataset may include multiple

VA expressions. In order to separate them, we
created copies of such sentences for each VA ex-
pression with just one annotation resulting in 3,115
sentences. Two trained students annotated all target
names inside each NYT article containing a VA ex-
pression from the dataset by Schwab et al. (2022).
Specifically, the annotators took a closer look at the
article in which the sentence occurred and extracted
the name of the entity to which the VA expression
referred. In other words, they conducted corefer-
ence resolution modeling the VA expression as one
reference of the target. In addition, they linked the
marked entity to the corresponding Wikidata entity,
if available, and extracted the Wikidata ID. This
resulted in an inter-annotator agreement calculated
by Cohen’s Kappa of 0.96 (annotation) and 1.0
(linking), measured on a sample of 500 randomly
selected sentences in the dataset. Disagreements
were discussed and then re-annotated. In 2,853
(91.6%) of the cases, there existed a target name.
In all other examples, there was no mention of the
target and therefore we omit these cases for our
study. In 2,354 (75.6%) of the cases, the annotators
were able to link the name to the corresponding
Wikidata entity. The absence of Wikidata entries
for the remaining target entities could be due to a
lack of prominence or relevance.

3.2 Coreference Resolution (COREF)

In our annotated dataset, there exist two references
to the target entity: The first is the VA phrase itself
(e.g., “the Madonna of Italian-American Litera-
ture”) as explained previously. The second is the
mention of the target inside the same sentence as
the VA phrase. Schwab et al. (2022) annotated
the mention (e.g., “It”, “Mr. Woods”), if it existed
and their models are able to identify this reference
together with the source and modifier within a sen-
tence. Both expressions should be part of the refer-
ence chain of the target entity.

Thus, the obvious choice to tackle the problem
of extracting the target entity is coreference resolu-
tion as it is already well-studied. Because of this,
we will use the coreference resolution model as
baseline.

Modern coreference resolution systems show
strong results but lack the size of the input docu-
ment. To tackle this problem, Beltagy et al. (2020)
introduced Longformer, pre-trained language mod-
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els that are able to handle input documents with
up to 4,096 tokens. Toshniwal et al. (2021) picked
up this idea and used the Longformer model as a
base for their coreference resolution model which
showed state-of-the-art results for a variety of
datasets. Therefore, we will use this model to
perform coreference resolution on the entire ar-
ticle text and create two baselines. In the first one,
we select the reference chain that includes the VA
phrase, whereas in the second, we choose the chain
of the annotated target mention. As our task is to
find the full target name rather than the reference
chain including the name, we need to choose a
mention from the chain as output. To do this, we
utilize a named entity tagger, specifically the NER
model from Akbik et al. (2018). The tagger identi-
fies all named entities that appear in the reference
chain. We then select the first named entity that
emerges in the chain, based on the assumption that
authors usually introduce named entities with their
complete names in article texts.
LF{p,t}: We use the joint model from Toshniwal
et al. (2021), which is fine-tuned for coreference
resolution over a mixture of datasets (OntoNotes,
LitBank, and PreCo). LFp refers to the model that
focuses on the reference chain of the VA phrase,
LFt concentrates on the chain that includes the tar-
get mention.

3.3 Question Answering (QA)

Coreference resolution is one way to tackle the
problem. However, as we do not look for the com-
plete reference chain but only for the name of the
entity, coreference resolution is not needed after all.
Another way to solve the problem is to re-formulate
the task as an extractive question answering prob-
lem by using the advantage of the annotated VA
phrase within the sentence. Since the VA phrases
are syntactically similar (see Sec. 3.1), we use them
to formulate the query: “Who is the/a/an SOURCE
of/for/among MODIFIER?”. For the task of extrac-
tive question answering, we need to give the model
a context text to extract the answer from.

In one scenario, we use the complete article con-
tent the VA expression appears in as context. In
another scenario, we only use the content before
the sentence that includes the VA expression to-
gether with the sentence itself and the subsequent
200 characters. In a preliminary analysis, we found
that the target entity is typically mentioned earlier
in the article, thus the noise of the rest of the article

may decrease the performance of the model. Still,
in some cases, the target entity is mentioned shortly
after the VA expression. Thus, we include 200 char-
acters after the sentence with the VA phrase which
covers more than 98% of all cases.

Similar to coreference resolution, QA is a widely
studied task. Therefore, instead of training a new
model, we use a state-of-the-art fine-tuned lan-
guage model, namely the one from Clark et al.
(2020). The problem of the length of our doc-
uments (articles) is tackled by a sliding window
approach.
ELE{c, s}: We employ the ELECTRA large model
that is fine-tuned on the SQuAD2.0 dataset using
both context scenarios. ELEc refers to the complete
context, ELEs to the short context scenario.

3.4 Hybrid Approach
In a third approach, we combine both methods, us-
ing QA first and coreference resolution on top of
it. In some cases, the QA models return an an-
swer which is not the full target name but only
another reference of the target entity, for instance,
“Mrs. Merkel” instead of “Angela Merkel”. This
is not a correct output for our task. Thus, we ap-
ply coreference resolution on the QA output to get
the entire reference chain. As in the baselines, we
identify all named entities in the selected chain.
Then, we leverage the QA output and choose the
longest named entity (in terms of characters) that
shares at least one word with the QA output. For
instance, if the QA output is “Mr. McCaw” and the
named entities in the reference chain include “Mc-
Caw”, “Craig O. McCaw” and “Mr. McCaw” (in
this order), we select “Craig O. McCaw” as the out-
put. This is because it shares a word (“McCaw”)
with the QA output and is longer than the other
candidates that share at least one word (“McCaw”,
“Mr. McCaw”). In the baseline scenarios, “McCaw”
would have been selected. This heuristic approach
surpasses the performance of multiple fuzzy string
matching algorithms, such as the Levenshtein dis-
tance (Levenshtein et al., 1966) and Jaro-Winkler
similarity (Winkler, 1999).
ELE+LF: We concatenate both methods using
ELE and LF.

3.5 Entity Linking (EL)
In a second step, we aim to disambiguate the en-
tities found with the previous methods and link
them to their corresponding Wikidata entries. For
this, we employ GENRE (De Cao et al., 2021), a
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state-of-the-art entity linking approach. GENRE is
a sequence-to-sequence model that is based on a
fine-tuned BART architecture (Lewis et al., 2020)
which links the given input entity to a Wikipedia
entity using the surrounding context. In particular,
it is a generation model that generates the output
using constrained beam search. As each Wikipedia
entry has a unique Wikidata entry, we can get the
Wikidata ID of the Wikipedia entry using the Me-
diaWiki Action API.3 If the output of the extrac-
tion method is a reference chain, we conduct entity
linking on each mention in the chain separately,
skipping all pronouns. For the baselines, we select
the prediction that appeared most frequently. For
ELEs+LF, we choose the prediction that shares the
largest word overlap with the QA output. If predic-
tions are equally frequent or share an equal number
of overlapping tokens, we choose the prediction
that is closest to the beginning of the text. Con-
sider, for instance, the reference chain consisting
of “Lomax”, “Alan Lomax, the musicologist who
evangelized folk music for most of the 20th cen-
tury”, “the Johnny Appleseed of folk revivalists”,
“Alan Lomax” and “Lomax” and the QA output
“Alan Lomax”. The EL predictions for the chain
are “Alan Lomax”, “Alan Lomax”, “Johnny Ap-
pleseed”, “Alan Lomax” and “John Lomax”. The
highest share of words between the QA output and
the predictions is “Alan Lomax’ which we take as
output.
GEN: We use the entity disambiguation GENRE
model that is pre-trained on the BLINK dataset and
fine-tuned on the AIDA CoNLL-YAGO dataset.

4 Results

4.1 Evaluation

We use two different evaluation metrics in order
to evaluate the target extraction models. The first
metrics, namely precision, recall and F1, are based
on the overlapping tokens of prediction and ground
truth. The second metric, exact match (em), mea-
sures the percentage of predictions that fully match
the ground truth.

Additionally, we evaluate the entity linking
model. For that, we use InKB micro precision
(mp). Micro precision describes the share of cor-
rectly linked entities and InKB, which is introduced
in Röder et al. (2018), means that we only consider
entities that have a valid Wikidata entry.

3https://www.mediawiki.org/wiki/API:Main_page

Extraction Linking

model prec rec f1 em mp

LFp .29 .28 .29 .25 .21
LFt .58 .54 .56 .47 .46

ELEc .66 .62 .64 .52 .55
ELEs .74 .71 .72 .61 .62
ELEs+LF .78 .77 .78 .71 .64

Table 1: Performance of the three proposed approaches
in comparison with the baselines (LF{p,t}).

The results, presented in Table 1, demonstrate
that the baselines are unable to solve this task ef-
fectively. In particular, LFp shows that coreference
resolution on the VA phrase does not work as ex-
pected. ELEc has a significant gap in comparison
to ELEs, where we used our trick of truncating the
context, across all metrics. The combined model,
ELEs+LF, outperforms all other models, especially
in the em score by, a large margin.

While GEN has an upper limit of .84 (mp) on
the annotated target names, a score of .64 is not
necessarily poor. However, it does suggest that
there is room for improvement and underscores the
overall complexity of entity linking in general.

4.2 Error Analysis

LF{p,t}: Most errors in the baselines occured be-
cause the selected reference chains did not include
the full target name. In particular, only in 887
(31.0%) and 1,687 (58.4%) of the cases for LFp
and LFt, respectively, the reference chain include
the full target name. That shows the difficulty for
the baseline models to achieve a better result. Ad-
ditionally, finding the correct mention in the chain
was challenging. Only in around 80% of all in-
stances, the correct mention was chosen when the
correct reference chain had been select before. This
is because the first named entity in the reference
chain is not always the full target name, e.g., when
the VA phrase appeared in the reference chain be-
fore the full target name in the article.
ELEs+LF: In our best approach, the correct refer-
ence chain was found in 72%. Choosing the correct
mention in the reference chain worked well. Only
in around 1% of all instances, our approach did not
select the correct mention. Interestingly, ELEs pro-
vided the correct answer in 1746 (61%) of the cases.
In around 20% of all instances, it found a mention
of the target entity where the correct name was in-
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in New
York

quarterbacks the media business

Figure 1: The longest VA chain in the dataset.

cluded, e.g. “Mr./Ms./Mrs./Dr. surname” or first
names in direct speech, i.e. another reference of
the target entity. Most of the other false predictions
consisted of incorrect chosen entities.

In addition, we tested two hypotheses regarding
the impact on the performance (em score) of the
model using the Point-Biserial Correlation Coef-
ficient as the em score is a binary label. The first
hypothesis is whether there exists a negative corre-
lation between the character-wise distance of the
full target name and the VA phrase in the article
text and the performance. The results show a weak
negative correlation between the two variables (-
0.131), and, with a p-value of 0.00, it is statistically
significant. This result can be interpreted that the
distance does have a slight negative effect on the
model’s performance. The second hypothesis ex-
amines whether the size of the reference chain that
includes the full target name is important for the
model’s performance. We assumed that it might be
easier for the model to predict the correct cluster if
the target entity is an important figure in the article
and thus, which normally results in a larger clus-
ter size. However, the r-value of 0.035 indicates
almost no correlation between the two variables
and as the p-value is 0.088, the assumption is not
statistically significant and should be withdrawn.

4.3 Application Scenario

From the point of view of stylistics, VA is a pow-
erful device because it can not only “spice up” a
text, but can also set a decisive accent through its
often surprising suggestiveness, which is why it is
also well suited for headings or subheadings. So
far, due to a lack of available data, the phenomenon
has not been analyzed on a large scale, specifically,
the relationships between source and target enti-
ties. In this paper, we lay the groundwork for such
analysis, which enables the exploration of the trans-
fer of characteristics between different entities. To

accomplish this, we visualize the results in a web
demo.4 In particular, we model the source and
target entities as nodes in a network and connect
them with edges when they co-occur in a VA ex-
pression. The web demo displays the annotated
dataset. It helps to explore chains between entities
and can provide new insights in the use of VA and
the choice of entities, see Figure 1.

5 Conclusion

We have shown that the extraction of the target
name and its linking is not a trivial task, and
that state-of-the-art coreference resolution mod-
els, which should cover this task, do not perform
as well as they do on common datasets in their
domain. However, our idea of modeling the prob-
lem as a question-answering task by employing
the annotation of source and modifier shows better
results and the concatenation of both models, first
ELEs followed by LF shows promising results. No-
tably, re-formulating the VA expression into a QA
problem works on all syntactic forms of VA expres-
sions and is not limited to the syntax in the dataset.
These findings also show that the annotated VA
dataset that emerged from the target annotations,
even though it is a specific device, can be used as
an out-of-domain evaluation dataset for QA and
COREF models in general.

With the disambiguation of the target entity we
are able to deepen the understanding of VA. The
ability to track VA chains is a completely new field
that can lead to many interesting insights into the
function and use of VA, for example, regarding the
transfer of characteristics. Our web demo greatly
simplifies the exploration of connections between
source and target entities.

4https://vossanto.weltliteratur.net/
sighum2023/graph.html
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Abstract
The presence of bias is a clear and pressing
concern for both engineers and users of lan-
guage technology. What is less clear is how
exactly bias can be measured, so as to rank
models relative to the biases they display. Us-
ing an innovative experimental method involv-
ing data augmentation, we measure the effect of
intersectional biases in Danish models used for
Named Entity Recognition (NER). We quantify
differences in representational biases, under-
stood as a systematic difference in error or what
is called error disparity. Our analysis includes
both gender and ethnicity to illustrate the ef-
fect of multiple dimensions of bias, as well as
experiments which look to move beyond a nar-
rowly binary analysis of gender. We show that
all contemporary Danish NER models perform
systematically worse on non-binary and minor-
ity ethnic names, while not showing significant
differences for typically Danish names. Our
data augmentation technique can be applied on
other languages to test for biases which might
be relevant for researchers applying NER mod-
els to the study of textual cultural heritage data.

1 Introduction

Issues of bias and discrimination are essential in
contemporary Natural Language Processing (NLP).
Research has consistently pointed to bias in word
embeddings (Kurita et al., 2019; Manzini et al.,
2019), and for downstream tasks such as corefer-
ence resolution (Zhao et al., 2018), and language
generation (Sheng et al., 2021). Several survey pa-
pers have also mapped out the landscape of bias
research in the field of NLP, showing a lack of
clear definitions of bias and normative motivation
in NLP bias research (Blodgett et al., 2020); and
further emphasising the lack of explicit theorising
over the concept of "gender" even when gender bi-
ases are the primary concern of a paper (Devinney
et al., 2022); and pointing to lack of considerations
about the ethical implications of biases in NLP
frameworks (Stanczak and Augenstein, 2021).

In this paper, we build on these findings and
contribute to ongoing work measuring and quan-
tifying the effects of biases in NLP. We focus on
one specific downstream task, namely Named En-
tity Recognition (NER), and we focus only on the
Danish language. We examine error disparities as a
function of sensitive features (Borkan et al., 2019;
Shah et al., 2020), where earlier work has shown
differences across different demographic groups,
namely gender and ethnicity (Enevoldsen et al.,
2021; Kristensen-McLachlan et al., 2022).

Existing work has highlighted how unintended
bias in NLP systems leads to systematic differences
in performance for different demographic groups
(Borkan et al., 2019; Gaut et al., 2020; Zhao et al.,
2018). In response to these results, various frame-
works, fairness metrics, and recommendations for
the field have been developed to quantify and mit-
igate bias (Shah et al., 2020; Borkan et al., 2019;
Czarnowska et al., 2021; Gaut et al., 2020; Blod-
gett et al., 2020). Additionally, a growing body of
work has demonstrated how Counterfactual Data
Augmentation (CDA) of training data can be used
to mitigate biases in NLP frameworks. This ap-
proach has been used for coreference resolution
(Zhao et al., 2018), and its applicability has been
shown for a broader set of NLP tasks (Lu et al.,
2020). We propose another use of data augmenta-
tion, namely as a method to test the robustness of
NLP models and uncover potential social biases in
the models.

Informed by intersectional feminism (Crenshaw,
2013), we expand on earlier analysis to investi-
gate the effect of different dimensions of bias and
prejudice. The fundamental idea in intersectional
feminism relates to how multiple dimensions of
inequality result in complex, intersected inequality
that cannot be accounted for through an isolated
analysis of the single inequalities. For example,
minority women might experience other types of
discrimination than majority women and still others
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than those experienced by minority men.
As the discussion and investigation of bias re-

quire more than a narrow focus on the overall per-
formance score, adding nuances to bias tests opens
up new findings and further reflections. In this
paper, we examine how names mainly used by mi-
nority communities and names used by different
genders affect the performance of NER models
together. Including non-gendered names in our ex-
periment, we furthermore look to challenge the bi-
nary understanding of gender dominating the field
of bias research.

Our experiments are limited to Danish, a rela-
tively high-resource language from a fairly homo-
geneous society with a restrictive gendered name
law. Our results demonstrate that for contempo-
rary Danish NER, error disparity is not evenly dis-
tributed across social groups and genders. This
result adds significant nuances to the discussion
of bias outlined in earlier iterations of this study
(Enevoldsen et al., 2021; Kristensen-McLachlan
et al., 2022) by highlighting the importance of nu-
anced perspectives on performance scores (Birhane
et al., 2022) and encouraging awareness of who is
affected by NLP pipelines.

In drawing attention to differences in perfor-
mance across sensitive attributes, our focus is on
biases as representational harms (Crawford, 2017).
The harmful aspects derive from the consequences
of being excluded from the functionalities of auto-
mated systems employed in specific contexts. Com-
munities and individuals who are unrecognised risk
falling into the residual space of being unseen and
treated as irrelevant (Star and Bowker, 2007). In
the case of textual cultural heritage, this manifests
itself as archival silence, the absence of certain
voices, stories, and histories (Carter, 2006). We ar-
gue that it is vital for those studying textual cultural
heritage data with language technology to be able
to measure the kinds of bias we outline, in order to
avoid reproducing this silence.

2 Bias in NLP

According to one influential definition, bias in com-
puter systems can be defined as systems which ‘sys-
tematically and unfairly discriminate against cer-
tain individuals or groups of individuals in favour
of others’ (Friedman and Nissenbaum, 1996). This
can be further broken down to distinguish between
preexisting biases with roots in institutions, prac-
tices, and attitudes; technical biases arising from

the resolution of issues in the technical specifica-
tions; and emergent bias which occurs in a use-
context after the implementation of a given sys-
tem. It has furthermore been suggested to include
‘freedom of bias’ in the criteria for good computer
systems.

Blodgett et al. (2020) provide a survey of bias
research in NLP specifically and present a concep-
tual framework to characterize and compare biases.
Drawing on earlier work (Crawford, 2017), they
distinguish between allocation bias and represen-
tational bias. The former is a difference in the
allocation of resources and opportunities; while
the latter is differences in representations, such as
stereotyping and negative generalisation of social
groups. Representational bias furthermore includes
differences in system performance, such as how
well an automated system performs for different
demographic groups.

We focus on representational bias as differences
in system performance, measured as differences
in error on a particular task. Crawford (2017) em-
phasise representational bias as harmful in itself,
mirroring the ideas of an emergent bias in Fried-
man and Nissenbaum (1996). Further bias emerges
when systems whose performance differs system-
atically across different demographic groups are
implemented.

In social science and humanities, researchers
who apply NLP tools in their work need to con-
sider such performance differences when deciding
which framework to use. For example, a researcher
working in the field of gender history might need
their models to be particularly robust with respect
to gender; a scholar of social media might have a
specific reason to require that their model is par-
ticularly robust to different ethnicities represented
in their data. For those who work with cultural
heritage data, there may therefore need to be a nec-
essary trade-off between the overall accuracy of a
particular framework and the bias that it exhibits
relative to different groups.

In the following section, we outline how existing
societal biases in Denmark make it crucial to test
NLP frameworks for technical biases.

2.1 Intersections of discrimination

Injustices encountered by social groups can rarely
be accounted for through a single variable (such
as either gender or race) but interacts with other
systems of oppression (such as race, age, class,
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[ majority minority
women A B

men C D
]

Figure 1: The intersectional subgroups A = majority
women, B = minority women, C = majority men, D =
minority men, are defined by combinations of senstive
attributes – in this case gender and ethnicity (Subrama-
nian et al., 2021).

disabilities, education level, etc.). This has been
termed intersectionality as different dimensions
of oppression intersect and affect the encountered
injustice (Crenshaw, 2013).

Nevertheless, most research on bias in machine
learning - and in NLP specifically - focuses on a
single dimension of discrimination, most often ei-
ther race (Field et al., 2021; Manzini et al., 2019)
or gender (Kurita et al., 2019; Basta et al., 2019).
If multiple bias markers are examined, the com-
bined effect is often left out of the picture (Garg
et al., 2018; Czarnowska et al., 2021; Nadeem et al.,
2021). However, recent work has shed light upon
intersectional biases in NLP. In particular, Lalor
et al. (2022) benchmark multiple NLP models on
fairness and predictive performance across various
NLP tasks. They deploy multiple demographic di-
mensions and evaluate various downstream NLP
tasks for allocation biases. Furthermore, Subrama-
nian et al. (2021) evaluate different debiasing tech-
niques and suggest a post-hoc debiasing method
particularly useful for intersectional biases. In a
more analytical line of work, Herbelot et al. (2012)
provide a quantitative analysis of concepts from
gender studies and presents a methodological ap-
proach to the investigation of intersectional bias at
the level of word representations.

In this paper, we examine representational bias
in named entity recognition in Danish NLP frame-
works. We define bias as a difference in system
performance measured by error rate as a function
of sensitive features – gender and ethnicity. To
test the error disparities for NER across different
demographic groups, we divide our data set into
subgroups functioning as proxies for the demo-
graphic subgroups in question. To do so, we use
gender-divided name lists with minority and major-
ity names, which allow us to conduct an intersec-
tional analysis of the effect of different oppressive
dimensions. We furthermore include unisex names
in our experiments in an attempt to move beyond
binary conceptions of gender.

2.2 Muslim names as a proxy for ethnic
minority

With names come strong connotations to both eth-
nicity and religion, and a name often reveals group
affiliation for individuals (Khosravi, 2012). In Den-
mark, the largest immigrant community has mem-
bers descended from Middle Eastern and Muslim
countries (Statistics Denmark, 2022). Research
has pointed out how people in this group experi-
ence various types of discrimination spanning from
harsh rhetoric in political discourse over ministe-
rial administration (Vinding, 2020) to hate crimes
(Mannov, 2021) and exclusion of labour market
(Dahl and Krog, 2018).

Given the sociological evidence, it is clearly
worth considering the impact of machine learning
technologies for a large part of the Danish pop-
ulation who is vulnerable to discrimination (Jør-
gensen, 2023, Ranchordás and Scarcella, 2021). A
list of Muslim first names used in Denmark was
retrieved from Meldgaard (2005), which presented
the names of Muslim origin used in Denmark in
2005, together with an explanation of the meaning
of each name. As most immigrants in Denmark
come from predominantly Muslim countries, we
apply this list of names as a proxy for minority eth-
nicity. The list is furthermore divided into women’s
and men’s names.

Of course, not all minority people in Denmark
will be represented on this list of names, which
represents a known limitation of our work. Instead,
we infer only ethnicity on a group level, and as
research has shown that Middle Eastern immigrants
are being subjected to discrimination on the basis of
their names (Dahl and Krog, 2018), we argue that
testing performance for this group is a necessary
step for quantifying bias in NLP frameworks.

A name of Muslim origin might, however, not
be the only source of discrimination. Experi-
ments in which fictitious job applications were ran-
domly assigned either a Danish or Middle Eastern-
sounding name and sent to actual job openings
showed that minority men are consistently subject
to a much larger degree of discrimination than mi-
nority women (Dahl and Krog, 2018). Similarly,
experiments on commercial automated facial anal-
ysis systems for gender classification showed that
women with darker skin are the most misclassified
group (Buolamwini and Gebru, 2018). Hence, the
protected and privileged group might vary across
contexts, and to examine the intersection between
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ethnicity and gender discrimination, a proxy for
gender is needed.

2.3 Names as a proxy for gender
Denmark has a high level of formal equality, with
anti-discrimination laws ensuring constitutional
equality and discrimination protection. However,
structural oppression still exists and can be shown
in studies on the gender pay gap (Gallen et al.,
2019) as well as in statistics on violence against
women (European Union Agency For Fundamental
Rights, 2014). The work by Dahl and Krog (2018)
furthermore showed that in a labour market context,
women were subject to discrimination except in the
women-dominated fields, where men experienced
a slightly lower call-back rate.

Using a gendered name list as a proxy has advan-
tages and disadvantages. On the one hand, demar-
cating our results on proxies for gender and ethnic-
ity allows us to conduct an intersectional analysis
of the relative effect of gender and ethnicity on the
error disparities. Denmark has strict name laws rel-
ative to many other European countries, restricting
which names a person can be assigned according
to their gender (something which has been actively
criticised by citizen activist groups1). Hence we are
not only relying on a majority count of the usage
of a name but on a legal context determining the
‘gender’ of a name – highly dominated by a binary
understanding of gender.

On the other hand, the disadvantages of aug-
menting on gendered name lists are the risk of rein-
forcing a folk conception of gender (Keyes, 2018),
where gender is understood as binary and static,
and ruling out other gender identities (Dev et al.,
2021). Danish names are neither inherently nor
definitively gendered, and the implementation of
laws restricting the choice of name based on sex as-
signed at birth emphasises how ideology is present
both in Danish name laws and in the language in
general (Blodgett et al., 2020).

Instead of a bio-essential binary understanding,
gender can be conceptualised as both performa-
tive and constituted by discursive practices (Butler,
2006). With such an understanding of gender, bio-
logical sex and cultural gender are separated, and
neither can be inferred from a name or physiologi-
cal appearance. Introducing ourselves with certain
names and pronouns can be one way of performing

1See Ligebehandling for alle (2021) for citizen proposal
for abolishing of the gender-separated name lists including
critique and explanations (is available in Danish).

a gender but is not the only way. It may, therefore,
still be problematic to use gendered name lists to
infer the gender of an individual. However, as men-
tioned above, we only infer at the group level to as-
sess the potential biases for different demographic
groups when subjected to NLP frameworks. Fur-
thermore, we do not link names to pronounces and
do not draw conclusions about individual gender
identity.

In an attempt to go beyond a solely binary under-
standing of gender, we include unisex names which
are culturally understood as being used by both
men and women. However, it should go without
saying that non-binary people do not specifically
use these names, and it might be an insufficient
way of challenging the binary concept of gender.

We do not claim that these proxies for either
gender or ethnicity are perfect. However, as we do
not infer values of sensitive attributes at the level of
individuals but examine structural differences at the
group level, we find these proxies highly productive
for examining differences in system performance
for different demographic groups and to expand
earlier analysis by considering the intersection of
oppressive dimensions.

Given these qualifications, our experiment in
data augmentation is motivated by the following
research questions:

• RQ1 Does system performance differ across
the subgroups shown in Figure 1?

• RQ2 Does system performance differ for uni-
sex names compared to majority names?

• RQ3 Does system performance for the dif-
ferent groups differ across the selected NLP
frameworks?

In order to answer these questions, we test the
system performance on all known systems for per-
forming Danish NER.

3 Method

We define bias as the systematic difference in error,
error disparity, as a function of a given sensitive
feature (Shah et al., 2020). We deploy Counterfac-
tual Data Augmentation (CDA) (Lu et al., 2020),
not as a way of debiasing the framework, but as a
test method for examining error disparity across
different sensitive features. In other words, bias
in the model is measured through the difference
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in performance accuracy when data is augmented
with different gender and ethnicity features.

In Enevoldsen et al. (2021), a range of contem-
porary Danish NLP frameworks was subjected to a
series of data augmentation strategies to test their
robustness during training. These augmentations
included random keystroke augmentation to simu-
late spelling errors; and spelling variations specific
to the Danish language. Additionally, among the
augmentation strategies were the following name
augmentations:

1. Substitute all names (PER entities) with ran-
domly sampled majority names, respecting
first and last names.

2. Substitute all names with randomly sampled
minority names (Meldgaard, 2005), respect-
ing first and last names.

3. Substitute all names with sampled majority
men’s names, respecting first and last names.

4. Substitute all names with sampled major-
ity women’s names, respecting first and last
names.

These augmentations specifically tested the ro-
bustness of named entity recognition in each Dan-
ish NLP framework, given data augmented relative
to gender and ethnicity. If a framework performed
just as well (or better) with these augmentations
as without, this was interpreted as an indicator of
robustness. Conversely, if a framework performed
worse, our approach makes it possible to quan-
tify exactly where the model is failing and, hence,
where potential biases reside.

We expand on this analysis by testing the dispar-
ities in performance across different dimensions of
sensitive attributes, namely gender and ethnicity.
This is done by dividing minority names into gen-
der. Instead of relying on a solely binary concep-
tion of gender, we furthermore test the robustness
of named entity recognition in each Danish NLP
framework for names on the unisex name list.

Hence, adding to the above list:

5. Substitute all names with sampled minor-
ity women’s names, respecting first and last
names.

6. Substitute all names with sampled minority
men’s names, respecting first and last names.

7. Substitute all names with sampled unisex
names, respecting first and last names.

3.1 Danish NLP frameworks

We have attempted in this experiment to draw on all
existing frameworks which can be used to perform
NER on Danish language data. Each framework
uses different architectures and training data.

spaCy uses pre-trained word-embedding ini-
tialised using a tok2vec component2. For
the purposes of this experiment, we have
not included spaCy’s Transformer-based model,
da_core_news_trf, since it corresponds to the
DaCy-medium outlined below.

DaCy (Enevoldsen et al., 2021) is a unified
state-of-the-art framework for Danish NLP built
on spaCy. DaCy-small is based on a Danish Elec-
tra (14M parameters); DaCy-medium is based on
the Danish BERT (110M parameters)3; and DaCy-
large is based on the multilingual XLM-Roberta
(550M parameters).

ScandiNER4 is a model trained for NER across
many Scandinavian languages including Danish.
The model itself is a finetuned BERT-base model
trained on the digitised collections of the Norwe-
gian national library5. While explicitly referred
to as a Norwegian model, it has been trained on
a wide range of data and has proven to be highly
performant on Danish text data 6.

Flair (Akbik et al., 2019) is a BiLSTM-based
model which has demonstrated high levels of per-
formance on Danish as well as similar languages,
such as English and German. BiLSTM models
tend to be computationally more expensive to train
than Transformers due to their use of recurrence.
However, BiLSTM models like Flair continue to be
popular and are hence included in our experiment.

Polyglot employs a static word embedding
model using word embeddings trained on
Wikipedia (Al-Rfou’ et al., 2013). While not as
widely used as it once was, we have included
this model to illustrate differences in performance
between older models and more state-of-the-art
Transformer-based models.

Many of these models are built on top of BERT-
style architectures. In the case of English, models
from this family have been shown to encode spe-

2https://explosion.ai/blog/deep-learning-for
mula-nlp

3https://huggingface.co/Maltehb/danish-bert-b
otxo

4https://huggingface.co/saattrupdan/nbailab-b
ase-ner-scandi

5https://huggingface.co/NbAiLab/nb-bert-base
6https://scandeval.github.io/
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Data set overview All Filtered
Nr. of unisex first names 500 500
Nr. of majority first names 1,000 943

women’s names 500 485
men’s names 500 458

Nr. of majority last names 500 500
Nr. of minority first names 1,134 1,121

women’s names 452 443
men’s names 625 621

Nr. of minority last names 526 526

Table 1: The number of names used in the data augmen-
tation: The left column is the number of names; 500
majority names for men, women, and unisex are cho-
sen to match the number of minority names. The right
columns show the number after the overlap between
majority and minority lists is filtered away. The number
of minority women’s and men’s names do not amount
to the total number of minority names due to an overlap
of names, which is not filtered out.

cific biases across multiple axes of discrimination
(Bender et al., 2021). It has also been demonstrated
that BERT-style models have a tendency to learn
stereotypical representations (Kurita et al., 2019).
Previous work has shown that all Danish models
exhibit statistical significant bias in terms of eth-
nicity, while only Polyglot shows a gender bias
(Enevoldsen et al., 2021). As such, we expect to
see similar results when testing Danish NER mod-
els, with poorer performance for the subgroups
marginalised among more than one dimension.

All models are fine-tuned on the DaNE dataset
(Hvingelby et al., 2020) with the exception of Poly-
glot, which is trained using the Wikipedia data.

3.2 Data

As described in Section 2 the list of minority names
is retrieved from Meldgaard (2005) containing
∼ 1, 000 names. For minority last names, a list
of Muslim last names are retrieved from FamilyE-
ducation7. The majority and last names lists are
retrieved from Statistics Denmark8, filtered on the
500 most used names for men, women, and last
names to approximately match the number of mi-
nority names. Finally, the list of unisex names is
retrieved from The Agency of Family Law9 we

7https://www.familyeducation.com/baby-names/s
urname/origin/muslim

8https://www.dst.dk/da/Statistik/emner/borger
e/navne/navne-i-hele-befolkningen

9https://familieretshuset.dk/navne/navne/godk
endte-fornavne

have filtered on the 500 most popular unisex names
according to the data from Statistics Denmark.

As the list of Danish names consists of popu-
lar names in Denmark, there is an overlap of 75
names also classified as minority names according
to the list from Meldgaard (2005). To report the
true effect of the minority names, we have filtered
out those such that they only appear in the list of
minority names - resulting in 458 majority men’s
names and 485 majority women’s names.

For example, as Mohammed is a common name
in Denmark with Islamic origin, it occurs in both
the majority and minority name lists. However,
Mohammed is most likely a name being subjected
to discrimination in line with the work by Dahl and
Krog (2018). Therefore, we have filtered it out to
only occur on the list of minority names. However,
we found some names impossible to classify as
either majority or minority names, and we included
them in both lists. This includes names like Sara,
Sarah, Laila, and Ben. A similar sorting of the
overlap between the gendered name lists and the
unisex name lists is not meaningful, as it is the very
definition of the unisex names that they can be used
by all genders. Table 1 provides an overview of the
number of names for each category10.

The experimental pipeline is set up as follows.
For each sentence in the DaNE dataset, we aug-
ment the dataset by replacing each "PERSON" en-
tity with a name randomly sampled from one of
the given lists. To avoid nonsensical sentences, we
ensure that within one document, a specific name is
always replaced by the same name. Following this,
the NER performance for all models is tested on the
augmented data, estimated by calculating F1 scores
across all tags. As the random choice of name in-
fluences the performance, we repeat this process 20
times for each model to estimate a mean F1 score.
Finally, we used a t-test to compare whether the
F1 scores obtained on the augmented data varied
significantly from the baseline. For the baseline,
we used the majority names for both genders (see
Table 2. As we perform multiple comparisons, we
make sure to adjust the p-values using a Bonferroni
correction.

The name augmentation was performed using
Augmenty (Enevoldsen, 2022) and the model eval-
uation was performed using DaCy framework. All
code is publicly available and open source, shared

10See https://github.com/centre-for-humanitie
s-computing/Danish-NER-bias/tree/main/name_lists
for complete name lists
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using an Apache 2.0 license11.

4 Results

In Table 2, we see the results of the name augmen-
tation experiments. We see that larger, transformer-
based models consistently outperform other models
on NER tasks. These results underline three well-
known trends in deep learning and NLP: 1) larger
models tend to perform better than smaller models;
2) higher quality pre-training data leads to better
models; and 3) multilingual models perform com-
petitively with monolingual models (Brown et al.,
2020; Raffel et al., 2020; Xue et al., 2021).

More pertinently, our results show that the NER
performance of every model is affected by the data
augmentations. It is immediately apparent, though,
that not all models are affected equally, and not
all augmentations cause pronounced effects. Our
results seem to demonstrate that Danish language
models are relatively more robust to the impact of
randomly changing women and men’s names at the
majority level. However, this is not the case for uni-
sex names, where our results show that all Danish
NLP models are significantly worse at recognising
these compared to gender-conforming names.

Similarly, randomly replacing names with mi-
nority names results in significantly worse perfor-
mance for all models. This suggests that Dan-
ish NLP models contain a greater relative bias
regarding ethnicity than the binary gender divi-
sion, emphasised by the results showing that all
models performed consistently better for major-
ity women’s names than for minority men’s names.
For ScandiNER, all DaCy models, DaNLP BERT,
Flair, and NERDA, the performance for minority
women’s names and minority men’s names are sim-
ilar - but still significantly lower than names from
’majority all’. For Polyglot and the spaCy models,
the performance for minority women is worse than
those for minority men. Especially interesting are
the results from DaCy Large, where there is no
apparent bias for minority names if intersection-
ality is left out of the picture. However, a bias
towards minority women is shown when minority
names are divided into men’s and women’s names.
ScandiNER performs overall best of all models,
and even though it shows bias towards ’minority
all’ and ’minority men’, it still outperforms DaCy

11See https://github.com/centre-for-humanitie
s-computing/Danish-NER-bias for code for the experi-
mental pipeline

Large, which do not show the same bias in error
rate for these groups.

One could argue that for the best performing
models, ScandiNER, and the DaCy models, the
differences in F1 scores are overall negligible.
However, as small differences accumulate when
used on large corpora we argue that even seem-
ingly small differences (which are statistically sig-
nificant) should be taken into consideration in an
NLP pipeline. This becomes more pronounced
when one considers the increase in error rate. The
best performing model is ScandiNER shows a
7% increase in error from ‘majority all’ to ‘mi-
nority women’. Similarly, for DaCy medium this
amounts to an increase in error rate of 17%. For the
poorest performing Polyglot model, we calculate a
72% increase in error rate.

Hence, according to Figure 1, we conclude that
Danish NLP frameworks perform best for sub-
groups A and C (majority people). On the other
hand, the models perform significantly worse for
subgroups B and D (minority people), and some
models are worst for subgroup B (minority women)
specifically. Adding unisex names and the gen-
dered demarcation of the minority lists (see 5-7 in
the list in Section 3) to our tests shows that the
error disparity is not evenly distributed across the
social groups in Figure 1. These results open up
the narrow focus on the overall performance scores
and are significant contributions to the examina-
tion of bias started in earlier iterations of this study
(Enevoldsen et al., 2021; Kristensen-McLachlan
et al., 2022).

5 Discussion

Much of the work on representational bias focus
on system performance and the concrete impact on
individuals and groups as a result of biased mod-
els. However, we argue that similar considerations
should underlie research applications of NLP, such
as the use of language technology to study cultural
heritage data. By ignoring the disparate perfor-
mance of NLP frameworks on downstream tasks,
we risk overlooking the testimony of marginalised
voices in our corpora and archives.

Previous work has outlined how, in classifica-
tion systems, residual categories are those that are
left out when categories are established (Star and
Bowker, 2007; Scheuerman et al., 2019). By not
complying with the agreed-upon categories, the
‘other’ fall between the cracks of the categorisation
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All Men Women Unisex
Model Majority Minority Majority Minority Majority Minority Majority
ScandiNER 89.1(0.4) 88.3(0.6)* 89.0(0.5) 88.4(0.4)* 89.0(0.4) 88.3(0.6)* 88.6(0.4)*
DaCy large 86.7(0.5) 86.4(0.6) 86.6(0.4) 86.3(0.4) 86.5(0.3) 86.0(0.6)* 86.2(0.5)*
DaCy medium 79.9(0.6) 77.0(0.8)* 79.6(0.5) 76.4(1.1)* 79.9(0.5) 76.6(0.7)* 78.2(0.8)*
DaCy small 77.8(1.0) 74.8(1.0)* 77.8(0.8) 74.6(1.2)* 77.6(0.8) 74.9(1.1)* 76.0(1.0)*
DaNLP BERT 83.4(0.5) 81.1(1.0)* 83.4(0.4) 81.1(0.7)* 83.6(0.5) 80.8(0.9)* 81.9(0.8)*
Flair 81.8(0.4) 79.9(0.8)* 82.1(0.5) 79.9(0.8)* 81.6(0.4) 80.0(0.7)* 79.8(0.8)*
NERDA 80.6(0.8) 78.5(1.1)* 81.1(0.8) 78.7(0.8)* 80.8(0.4) 78.5(0.7)* 79.8(0.9)*
SpaCy large 79.0(0.5) 68.7(1.3)* 79.3(0.6) 71.2(0.9)* 78.8(0.6) 66.4(1.7)* 75.8(0.8)*
SpaCy medium 78.2(0.8) 64.6(1.4)* 78.7(0.5) 66.7(1.8)* 78.3(0.5) 61.0(1.2)* 71.9(1.3)*
SpaCy small 64.8(0.7) 57.5(1.4)* 64.6(1.3) 57.5(1.5)* 65.1(1.4) 56.3(1.5)* 61.5(1.4)*
Polyglot 64.9(0.9) 41.7(1.3)* 66.1(0.7)* 42.1(1.2)* 63.3(1.4)* 39.5(1.0)* 57.4(1.5)*

Table 2: Named Entity Recognition (NER) performance of Danish Natural Language Processing (NLP) pipelines
reported as average F1 scores excluding the MISC category on the test set. The column ’Majority All’ names is
considered the baseline for the augmentation of minority, women’s, men’s and unisex names. Bold and * denotes
that the result is significantly different from the baseline using a significance threshold of 0.05 with Bonferroni
correction for multiple comparisons. Values in parentheses denote the standard deviation.

schema. This can happen if the object is too com-
plicated to classify in the often taken-for-granted
categories or if the residual is unknown to the sys-
tem. Falling into a residual space can result in peo-
ple’s experience being disregarded or overlooked,
consciously or otherwise. In the context of named
entity recognition, the classification performed is
either recognised or unrecognised, and we argue
that people whose names are unrecognised by au-
tomated systems reside in the residual spaces.

Our results show that, for contemporary Danish
NER, there are differences in performance along
different demographic lines – differences that may
not have been obvious without testing performance
for the different subgroups. This, first and foremost,
highlights the importance of challenging the nar-
row focus on overall performance score (Birhane
et al., 2022) and sheds light upon the existence of
diversity in who is affected. Furthermore, these
results also show a difference in the risk of resid-
ing into the residual space and potentially being
disregarded and mistreated. The technical biases in
these NLP frameworks risk reinforcing the existing
structural biases if put into use. Therefore, we rec-
ommend NLP practitioners to take accountability
(Buolamwini and Gebru, 2018) and consider these
subgroup-specific performance results. The respon-
sibility of measuring and mitigating such biases
should be placed on those developing and imple-
menting the tools – not on the marginalised group
who are unfairly treated by the systems (Bender
et al., 2021).

In this work, we defined bias as the difference in
error rate across different demographic subgroups.

This bias is only tested for one specific task. For
our data augmentation, we used the DaNE corpus,
which consists of a diverse set of written and spo-
ken Danish from 1983–1992. However, minority
names might occur more frequently in contexts
which differ substantially from this corpus. If this
is the case, our reported performances might vary
according to how well Danish NLP frameworks
perform on NER for minority names ‘in the wild’.
Hence, assessing the potential bias towards minor-
ity people might be even more complex.

A similar issue arises when approximating eth-
nicity for social groups through the use of name
lists. This approach leaves out minority people who
take names typical for the majority group. How-
ever, when it comes to the performance of NER
tools, minority people with majority names are not
at the same risk of being unfairly treated by NER
tools as people with minority names. The reverse
is also the case: a person from the ethnic majority
with a name typical for the minority is at greater
risk of not being recognised by NER tools than peo-
ple with majority names. Nevertheless, this is not
central to our analysis, insofar as we are only infer-
ring at group level when examining the distribution
of error rates across different social groups.

Further complexities in the use of names are
the effect of rare names. For unisex names, we
included the 500 most used names, which are ap-
proved unisex names in Denmark. In this list, there
are names that are common gendered names, such
as ‘Anne’, which in Denmark is primarily used by
women. If we filtered out common and primarily
gendered names, the performance might be even

123



poorer, but then it might be an effect of rare names
rather than unisex names.

Nevertheless, this paper presents an innovative
experimental method which adds nuanced perspec-
tives to the overall performance evaluation for these
models. Based on data augmentation and the use
of name lists as proxies for multiple dimensions of
inequality, the method allows for an intersectional
analysis of biases in Danish NLP models used for
named entity recognition. Such findings are impor-
tant to incorporate into scholarly pipelines in order
to avoid enforcing archival silence.

6 Conclusions

In this paper, we have shown the importance of in-
tersectional analysis of biases in Natural Language
Processing (NLP) frameworks by testing Danish
NLP frameworks’ robustness to data augmentation
in Named Entity Recognition (NER).

By augmenting test data on gender-divided name
lists for both majority and minority names, we have
shown that Danish NLP frameworks are relatively
robust to the impact of women’s and men’s names
at the majority level. However, all Danish NLP
models are significantly worse at recognising uni-
sex names compared to gender-conforming names.
Furthermore, minority names cause significantly
worse performance for all models. This suggests
that Danish NLP models contain a greater relative
bias regarding ethnicity than the binary gender di-
vision.

In the context of textual cultural heritage data,
researchers regularly and increasingly incorpo-
rate language technology into their scholarly
workflow. The most appropriate tool for a given
task such as NER is usually chosen based on
some pre-calculated metric score for how the
technology performs for that task. However, based
on the results presented here, we argue that a
raw performance measure should not be the only
criterion for deciding which NLP model to use.
Instead, we emphasise that, in the case of textual
cultural heritage data, accuracy is not all you
need. We encourage researchers to take these
sub-group-specific performance measures into
account when setting up their research pipeline.

7 Limitations

The current study has some limitations. Firstly,
our minority-majority categorisation is rather re-

stricted, and a large group of the population will not
be represented in this division insofar as we only
include names of primarily Muslim backgrounds,
excluding other minority ethnic communities in
Denmark. In addition, our approach of manually
sorting names which occur in both the majority and
minority name lists is potentially problematic as
our sorting is based on our (perhaps stereotyped)
ideas of these names and not on any shared method-
ology.

Furthermore, gendered name lists corresponding
to Danish name laws rely on, and so reinforce, a bi-
nary understanding of gender. We argue that these
demarcations in our data are useful for understand-
ing the societal biases which can be embedded in
NLP frameworks but are not comprehensive.

Further work is needed to conclude the overall
bias level of Danish NLP frameworks. In particu-
lar, bias tests for coreference resolution and word
embeddings should be conducted. In addition, our
work presented experimental results for a single,
comparatively small Indo-European language. We
would like to see similar experiments conducted on
different languages, given an appropriate change
of experimental conditions, to see if results are
reproduced in different cultural contexts.

8 Ethics Statement

In this work, we have actively engaged with the
fact that the actions of machine learning and NLP
engineering can change the world and affect both
society and individuals. The use of computer tech-
nologies may produce new or reproduce existing
discrimination, and we, therefore, strive towards
being as inclusive as possible. Not only do we
wish to draw attention to social biases inherent in
contemporary Danish language technology but we
hope that our work can be used directly by other
researchers when deciding on tools usages in their
scholarly pipeline, particularly for those working
with cultural heritage data.

9 Online Resources

See https://github.com/centre-for-human
ities-computing/Danish-NER-bias for code
for the experimental pipeline and complete name
lists used in data augmentation.
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Abstract

This paper presents a general-purpose NLP
pipeline for Ancient or early forms of Greek
(Classical, Koine, and Medieval) that achieves
a slight state-of-art improvement by training
on several Universal Dependencies treebanks
jointly. We measure the performance of the
model against other comparable tools. We show
that the selected Greek language models tend
not to generalize well to out-of-training set sam-
ples. More work is necessary to ensure inter-
operability between the existing datasets. We
identify the main issues and list suggestions for
improvements.

1 Introduction

The impact of digitization on literature research
in contemporary English and other languages can-
not be exaggerated. Computational linguistics and
Natural Language Processing (NLP) have devel-
oped numerous tools that automate annotation and
analysis that would otherwise have taken lifetimes
of manual labor. Similar advances have not been
made for historical and low-resource language ar-
eas, for instance, classical literature in Greek, Latin,
and Hebrew. Computational studies of classical lit-
erature are limited not only by fewer tools but also
paywalls and licensed access (ex. Loeb Classi-
cal Library and Thesaurus Linguae Graecae), al-
together complicating the training of neural-based
language technology. To remedy this and to con-
tribute to a relatively small number of existing NLP
resources in this domain, we present a general-
purpose NLP pipeline for early forms of Greek that
will enable a computationally assisted analysis of,
among other things, early forms of Greek literature.

1.1 Related work
Most existing work on Ancient Greek NLP has fo-
cused on individual tasks such as lemmatization
(Bary et al., 2017; de Graaf et al., 2022; Vatri and
McGillivray, 2020) or morphological analysis and

part of-speech-tagging (Celano et al., 2016; Singh
et al., 2021). This work has primarily been con-
ducted by subject-matter experts that incorporate
their domain knowledge, making the model results
more interpretable but less general.

There exists a few examples of full language
pipelines for Ancient Greek. One notable example
is The Classical Language Toolkit (CLTK) (John-
son et al., 2021), which has been the go-to op-
tion for classicists needing NLP tools. CLTK,
however relies heavily on domain-specific knowl-
edge. Other pipelines have been trained using
well-known NLP frameworks, usually relying on
neural components for individual tasks. These in-
clude Stanza’s (Qi et al., 2020), UDPipe’s (Straka,
2018), and Trankit’s (Van Nguyen et al., 2021)
pipelines. These neural models are language ag-
nostic and hence general-purpose. One additional
spaCy pipeline should be mentioned, greCy1, that
has been developed for the Diogenet project2.

The pipelines mentioned have opted for training
separate models for each UD Treebank in Ancient
Greek. Raw accuracies generally tend to be higher
for models trained and evaluated on UD Proiel,
compared to UD Perseus models. However, due to
Ancient Greek being a highly fragmented and low-
resource language, high performance on one data
set may not generalize for corpora of substantially
different quality or nature.

The model presented here, odyCy relies on
spaCy, which offers a fully modular framework
in which individual components can be modified
with relative ease. The goal is to allow researchers
to integrate this model into their particular use case
easily; for example, by fine-tuning the model for a
downstream task such as document classification or
using it to normalize raw texts for topic modeling.
The model also easily integrates with other tools
in the spaCy ecosystem, such as TextDescriptives

1https://github.com/jmyerston/greCy
2https://diogenet.ucsd.edu/
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(Hansen and Enevoldsen, 2023) for calculating met-
rics from text.

2 Methods

2.1 Treebanks

For training the pipeline, both UD Treebanks,
UD Perseus and UD Proiel, available for Ancient
Greek, were used in order to increase the robust-
ness of the model. The UD Perseus Treebank
(Bamman and Crane, 2011) contains 13,919 sen-
tences. This dataset contains texts in Ancient and
Koine Greek distributed over various genres (e.g.
tragedies by Aeschylus and Sophocles, biographies
by Plutarch, or the Iliad) and various dialects. The
UD Proiel Treebank (Haug and Jøhndal, 2008) con-
tains 17,081 sentences. The content is mostly New
Testament (in Koine Greek), with chapters from
Herodotus’ Histories. Notably, unlike the main
branch of the Proiel Treebank, the UD version does
not contain Sphrantzes’ Chronicles, written in Me-
dieval (Byzantine) Greek (Singh et al., 2021).

Both treebanks are included in the Universal De-
pendencies framework (de Marneffe et al., 2021),
which specifies annotation standards for multiple
languages. Still, the two treebanks differ in some
important aspects:

• Punctuation is absent from UD Proiel (except
for elisions, e.g. �ll�), making it a difficult
resource to train a model for sentence segmen-
tation.

• Proper nouns (PROPN) are only annotated in
UD Proiel. For example, ῾Εll�s is labeled as
a noun in UD Perseus, but as a proper noun in
UD Proiel.

• Annotation standards for morphological fea-
tures differ slightly between the two treebanks,
even though the labels overlap for the most
part. UD Proiel has richer annotations com-
pared to UD Perseus, recognizing five addi-
tional morphological features (e.g. polarity,
reflex or pronoun types) and 14 additional
feature-value pairs3.

• Ambiguous lemmas are handled differently
between the two treebanks. UD Perseus con-
tains lemmas of compound words in which the
two stems are separated by a dash character

3https://universaldependencies.org/treebanks/
grc-comparison.html

(e.g., perÐ-k�jhmai). Furthermore, lemmas in
UD Proiel may contain optional letters inside
parentheses (e.g. ᾿Ιw�n(n)hs).

• The UD Perseus Treebank misrepresents some
Ancient Greek characters, likely due to a prob-
lematic conversion of the annotations from
beta code to Unicode. For example, the trail-
ing apostrophe in the correct form �ll� has
been misinterpreted as a smooth breathing
mark (>) above l.

• UD Perseus has been ‘semi-automatically an-
notated’4. This means texts were manually
annotated and then corrected with the help
of Morpheus (morphologizer of the Perseus
project).

2.2 Model architecture

The pipeline uses Ancient-Greek-BERT (Singh
et al., 2021) as the base model for acquiring the
context-rich vector representation of tokens. Sub-
sequent components in the pipeline use the repre-
sentations as input features to generate predictions.
The transformer component has been fine-tuned
during training for all downstream tasks simultane-
ously. These vector representations can be directly
accessed on every token for semantic analyses.

Single softmax-activated dense layer models in
the pipeline are responsible for morphological anal-
ysis and part-of-speech tagging. Tags get assigned
on a token level. The models’ inputs are the contex-
tual representations obtained from the transformer.
We used the default transition-based dependency
parser component of spaCy. The component learns
both to parse dependency trees in the text as well
as to segment sentences.

Lemmatization seems to be the most challeng-
ing task for Ancient Greek NLP software. Vatri
and McGillivray (2020) provides an overview of
different lemmatizers for Ancient Greek, where
other approaches were evaluated manually by mul-
tiple annotators instead of being benchmarked au-
tomatically, which in the case of languages without
a canonical orthography is particularly desirable.
The paper also shows that, on average, multi-layer
lemmatization strategies perform better than single-
layer and that large lookup lexicons should have
higher priority than machine learning-based layers.

4https://github.com/PerseusDL/treebank_data/
tree/master/v2.1/Greek
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In addition, the study found that lemmatizers sensi-
tive to part of speech are better than lemmatizers
that solely rely on lemma frequency as a heuristic.

In order to incorporate these findings in the
odyCy pipeline, we employ a multi-layer strat-
egy for lemmatization. Similar to the approach
of GLEM (Bary et al., 2017), we produced a lex-
icon from the training set containing information
about token-lemma pairs and morphological fea-
tures part-of-speech tags. The lemmatization pro-
cess searches for tokens in the lexicon and matches
them with part-of-speech tags and morphological
information. If at any point this process fails,
the most frequent lemma will be returned from
the last successful match. If the token cannot be
found in the lexicon, the tokenizer returns to a de-
fault lookup table in spaCy that does not contain
morphological or part-of-speech information. If a
lemma cannot be identified for the token, a context-
sensitive neural edit-tree lemmatizer (Müller et al.,
2015) will try to produce a prediction for the given
token. If all else fails, it will return the original
form of the token. For a schematic overview see
Figure 1.

Due to the modular nature of spaCy either the
lookup or the neural component may be removed
or disabled with a single line of code. Our experi-
ments show that for unseen data, the entire pipeline
and the neural component’s performance are com-
parable (see Table 3).

3 Results

When evaluated on the UD Perseus Treebank,
our model achieves state-of-the-art performance in
POS Tagging, Morphological Analysis, and Depen-
dency Parsing (see Table 1). We achieve close to
state-of-art in Sentence Segmentation and Lemma-
tization. On the UD Proiel Treebank, we achieve
the second-best performance across all measures
except for Lemmatization (see Table 2). The odyCy
joint model, which was trained on both UD tree-
banks, scores higher than odyCy versions trained
on individual treebanks (see Table 1 and 2). No-
tably, models trained on a single treebank system-
atically underperform on the other.

3.1 Tokenization and Lemmatization Error
Analysis

To investigate errors that occurred during lemmati-
zation and tokenization, we conducted a qualitative
error analysis of randomly selected batches from

Figure 1: Schematic Overview of the Lemmatization
Process.

the treebanks. This investigation revealed the fol-
lowing causes for the mismatch between the gold
standard and predicted lemmas. The causes may
overlap.

• Tokenization mistakes. In some cases, a form
that should correspond to a single lemma
splits into two lemmas. This causes token mis-
alignment and renders every following lemma
in the sentence incorrect.

• Incorrect or Ignored POS-tags or Morpho-
logical Features. Incorrect predictions of a
token’s morphological features, especially of
the POS-tag can cause lemmatization errors.
This is because the lemmatizer relies on pre-
dictions from the preceding pipeline compo-
nents. Proper nouns, for example, get fre-
quently misinterpreted as regular nouns due
to the disagreement between the two annota-
tion schemes, which can result in incorrect
inflection. When the component falls back to
the lookup table, there is a possibility of ignor-
ing morphological information, as the lookup
table only contains form-lemma pairs without
context or morphology.

130



Token POS Morphology Sentence Segmentation Dependency Parsing Lemma

Model Accuracy Accuracy Accuracy Precision Recall F-1 Score UAS LAS Accuracy

CLTK NA* 80.50 61.49 0.00 0.00 0.00 33.05 24.25 79.46

odyCyperseus 99.98 95.00 91.98 97.86 98.16 98.01 76.71 70.31 82.56
odyCyproiel 99.98 73.14 60.59 3.85 6.66 4.88 66.35 50.26 81.00
odyCyjoint 99.98 95.39 92.56 97.57 98.32 97.94 78.80 73.09 83.20

greCyperseus 99.89 93.50 90.59 90.76 94.79 92.73 76.34 70.20 75.10
greCyproiel 99.89 81.97 61.26 10.21 17.38 12.86 69.30 53.14 68.92

Stanzaperseus 100.00 91.05 91.03 99.31 98.93 99.12 78.69 71.82 87.58
Stanzaproiel 87.68 68.73 50.14 40.88 34.84 37.62 46.75 35.73 70.55

UDPipeperseus 99.99 80.95 85.70 99.31 98.93 99.12 63.97 55.81 82.73
UDPipeproiel 87.33 65.23 45.85 37.46 48.01 42.08 35.16 26.73 65.91

Table 1: Model performances on the test fold of UD Perseus Treebank. Highest performance in bold, second highest
underlined.
*CLTK’s tokenization had to be manually fixed as it routinely added punctuation to tokens, and spaCy’s evaluation scripts could not align them against the gold

standard.

Token POS Morphology Sentence Segmentation Dependency Parsing Lemma

Model Accuracy Accuracy Accuracy Precision Recall F-1 Score UAS LAS Accuracy

CLTK NA* 96.95 90.76 50.00 33.33 40.00 57.61 54.57 96.50

odyCyperseus 100.00 84.88 57.44 2.08 0.29 0.50 64.55 48.72 91.36
odyCyproiel 100.00 97.61 92.84 62.91 64.47 63.68 81.42 77.07 94.42
odyCyjoint 100.00 97.81 93.46 64.03 65.81 64.91 83.17 79.03 94.41

greCyperseus 100.00 80.42 56.11 0.78 0.10 0.17 63.03 47.58 89.13
greCyproiel 100.00 98.23 94.05 71.76 71.82 71.79 85.74 82.28 98.06

Stanzaperseus 99.99 80.93 56.00 0.93 0.10 0.17 59.00 43.79 87.14
Stanzaproiel 100.00 97.39 92.20 55.34 52.44 53.85 81.51 77.48 97.21

UDPipeperseus 100.00 74.19 53.17 0.00 0.00 0.00 51.29 37.94 81.69
UDPipeproiel 100.00 95.97 88.62 52.97 49.38 51.11 72.40 67.48 93.17

Table 2: Model performances on the test fold of UD Proiel Treebank. Highest performance in bold, second highest
underlined.
*CLTK’s tokenization had to be manually fixed as it routinely added punctuation to tokens, and spaCy’s evaluation scripts could not align them against the gold

standard.

UD Perseus UD Proiel

Lemmatizer With Diacritics Ignored Diacritics With Diacritics Ignored Diacritics

Lookup 75.27 76.52 89.13 90.69
Neural 84.16 85.54 93.5 94.58
Lexicon 76.79 78.4 94.4 94.53
Full 83.2 85.55 94.4 94.53

Table 3: Performances of individual lemmatizer components and the full lemmatization process of the odyCyjoint
model. Scores are accuracies.
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• Mismatch in diacritics. Different Ancient
Greek dialects and styles may employ dia-
critics in different ways. This leads to a mis-
match in lemma annotations on multiple occa-
sions; Consider âr¨mos versus êrhmos. This
problem can be alleviated by ignoring dia-
critics, which leads to higher lemmatization
accuracies (see Table 3). However, diacrit-
ics are needed in the other components of the
pipeline, for example, to distinguish between
the nominative form pat r and the vocative
p�thr.

• Lemmas in neuter vs. masculine form. An-
cient Greek lacks a canonical lemmatization
scheme, resulting in situations where both
masculine and neuter forms of a word can
function as a lemma in some instances, e.g.
Ódhros or Ódhron.

• Compound words. Compound lemmas in
Perseus are marked with dashes between the
two words, sometimes leading to mismatches.
This is either because the predicted lemma is
missing a dash on Perseus data or it contains
one when evaluating against the Proiel gold
standard (see Section 2.1 for an example).

4 Conclusion

Comparing the performance of our model and sev-
eral other comparable tools suggests there is a con-
siderable amount of transferable information be-
tween UD Perseus and UD Proiel – the two most
commonly used datasets for modeling linguistic
features in Ancient Greek. We improved the state-
of-art on some tasks, but more work is necessary
to enhance the interoperability between the two
datasets. We identify the main issues and list sug-
gestions for improvement. Resolving these issues
is a good way of addressing the low generalizabil-
ity of Ancient Greek language models on out-of-
training set samples (e.g., the bad performance of
Proiel models on Perseus data).

Our best-performing model, odyCyjoint, comes
with its own set of problems (see Limitations), but
comparing its performance to similar tools suggests
it generalizes better across the two datasets. This
is advantageous when analyzing mixed corpora,
where it is unclear whether the corpus to be ana-
lyzed is more Perseus-like or Proiel-like. However,
it should be noted that a better solution exists for
Proiel-like corpora, namely the greCyproiel model.

Finally, the model and its source code have been
made open source5, together with the source code
for evaluating the performance of Ancient Greek
NLP tools6.

Limitations

Training on Both Treebanks

Since the two UD treebanks for Ancient Greek have
different annotation schemes we are severely lim-
iting the model’s performance on certain corpora
and tasks. Our model, for example is particularly
bad at recognizing proper nouns as they are not
included in Perseus at all. In our future work we
intend to address these issues.

Low Variety in Training Data

Even though we are training odyCy on both avail-
able treebanks, the temporal, cultural, and literary
variety of the data is relatively low. One perspec-
tive direction is to train and evaluate the model’s
performance on more datasets. This also poses
some problems, because they have not been anno-
tated following UD guidelines. An interesting data
source that comes to mind are the Dependency
Treebanks of Ancient Greek Authors (Gorman,
2020), which consists of Ancient Greek prose. As
to texts picked for annotation, the treebank over-
laps with UD Perseus to some extent. The partially
annotated Collection of Greek Ritual Norms used
by de Graaf et al. (2022) is also a good candidate
for further annotation and usage.

Lemmatization Performance

On the UD Perseus testing data odyCy is outper-
formed by Stanza’s Perseus model. We suspect
that this difference might be attributed to the fact
that Stanza uses full sequence-to-sequence lemma-
tizer models, which are much more flexible than
the tree-based and lookup solutions we are using.
We plan on addressing this issue either by imple-
menting a sequence-to-sequence lemmatizer in our
pipeline or by increasing the quality and quantity
of the training data. Based on the results of the
error analysis we have reasons to suspect that the
latter might be sufficient.

Sentencization Performance

odyCy is outperformed by other neural pipelines
trained on the UD Perseus Treebank in sentenciza-

5odyCy (Github)
6greevaluation (Github)

132

https://github.com/centre-for-humanities-computing/odyCy
https://github.com/centre-for-humanities-computing/greevaluation


tion. This might be due to the fact that both Stanza
and UDPipe use recurrent neural networks for sen-
tencization and tokenization as well as the fact the
sentences end with punctuation and the pipelines
don’t have to rely as much on dependency pars-
ing. Our models learn dependency parsing and sen-
tence segmentation jointly. This approach might
not work best with text containing clear sentence
boundaries but clearly outperforms both UDPipe
and Stanza on UD Proiel, where sentence bound-
aries are missing. greCy performs exceptionally on
UD Proiel, as it ships with its own sentence recog-
nizer component. However, since it is only trained
on one treebank, it performs worse on UD Perseus.
This issue might be addressed by adding a separate
sentence recognizer to odyCy. Still, odyCy seems
to already provide a robust solution for sentenciza-
tion.

Variants of Greek
Furthermore, the model can benefit from additional
error analysis comparing the regional and tempo-
ral variants of Greek. We have not investigated
how well the pipeline handles e.g. Doric morphol-
ogy. In order to evaluate and possibly enhance
the performance of our pipeline on other dialects
of Ancient Greek or other literary genres we will
need newly annotated texts. The already existing
pipeline might be of substantial help here, as an-
notation would only consist of fixing the model’s
errors.
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Abstract

Olfaction is a rather understudied sense com-
pared to the other human senses. In NLP, how-
ever, there have been recent attempts to de-
velop taxonomies and benchmarks specifically
designed to capture smell-related information.
In this work, we further extend this research
line by presenting a supervised system for ol-
factory information extraction in English. We
cast this problem as a token classification task
and build a system that identifies smell words,
smell sources and qualities. The classifier is
then applied to a set of English historical cor-
pora, covering different domains and written
in a time period between the 15th and the 20th
Century. A qualitative analysis of the extracted
data shows that they can be used to infer inter-
esting information about smelly items such as
tea and tobacco from a diachronical perspec-
tive, supporting historical investigation with
corpus-based evidence.

1 Introduction

In recent years, research on sensory-related anal-
ysis of texts has become more and more relevant
within the NLP community. Indeed, studies in
linguistics, primarily aimed at assessing how sen-
sory language differs across languages and how
the different senses are described and compared
(Majid and Burenhult, 2014; Strik Lievers and
Winter, 2018; Winter et al., 2018; Winter, 2019),
have then paved the way for more computationally-
oriented analyses, aimed for example at structuring
the sensory vocabulary in machine-readable tax-
onomies (Tekiroğlu et al., 2014a,b; McGregor and
McGillivray, 2018; Menini et al., 2022a), using dis-
tributional semantics to explore sensory blending
(Girju and Lambert, 2021), or extracting sensory in-
formation about cities using data from social media
(Quercia et al., 2015).

Several works have dealt with olfaction, which
is a sense that is traditionally less represented in
the vocabulary of Western European languages and

in texts (Winter et al., 2018), making it a very in-
teresting domain to investigate with computational
means. The first work trying to capture smelly ex-
periences using two semi-supervised approaches
was presented in Brate et al. (2020), while annota-
tion guidelines and a multilingual benchmark for
olfactory information have been recently released
(Tonelli and Menini, 2021; Menini et al., 2022b).
Along this research line, we present a supervised
system for olfactory information extraction in En-
glish trained on the above benchmark. We cast this
task as a token-classification problem, labelling
smell words that evoke olfactory events and two
related semantic roles: smell sources and qualities.
We present not only a standard evaluation by mea-
suring F1 on each element, but also a qualitative
analysis, by applying our system to four historical
corpora in English and manually interpreting the
extracted information.

The code and the model used to extract olfactory
information from texts are available at https://
github.com/dhfbk/scent-mining.

2 Dataset

In order to train a system for olfactory informa-
tion extraction, we use the English benchmark pre-
sented in Menini et al. (2022b).1 The benchmark
contains 85 documents, distributed evenly over a
time period between 1620 and 1920 and covering
10 domains: Household & Recipes, Law, Liter-
ature, Medicine & Botany, Perfumes & Fashion,
Public health, Religion, Science & Philosophy, The-
atre, Travel & Ethnography.

The benchmark was annotated with olfactory
information following the guidelines presented in
Tonelli and Menini (2021). This scheme is inspired
by frame semantics (Fillmore and Baker, 2001)
and the FrameNet annotation project (Ruppenhofer

1Available at https://github.com/Odeuropa/
benchmarks_and_corpora
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et al., 2006),2 whose goal is to capture situations
and events present in texts. In the benchmark that
we use for our experiments, only one event type
was considered, i.e. Olfactory event, which ac-
cording to the guidelines can be evoked by a smell
word, or Lexical Unit (LU). Such smell word may
be connected to one or more Semantic roles (so-
called Frame Elements, FEs) participating in such
event. English smell words include nouns such
as ‘stink’, ‘odour’,‘stench’,‘whiff’, verbs such as
‘to smell’,‘to reek’,‘to sniff’, adjectives such as
‘scented’,‘odorous’,‘reeking’, and adverbs such as
‘pungently’.

The benchmark contains 1,530 olfactory events.
Concerning semantic roles, the annotation scheme
foresees nine of them, namely Smell source, Qual-
ity, Evoked odorant, Odour carrier, Perceiver,
Time, Location, Effect and Circumstances. The
most frequent ones are Smell source and Quality,
which are both represented by respectively 1,313
and 1,084 instances in the benchmark, while all the
others are much more sparse. For this reason, we
include in our first system for olfactory informa-
tion extraction only the recognition of smell words,
Smell source and Quality, leaving the other roles to
future extensions.

We report in Table 1 the definition of these two
FEs. According to these guidelines, if we consider
the sentence below, we would annotate ‘[The cof-
fee]’ as Smell source and ‘[pungent]’ as Quality,
while ‘smell’ would be the lexical unit evoking the
olfactory event.

[The coffee] had a [pungent] smell.

3 System for Olfactory Information
Extraction

The model for olfactory information extraction has
been designed as a token classification task, i.e.
a natural language understanding task in which
a label is assigned to each token in a given text.
While past works in semantic frame parsing usually
treated lexical unit detection and frame element an-
notation as two separate tasks (Das et al., 2014), we
consider them both at the same level and build a sin-
gle classification model. We use the IOB labeling
data format, in which tokens in a span are marked
with Inside–Outside–Beginning of smell-related
elements. The model labels each token as O (out-
side), B-FRAME_ELEMENT (beginning of a span

2https://framenet.icsi.berkeley.edu

Frame Element Definition and Example
Smell Source The person, object or place that has

a specific smell. It can also refer
to (non)human/object that produces an
odour (e.g. plant, animal, perfume, hu-
man). The entity or phenomenon that
the perceiver experiences through his or
her senses.

Quality A quality associated with a smell and
used to describe it. This is typically ex-
pressed by qualitative adjectives and it is
often preceded by an intensifier such as
‘very, really’. Qualities include intensity
(‘weak’, ‘distinct’), volume/reach (‘far
reaching’), duration (‘lasting’, ‘perma-
nent’), state (‘old’, ‘deteriorated’), char-
acter (‘dry’, ‘garlicky’), hedonic charac-
teristics (‘malodorous’, ‘aromatic’).

Table 1: Definition of Smell Source and Quality from
the benchmark annotation guidelines.

of an olfactory element) or I-FRAME_ELEMENT
(inside of a span of an olfactory element) given
an input sentence. As introduced above, we label
both smell words and the two most frequent frame
elements, namely Smell Source and Quality.

Considering the advantages of pre-trained lan-
guage models (LM) based on the Transformer ar-
chitecture for downstream NLP tasks (Vaswani
et al., 2017), we use the pre-trained BERT mod-
els (Devlin et al., 2019) in our experiments. Each
model has been fine-tuned with a token classifi-
cation head on top.3 We experiment both with a
monolingual language model (bert-base-uncased)4

and its multilingual variant (bert-base-multilingual-
uncased)5 and fine-tune these models for the token
classification task.

We perform five-fold cross-validation, using
80% of the data for training, 10% for validation
and 10% for testing. During training, a hyperpa-
rameter search is applied to Fold-0 with the model
under investigation over the search space: learning
rate [1e− 5, 2e− 5, 3e− 5, 4e− 5, 5e− 5], batch
size [4, 8], number of training epochs range(1, 10).
Warmup for 10% of the training steps was applied.
After determining the hyperparameters for each
model, it is fine-tuned 5 times, each time with a dif-
ferent data fold, and average scores are computed.

Table 2 shows the classification results obtained
3The Huggingface Transformers library was used to im-

plement the token classification task. https://huggingface.
co/docs/transformers/tasks/token_classification

4https://huggingface.co/bert-base-uncased
5https://huggingface.co/

bert-base-multilingual-uncased
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F1
Smell Word Source Quality Overall

BERT 0.877 0.503 0.686 0.689
mBERT 0.885 0.490 0.672 0.682

Table 2: Classification results (macro F1) on English.
We distinguish between using monolingual BERT and
mBERT.

on Smell Words, Smell Sources and Qualities, as
well as the overall score obtained by averaging the
system performance on these three elements. Our
evaluation is based on “exact match”, i.e. the smell
words and the other roles are considered correctly
identified only if they match completely with the
annotation in the gold standard. If there is a partial
overlap of the tokens, the labelling is considered
not correct.

We compare the results obtained with monolin-
gual BERT and its multilingual version (mBERT).
Note that performance on smell words is better
than on the other frame elements because the for-
mer are mostly single words, while Smell Source
and Quality are typically expressed by phrases and
also the identification of the correct span can be
very challenging. Overall, there is only a slight
difference between BERT and mBERT, with BERT
performing better. Therefore, we adopt this model
for our next analysis.

4 Olfactory Information Extraction

We launch the BERT-based model on a set of histor-
ical corpora of English. Our goal is to analyse the
smell-related information extracted by our system
and to perform some qualitative study of the results.
We focus on four freely available corpora:

Project Gutenberg:6 A volunteer effort to digi-
tize and archive cultural works, it contains different
repositories, mainly in the literary domain (4,943
books, 366M tokens).

The Royal Society Corpus:7 A repository of sci-
entific periodicals issued between 1665 and 1869
(9,782 documents for a total of 31M tokens);

A pre-processed subset of the Old Bailey Pa-
pers dataset,8 containing the court proceedings pub-
lished between 1720 and 1913 (638 books 3.1M
tokens).

6https://www.gutenberg.org/
7http://fedora.clarin-d.uni-saarland.de/rsc_

v4/
8http://fedora.clarin-d.uni-saarland.de/

oldbailey/downloads.html

Early English Books Online (EEBO),9 contain-
ing documents published between 1475 and 1700
in different domains such as literature, philoso-
phy, politics, religion, geography, history, politics,
mathematics (60,329 documents for a total of 1.4B
tokens)

In Table 3 we provide an overview of the ol-
factory information extracted from the above set
of corpora. The data are divided into two groups
based on their publication date, which will be used
for the analysis presented in Section 5:

1500-1799 1800-1930 Total
Smell Sentences 91,018 32,442 123,460
Smell Sources 66,070 27,776 93,846
Qualities 49,275 19,039 68,314

Table 3: Sentences containing at least a smell word and
the number of associated Smell Sources and Qualities.

5 Case study: Perception shift

Inspired by past approaches to semantic shift de-
tection, we examine potential changes in the way a
specific smell source is described in texts. We argue
that these variations may reflect a shift in the per-
ception of specific smells, as already highlighted
in historical research using qualitative approaches
(Tullett, 2019b).

In our analysis we compare the meaning of the
smell sources before and after 1800. We select this
period because it represents a significant turning
point in the cultural attitudes towards scent, espe-
cially in England. The sense of smell acquired an
increasingly social significance and played a role
in shaping both individual identities and those of
specific places (Tullett, 2019a). For this purpose
we split the extracted data in two parts, the first
one covering the period from 1500 to 1799 and the
second one from 1800 to 1930.

To identify perception shifts in the olfactory in-
formation extracted from our data, we follow the
work by El-Ebshihy et al. (2018) on semantic shifts.
First, we reduce the vocabulary of the text extracted
by lemmatizing it with Stanza (Qi et al., 2020).
Then, for each time period, we create an embedding
space with FastText, using the skip-gram model
and an embedding size of 100 (Bojanowski et al.,
2016). To be able to compare the embeddings from
the two time periods, we align the 1800-1930 space

9https://textcreationpartnership.org/
tcp-texts/eebo-tcp-early-english-books-online/

137

https://www.gutenberg.org/
http://fedora.clarin-d.uni-saarland.de/rsc_v4/
http://fedora.clarin-d.uni-saarland.de/rsc_v4/
http://fedora.clarin-d.uni-saarland.de/oldbailey/downloads.html
http://fedora.clarin-d.uni-saarland.de/oldbailey/downloads.html
https://textcreationpartnership.org/tcp-texts/eebo-tcp-early-english-books-online/
https://textcreationpartnership.org/tcp-texts/eebo-tcp-early-english-books-online/


Smell Cosine Smell Cosine
Source Similarity Source Similarity
tea 0.4627 fat 0.5233
vomit 0.4801 blood 0.5251
lead 0.4894 eau 0.5367
bullock 0.4930 dung 0.5421
corps 0.4934 liquid 0.5471
dust 0.5098 manure 0.5509
refuse 0.5131 snuff 0.5569
sick 0.5183 stomach 0.5622
sage 0.5187 beer 0.5627
bone 0.5211 tobacco 0.5658

Table 4: List of smell sources with cosine similarity
lower than the threshold. The lower the similarity, the
higher the perception shift of the smell source.

to the 1500-1799 one using a shared vocabulary.
Shifts in the olfactory perception are then detected
by computing the cosine similarity between the two
embeddings of the same Smell Source in the two
time periods. We focus on smell sources because
we aim at analysing which items have undergone a
significant change in the way their smell was per-
ceived over time. In particular, we first compute
the average similarity between all the smell sources
in the two time spans and then we set as threshold
for possible semantic shift the average similarity
minus the standard deviation.

Table 4 shows the smell sources in the two time
spans that have undergone the highest change in
olfactory perception. As displayed in Table 2, the
performance of the classifier is still rather law on
smell sources, probably due to the evaluation strat-
egy based on the exact match of the spans. For this
reason, we performed a manual check of the smell
sources detected by the shift analysis and their sur-
rounding text. Interestingly, some items in the list
were also analysed in previous historical research
and were identified as key elements involved in
olfactory change. We report few examples below.

Tea: The variation in the context related to this
smell can be imputed to the great change in the
perception of this beverage from a very exotic
one when it first entered Europe (around 1630s-
1640s) to a central role in the daily domestic life
for the majority of Europeans (especially Dutch
and English) in the nineteenth century (Webster
and Parkes, 1844). Therefore, in the first period it
is possible to find references to the flavor of tea as
something new and not really pleasant to the Eu-
ropean taste (see Example 1 below, extracted from
our corpus), while by the early 19th Century the

smell of tea becomes very common in European
houses (Example 2).

(1) Nor can it be drunk so strong without tast-
ing an unpleasant bitterness, which the milk
partly hides (1773)

(2) Benjamin led his mother on into the dining-
room [...] the tea-table already spread, and
a delicate, home-like aroma of toast and tea
pervading it. (1879)

Tobacco: Prior to the end of the 1700s, the odor
of tobacco is regarded as a symbol of manliness
and prevalent in most male settings. The adjec-
tives linked to tobacco were mainly confined to the
realm of male authority, with "strong" being a com-
monly used term to describe the scent of tobacco
(Example 3). However, it isn’t until the 1800s that
unflattering descriptors like "disgusting", "nause-
ating" or "unpleasant" were linked to the scent of
tobacco (Example 4).

(3) I heard my brother say "you smell strong of
tobacco". (1760)

(4) He had thick boorish hands, and he smelt un-
pleasantly of tobacco smoke. (1843)

As smoking fell out of favor, Snuff emerged as
the favored method of consuming tobacco (Tul-
lett, 2019b; Goodman, 2005). Indeed, by the late
eighteenth century, Snuff became the fashionable
choice over smoking due to the prevailing man-
ner of the period focused on the need to please
others (Tullett, 2019b). Snuff’s growing popular-
ity provided in fact a more discreet form of to-
bacco consumption, which significantly reduced
the likelihood of offending others with the pungent
odor of smoke. This trend is reflected in the data
through the frequent references to "pinch of snuff"
and "snuff boxes" after 1800.

Even if the performance of the classifier is not
very good in detecting smell sources, we consider
these results promising. We plan to improve the
system and to increase the amount of training data
in the future to further refine our analysis.

6 Conclusions

In this paper we present the first information extrac-
tion system able to capture smell events, including
smell words, smell sources and qualities. We then
apply the system to four English corpora, cover-
ing a time period between 15th and 20th century.
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Then, starting from the extracted data, we adapt
an existing approach to semantic shift detection to
capture which smell sources underwent a change
in the way their odour was perceived before and
after 1800. We find correspondences between the
extracted items and the output of historical research
concerning the smell of tobacco and tea.

Despite the limited amount of data, the results
are promising and indicate that this research can
yield valuable insights in the area of diachroni-
cal sensory analysis. In the future, we intend to
broaden the scope of our data and conduct more
comprehensive analyses on a greater variety of
smell sources.
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Abstract

This paper introduces the question answering
paradigm as a way to explore digitized archive
collections for Social Science studies. Question
generation can be used as a way to create ex-
plainable links between documents. Question
generation for document linking is validated on
a new corpus of digitized archive collection of
a French Social Science journal.

1 Introduction

From an information and communication science
perspective, two steps are essential to bring to-
gether computer technology and human and social
science objectives. The first essential step is the
availability of annotated data in order to train and
evaluate with objective metrics the model deployed
to ensure their relevance and scientific interest. The
second essential step is the creation of an interface
adapted to the objectives of the device and respect-
ful of the user by putting forward the explainability
of the results provided.

This methodology was followed in the context
of the Archival project1: firstly existing annotated
data have been used to train and evaluate deep neu-
ral network question generation models; secondly
we applied these models to a corpus of social sci-
ence archives for evaluating their relevance in a
real archive exploration application. This paper
describes this second step, which study if recent
advances in Natural Language Processing thanks to
deep learning models translate into novel mediation
interfaces for social science researchers.

This paper is structured as follows: section 2
presents our methodology for generating explain-
able links among documents based on question-
generation models; section 3 presents the archive
corpus used in this study; section 4 presents our
question generation and filtering method; section 5
describes how generated questions can be used to

1https://anr.fr/Projet-ANR-19-CE38-0011

create explainable links within documents; finally
sections 6, 7 and 8 presents an experimental study
on our archive corpus with quantitative, descriptive
and qualitative evaluations of the method proposed.

2 Exploration through questions
generation

When exploring a thematic archive collection, links
can be made between documents or parts of doc-
uments according to various criteria such as co-
occurence of entities (person, location, organisa-
tion, date, . . . ), keywords related to a knowledge
base or a thesaurus (Tsatsaronis et al., 2014), or
directly by a statistical similarity measure between
documents or parts of documents such as sen-
tences (Wang et al., 2016) or paragraphs (Dai et al.,
2015).

Furthermore, some methods produce links di-
rectly between the embedding of the whole docu-
ments (Ginzburg et al., 2021), (Jiang et al., 2019),
the sum of the word embeddings of the document
(Landthaler et al., 2018) or by representing them
with word-graphs and using shortest-path algo-
rithms for linking (Nikolentzos et al., 2017). The
graph structure obtained can then be used to design
navigation interfaces such as maps representing
linked documents or directly by inserting hypertext
links (Mihalcea and Csomai, 2007; Brochier and
Béchet, 2021).

The weaknesses of keywork/entity links are on
the one hand the amount of links generated that can
be very big if large sets of keywords or entities are
considered and on the other hand the fact that the
simple occurrence of relevant terms does not mean
that their contexts of occurrence are relevant or in-
teresting to users. On the contrary, similarity-based
links take words in context into consideration, but
the use of statistical similarity metrics make the
links often difficult to interpret.

Recently, advances in Question Answering (QA)
models from text have enabled the use of asking
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direct natural language questions in order to access
to electronic documents. Impressive results have
been obtained with current deep learning language
models on benchmark corpora such as SQuAD (Ra-
jpurkar et al., 2016), however it has been shown that
the kind of questions that these models handle best
are simple literal questions for which a factual an-
swer can be found in the text and that performance
drops when dealing with more abstract questions or
questions needing a larger context than a sentence
in order to be addressed. Moreover, most of these
studies have been applied only on Wikipedia text.
A recent study (Bechet et al., 2022) have shown
that realistic questions, like those that can be asked
by a professional reader analyzing social science
archives are quite far from the simple benchmark
questions used to evaluate QA systems, leading to
poor performance.

However, even if current QA models might be
too simplistic for use in a real archive exploration
setting, we believe that Question Generation mod-
els can still be useful in order to characterize docu-
ments. Such models can be trained on the same cor-
pora as QA models: while QA models are trained
to generate a response given a question and a text
document, Question Generation models are trained
to predict a question given an answer and a text
document. By selecting potential answers on text
segments and generating questions from these an-
swers and their context of occurrence, we obtain
an abstraction of a text segment which contains the
set of questions that can be asked on it. By esti-
mating similarities between questions and answers
belonging to different documents, we can predict
links between them that can be explained by the
two QA pairs, adding an explainability layer to the
process. We believe that this is an efficient way of
presenting links to a user: by looking only at the
linked QA pairs, readers can decide if it is worth
or not to follow this link, saving time compared to
the standard solution consisting of following every
link to decide if the similarity between two text
segments is interesting or not.

In this study, we developed a question genera-
tion and filtering process which is used to obtain
links between documents of a collection of social
science archive corpus. This study presents the first
quantitative and qualitative evaluation done of this
method on this archive corpus.

3 The self-management archive corpus

In order to assess the previously described "explo-
ration through questions generation" paradigm, we
have chosen to focus on a particular type of Social
Science archive source: a full collection of the Au-
togestion ("self-management") journal published
for 20 years between 1966 and 1986. The original-
ity of our work is hence to propose a way to access
this rich source through explainable links.

The "self-management" notion falls within the
large spectrum of social sciences. It concerns daily
social environment, economic life, as well as po-
litical life, education, ecology, culture, architec-
ture . . . Nowadays, “self-management” supports in
an underlying way the concepts of radical democ-
racy, confederalism, social and solidarity economy
and sustainable development. As a source of so-
cial innovation, self-management has variations
all over the world and questions societal and eco-
nomic models of development. It is a particularly
transversal and interdisciplinary notion which can
feed research in sociology, political science, econ-
omy, law, political anthropology and social history.
The Autogestion journal 2 is distributed in its digi-
tized form by the French Persée organization. It is
part of a larger pluridisciplinary multilingual mixed
collection (archives and documents) that has been
gathered since the 1960’s by the FMSH3 founda-
tion’s library. The full collection has been granted
the Collex label (Collection d’Excellence or Excel-
lency Collection) from the CollEx-Persée4 network
under the supervision of higher education and re-
search for the preservation of corpus of digitized
or natively digital documents. (Weill, 1999) de-
scribes the journal as an observatory of liberation
movements and states that it « accompanied —
preceeding and following — the liberation move-
ment which called for workers’ self-management.
Through analysis of its precursors, contemporary
practices and historical precedents, the journal
was a conceptual tool capable of inspiring action.
Its disappearance coincided with the abandonment
of the reference to workers’ self- management in
socio-political movements, although the aspiration
it represented continues to exist.»

We are using an OCRized version of the cor-
pus. The structure of the journal is rather standard

2https://www.persee.fr/collection/autog
3Fondation Maison des Sciences de l’Homme,

https://www.fmsh.fr/
4https://www.collexpersee.eu/le-reseau/
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(mono-column, few figures) and the quality of the
OCR provided by Tesseract is sufficient to be ex-
ploited as is without manual corrections. Studying
the impact of OCR errors is outside the scope of
this study and should be investigated in further re-
search work.

The resulting corpus is composed of 46 issues
of the journal, ranging over 20 years, for an overall
amount of 6298 pages and 1.98M tokens.

4 Question generation

The Question-Generation (QG) task is a classical
NLP task that has been revisited thanks to the de-
velopment of efficient deep learning sequence-to-
sequence models (Du et al., 2017; Shakeri et al.,
2020; Murakhovs’ka et al., 2022) and Large Lan-
guage Models (Agrawal et al., 2022). It can be mod-
eled as a neural generation task, where a sequence-
to-sequence model is trained to translate a se-
quence of words representing a text segment (the
context) containing an answer (a sub-sequence of
words belonging to the context) into another se-
quence of words representing a question on the
input. The task is then to generate a question
given a (context, answer) pair. The availability of
large databases of question/answer/context triplets
such as SQUAD can be used to directly fine-tune
sequence-to-sequence generation models such as
BART.

One of the key decision that has to be made
before generating a question is the choice of the an-
swers on which questions will be generated. Choos-
ing all noun phrases as answers can lead to an over
generation of questions, most of them being not
very relevant if the contexts of occurrence of an-
swers is not informative. That is why we chose to
use semantic annotations in order to select answer
candidates in order to generate more informative
questions. As proposed in (Pyatkin et al., 2021)
and (Bechet et al., 2022), we use a Semantic Role
Labelling (SRL) model following the PropBank
formalism (Palmer et al., 2005) in order to select
answers candidates among the semantic roles de-
tected.

In our study, we train the question generation
model by fine-tuning the BARThez (Kamal Ed-
dine et al., 2021) language model on a French
corpus of question-answer-context triplets called
FQuAD (d’Hoffschmidt et al., 2020). This is a
three steps process:

1. Annotation of the text corpus with Seman-

tic Role Labelling (SRL) labels following the
PropBank formalism

2. For each question-answer-context triplet:

(a) Identification of the semantic role that
corresponds to the answer of the given
question through the alignment of gold
answer spans and semantic role spans,
selecting the one with maximum overlap

(b) Generation of a training example, with
the selected answer, current sentence as
the context, additional semantic infor-
mation derived from the semantic role
analysis as the input sequence, and the
question as the output sequence

3. Fine-tuning of the pre-trained generation
model on the collected corpus.

At inference time, generating questions on
a given sentence involves performing semantic
analysis on the sentence, generating an input
sequence for each detected semantic role, and
using the fine-tuned seq-to-seq model to generate a
question for each input sequence.

The following translated example is from the
FQuAD training set with ANS being the answer,
LU the lexical unit that triggers the semantic rela-
tion, and CTX the context:
source : [ANS:ARG2] Héra (Hera)[LU] appelé (called)

[CTX] Cérès fut également appelé Héra en Allemagne

pendant une brève période. (Cérès was also called

Hera in a brief period in Germany.)

target : What name did Ceres have for a short time

in Germany ?

The application of the question generation model
on a sentence from the self-management corpus
processed by an SRL parser is illustrated in the
following example:
source : [ANS:ARG0] une bonne partie du C.N.R.S. (a

good part of the C.N.R.S.)[LU] évolue (is evolving)

[CTX] progressivement une bonne partie du C.N.R.S.

évolue vers une structure pour ainsi dire autogérée

(gradually a good part of the C.N.R.S. is evolving

towards a self-managed structure)

generation : Quel organisme évolue vers une

structure autogérée ? (Which organization is

moving towards a self-managed structure ?)

We apply a series of filters to enhance the quality
and reduce the quantity of generated examples. The
first step (F1) is to restrict the SRL analysis to
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only include frames with a strictly verbal trigger
(rejecting auxiliary verbs), as these are deemed to
be of higher quality due to their ease of detection.

To further improve the quality of the generated
examples, we apply a filter (F2) on the queries to
remove those with non-informative answers or con-
texts. This includes answers that are less than 5
characters, or belonging to the NLTK (Bird et al.,
2009) stopwords list in order to eliminate answers
containing only pronominal coreferences. Queries
with a context of fewer than 5 words are also fil-
tered out.

The generated questions are also subjected to
a filter (F3) based on the “roundtrip consistency”
methodology proposed by (Alberti et al., 2019).
This filter involves retaining only the synthetic ex-
amples where a QA model 5 is able to retrieve a
portion of the target answer from the generated
question. We consider that the model has success-
fully retrieved the answer if there is a minimum
overlap of 30% between the predicted answer and
the answer of the query.

Finally, we apply a final filter (F4) to elimi-
nate duplicate questions, which are a frequent phe-
nomenon due to slight variations in some queries,
often resulting in very similar or identical ques-
tions.

5 Generating explainable links

The main originality of our approach is the use of
our synthetic questions/answers to establish links
between documents in our corpus. While tradi-
tional methods involve computing similarity via
document embeddings at a chosen level of gran-
ularity (sentence, paragraph or textblock, page),
our approach involves computing a similarity mea-
sure between question+answer (Q+A) embeddings.
We consider a source and a target Q+A embed-
dings obtained by the concatenation of questions
and answers produced by our method described in
Section 4.

For example, this is the “<question> |
<answer>” structure obtained on the example of
the generated question given in the previous sec-
tion:
Quel organisme évolue vers une structure

autogérée ? (Which organization is moving towards

a self-managed structure?) | une bonne partie du

C.N.R.S. (a good part of the C.N.R.S.)

5in our case, a CamemBert-large (Martin et al., 2020)
model trained on FQuAD

Our embedding projection for each Q+A pair use
the SentenceTransformer (Reimers and Gurevych,
2019) library 6. A cosine similarity measure is then
employed between all pairwise combinations of
these embeddings, resulting in the computation of
a similarity matrix.

For each Q+A pair in our corpus, we extract the
49 most similar pairs across three granularities:

1. The entire collection, including the same
page/sentence (ALL)

2. All documents within the same issue but in a
different article (OUT_ARTICLE)

3. All documents outside the current issue
(OUT_NUM).

This method allows us to enrich the documents
in our archive corpus with many links at differ-
ent levels with an explanation for each link, repre-
sented by the two question/answer structures kept
after filtering by means of the similarity metric.

In the archive exploration prototype developed
for the Archival project, these links appear when
a user highlight a portion of text in the original
document: a window appears with a list of links to
other documents from the same archive collection.
Each link is explained by showing the source and
the target questions used to produce the link, as
well as a snippet of the target document containing
the answer to the target question. The metadata
(title, author, date) of the target documents are also
displayed. This list of links is sorted according to
the similarity metrics between source and target
Q+A as well as several heuristics: Q+A contain-
ing named entities and terms from a thesaurus at-
tached to the archive collection receive a positive
score while Q+A containing coreference mentions
receive negative score.

Thesaurus and coreference detection are pre-
sented in the next section as well as the analysis of
the corpus of questions and links generated, both
at a quantitative and qualitative level.

6 Quantitative and qualitative description
of the generated questions

In this section, we analyze the application of
our generation and filtering method to our self-
management corpus. We provide first a quantitative
study of the set of generated questions followed

6we use the multilingual model distiluse-base-multilingual-
cased-v1 (Reimers and Gurevych, 2020)
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Filter F1 F2 F3 F4
Nb. questions 247,907 193,685 129,119 79,869

Table 1: Summary of the different filters: F2 (remove
non-informative answers), F3 (round-trip consistency),
F4 (remove duplicates).

by a more in-depth descriptive study according to
three criteria: question types, question themes and
coreference chains.

6.1 Quantitative description

We applied our question generation method on a
subset of 24 journal issues of the Autogestion col-
lection ranging from 1966 to 1979. Each issue
contains several short or long articles, for a total
of 448 articles. Since the electronic version of this
corpus is obtained through OCR, we have two addi-
tional level of segmentation: page (corresponding
to the OCR of each image of a given page of the col-
lection) and textblock (the minimal unit of coherent
text output by the OCR system). We consider here
a subset of the whole corpus presented in section 3.
This subset contains 4786 pages, 33551 textblocks
for a total of 1,5M tokens. Initially the Semantic
Role Labeling process yields 143,317 Frame de-
tections which is reduced to 124,925 detections
when focusing on non-auxiliary verbs as of the F1
filtering process. Each Frame detection yields an
average of 1.7 Frame Elements, meaning that the
first set is made of 247,907 questions. Table 1 pro-
vides the number of generated questions following
the filtering processes described in 4.

As we can see, the total number of questions kept
after the four-stage filtering process is 79,869. The
average number of questions for each granularity
level are given in table 2 as well as the percentage
of elements containing at least one question for
each level. We can see that about 8% of the articles
do not contain any question, this corresponds to the
summaries or bibliography where we could not de-
tect Frames and therefore generate questions. More
than half the textblocks contain at least one ques-
tion, with an average of 6.2 questions per textblock.
The 48.2% of textblocks that doesn’t contain any
question consists of very short ones such as end
notes, titles and all micro-textblocks detected by
the OCR.

6.2 Qualitative description

In this section, we analyze the structure and the
content of the automatically generated questions.

measure article page TextBlock
avg. nb. Q. per element 258 25.2 6.2
% elements with Q. 91.7% 95.2% 51.8%

Table 2: Average number of questions generated at each
level of granularity (item, page, and textblock) and per-
centage of items with at least one question

6.2.1 Question types
First, we analyze which type of interrogative pro-
nouns is most often used in the synthetic questions.

We can see in figure 1 that the most used interrog-
ative pronoun is the pronoun “What”, with a com-
bined 45% of questions using it. This may be due
to several things, the first being that many French
words correspond to What (or Which), directly in-
creasing the proportion of this class. The second
is based on our training corpus, used twice in our
process: in the training of our question generation
model and in our roundtrip consistency filtering
step. Indeed, in the latter, the proportion of “What”
questions is very similar to ours (47.8%). We can
assume that our question generation model is bi-
ased in this direction and that our filtering method,
based on the same dataset and having seen more ex-
amples of this type, performs better in the MRQA
task on questions of this type, and thus amplify this
bias. However, this is also consistent with the dis-
tribution of ARG0 and ARG1 arguments predicted
by the semantic role labeler.

In second place, a quarter of the generated ques-
tions are about a person or a group of persons with
the pronoun “Who”. This seems consistent with
the fact that these types of entities are generally
best detected by language models. This may also
be related to the fact that our corpus contains many
accounts of historical events, of positions taken on
various influential characters or movements, thus
mechanically increasing the number of questions
of this type. To support this possibility, we can
see that the FQuAD dataset contains only 12.2%
of such questions, allowing us to rule out a bias
similar to that of the “What” questions.

6.2.2 Question themes
We qualify the themes of the question generated
with respect to a specific thesaurus which has been
created on the self-management domain. Starting
from prior knowledge of the domain, a first list of
notions has been built. It has then been enriched by
a list of keywords and keyphrases extracted from
the articles of the Autogestion journal. These terms
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Figure 1: Number and percentage of total number of the
interrogative pronoun

are mostly nominal phrases extracted thanks to a
morphosyntactic analysis of the documents. When
flexional variants of a locution are encountered, the
form which has the largest number of occurrences
is chosen (majority form). From all the extracted
keyphrases, the experts have selected a list of ad-
ditional thesaurus entries, by choosing terms that
refer to general notions that can be relevant to index
documents. The thesaurus is then sorted hierarchi-
cally in order to form a tree structure of maximum
of 4 levels depth. The tree has 437 leaves and is
organized in 8 general notions at the root of the tree
(Organisations, Social Classes, Economic Develop-
ment, Exercice of Power, Justice, Political Models,
Psycho-sociology, Social Values).

We analyzed our corpus of synthetic ques-
tion/answer pairs to investigate the usage of the-
saurus entries. Our results show that 30.6% of the
generated questions and 25.1% of the answers con-
tain at least one term from the thesaurus. Further-
more, we found that 45.3% of the question-answer
pairs included at least one thesaurus word in either
the question or the answer, and 10.4% contained a
thesaurus word in both.

A more detailed description of the distribution
of the number of entries detected in the questions
and answers can be found in Table 3 and the 10
most frequent entries in Table 4.

The pair with the most thesaurus terms is the
following :
Q : Qu’est ce qui rendra possible le développement

de la participation des travailleurs et de leurs

organisations à la direction et à la gestion

des entreprises nationales ? (What will make it

|w ∈ T | 0 1 2 3 4 5
|Q+A| 43693 25159 8472 2129 355 58

Table 3: Distribution of the number of words (w) belong-
ing to thesaurus T among questions+answers (Q+A)

entry (Fr) entry occurrences
travailleurs workers 3247

travail work 2668
pouvoir authority 2214
société society 1947

révolution revolution 1834
production production 1742

contrôle control 1470
système system 1426
ouvrier laborer 1387

mouvement movement 1362

Table 4: The ten most frequent thesaurus entries

possible to develop the participation of workers

and their organizations in the direction and

management of national enterprises?)

A : le changement — en droit et dans les faits —

des formes de la propriété (the change - in law

and in fact - of the forms of ownership)

This analysis suggests that apart from allowing
the creation of links to explore the collection, gen-
erated questions could also be a way to illustrate
the main notions that are addressed in the journal.
Dedicated interfaces could be developed for this
purpose in future work. Additionally, we aim to
explore the potential of using those results to filter
generated questions and weight links to favor those
containing key notions of the corpus as we consider
that these questions are more likely to refer to a
meaningful concept with respect to the theme of
the archive collection explored.

6.2.3 Coreference chains
We are also interested in the impact of coreference
chains in our question generation process. Indeed,
if a question or an answer contains a sub-specified
element of a coreference chains, this can affect the
quality of the questions generated and furthermore
the relevance of the proposed links. Therefore,
we applied a coreference resolution system to our
corpus in order to qualify this phenomenon in our
set of generated questions.

Modern coreference resolution systems adopt an
end-to-end architecture, which integrates mention
detection and coreference resolution into a single
system. (Lee et al., 2017, 2018) were the first to
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propose such an architecture by considering all pos-
sible spans of text in the document and assigning
coreference links based on the mention score be-
tween a pair of spans. There are also end-to-end
coreference resolution systems for French, such
as DeCOFre (Grobol, 2020) and coFR (Wilkens
et al., 2020). DeCOFre7 is trained primarily on
spontaneous spoken language (ANCOR corpus,
(Muzerelle et al., 2013)), while coFR8 is trained
on both spoken (ANCOR corpus) and written lan-
guage (Democrat corpus, (Landragin, 2016)). For
this study, we use coFR, as it is better suited for
our corpus (i.e., archives and documents).

coFR produced coreference chains, each con-
sisting of a set of mentions that refer to the same
discourse entity, for instance: {la participation au
régime capitaliste, elle, La participation, elle}. For
the purpose of the study, we further detect the tar-
gets (i.e. the most representative mention) in the
coreference chains. The longest mention of a coref-
erence chain is chosen as the TARGET of the entity
(or the first in case of two equally long mentions).
An example for the chain mentioned above is that
the TARGET is ‘la participation au régime capi-
taliste’. In cases where all mentions in a chain are
pronouns or determiners (e.g. {elle, son, sa}), then
the TARGET is considered to be “NONE”. When
there are multiple longest mentions of equal length,
the first one is selected as the TARGET, e.g. the
TARGET for {Parti communiste, PCF, PCF, du
Parti} will be ‘Parti communiste’.

We analyze here the presence of mentions and
targets in the question/answer pairs. Over half of
the answers (51.3%) contain a mention, with 12.6%
of the responses being entirely a co-reference, as
for the questions, 16.6% of them contain mentions.
These results suggest that performing co-reference
resolution could enhance the similarity calculation
and lead to more contextually grounded link sug-
gestions.

7 Qualitative evaluation of the generated
questions

In addition to the quantitative and descriptive
evaluation of the generated questions on the self-
management corpus, we performed a first qualita-
tive evaluation on a subset of the collection.

In order to evaluate the quality and relevance of
the generated questions, we annotate the generated

7https://github.com/LoicGrobol/decofre
8https://github.com/boberle/cofr

Figure 2: Evaluation of the quality of the form of the
generated questions

questions according to two dimensions. The first
dimension focuses on the quality of the question
form, with questions being categorized as “Valid”,
“Incoherent question”, or “Ungrammatical ques-
tion”. In the second dimension, we assess the rele-
vance of the question after it has been validated in
the previous dimension. This evaluation involves
three 5-Point Likert scales:

1. “The highlighted segment corresponds well to
an answer to the question”

2. “The question is relevant in the context of the
sentence”

3. “The question is relevant in the overall context
of the reading”

Professional annotators were hired for this task,
they annotated a total of 582 questions. As shown
in Figure 2, about 92% of the questions were val-
idated on their surface form, which confirms the
syntactic quality of our question generation system.

For the relevance annotations, the results are also
promising. In terms of answer adequacy (Figure
3(a)), the majority of questions (67%) received a
score that indicates a high level of adequacy 9. The
two Likert scales measuring question relevance are
more subjective, but a large proportion of questions
(over 68%) were rated as relevant in the local con-
text (Figure 3(b)). In the global context (Figure
3(c)) of the reading, the percentage of questions
rated as relevant drops, with just over half of the
questions meeting the same score criterion.

To check inter-annotator agreement, a subset of
129 questions were annotated by two annotators.

9In this paragraph, the notion of high level of adequacy
corresponds to likert scores > 3
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(a) Likert (1) (b) Likert (2) (c) Likert (3)

Figure 3: Evaluation on the relevance of the generated questions

On the first dimension (surface form) we noticed
only 11 disagreements between the two annota-
tors. On the second dimension, concerning the
first Likert with a simplified 3 category evaluation
by grouping the 1 and 2 choices and the 4 and 5
ones, we measured 25 disagreements out of 115
annotations. With the same grouping, we obtain 43
disagreements out of 115 annotations for Likert 2
and 65 out of 115 annotations for Likert 3. These
higher numbers of disagreement were expected, as
this last evaluation is highly subjective.

8 Document linking evaluation

We quantitatively evaluate the difference in the
links generated by the question embeddings com-
pared to two conventional embedding similarity
methods. We create a link between two sentences
or two paragraphs (textblock) if the similarity be-
tween their embeddings is below a threshold (or
the top n links are kept).

The comparison results in three “similarity sets”:

1. Sentence similarity set [SENTENCE]

2. TextBlock similarity set [TEXTBLOCK]

3. Question-Answer similarity set [QA]

We aim to evaluate the effectiveness of our
question-based embedding approach in generating
links between documents compared to more
traditional embeddings. To quantify the difference,
we consider the set of links produced by a question
as a unique entity and compute the intersection
with the set of links generated by other methods.
To ensure that links are compared at the same level
of granularity, we consider links identical if they
point to the same page. To tackle the fact that one
set of links is generated per question for a sentence
or paragraph, we aggregate the sets of links for
all questions in a sentence or paragraph through a

Percent of intersection
Similarity sets (ALL) (OUT_ART) (OUT_NUM)

[QA] // [SENTENCE] 21 % 17 % 19 %
[QA] // [TEXTBLOCK] 23 % 12 % 20 %

Table 5: % of intersection between the similarity sets

union operation. Finally, the overlap percentage
is calculated as the intersection between this
union and the corresponding set of links from the
sentence or paragraph embeddings.

This evaluation alone does not allow us to mea-
sure the quality of our links. However, it does show
(Table 5) that our system produces “original” links
through QA embeddings, with nearly 80% of the
49 most similar pages being different from those
produced by using similarity methods directly on
text segments.

A subjective evaluation which will check the
feedback of professional readers to the links and
explanation proposed by our method will carried
on within the Archival project.

9 Conclusion

This paper proposes a new approach for exploring
digitized humanities and social sciences collections
based on explainable links built from questions.
Our experiments show the quality of our automati-
cally generated questions and their relevance in a
local context as well as the originality of the links
produced by embeddings based on these questions.
Analyses have also been performed to understand
the types of questions generated on our corpus, and
the related uses that can enrich the exploration. Ad-
ditionally, we discussed the relationships between
co-references, generated questions, and extracted
answers from the text, which opens a path for fu-
ture improvements for our system in their resolu-
tion. Experiments are still to be conducted to study
more qualitatively the generated links, as well as to
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enrich and filter in a finer way the large quantity of
questions on the corpus.

Limitations

A potential limitation of our method is the use of
an SRL semantic framework parser, which can be
quite costly to deploy for a very large collection. It
would thus be interesting to compare other methods
for extracting answers in the test, and for enriching
or constraining the question generation.

Our study uses only French monolingual models
and corpora, so language does not seem to be a
limitation for languages with similar or superior
resources.

Additionaly, our study should be pursued to fur-
ther assess the relevance of links, which necessi-
tates a dedicated evaluation protocole. However we
believe that assessing in the first place the quality
of generated questions is important for the rest of
our work.
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A Examples of generated questions

Examples of generated question kept after the
filtering process:
Q : Quel organisme évolue vers une structure
autogérée ? (Which organization is moving
towards a self-managed structure ?)
A : une bonne partie du C.N.R.S. (a good part of
the C.N.R.S.)
CTX : Mais je crois que progressivement une
bonne partie du C.N.R.S. évolue vers une structure
pour ainsi dire autogérée, bien que le terme, à ma
connaissance, soit rarement avancé. (But I believe
that gradually a good part of the C.N.R.S. is evolv-
ing towards a self-managed structure, so to speak,
although the term, to my knowledge, is rarely used.)

Q : Quelle était la conséquence de l’autogestion ?
(What was the consequence of self-management ?)
A : l’autogestion, si elle limitait leurs droits
théoriques en transférant la gestion de l’entreprise
à l’assemblée des travailleurs, ne leur offrait pas
moins davantage de droits réels de direction de
l’entreprise qu’ils n’en avaient jamais eu jusqu’à
présent (self-management, although it limited their
theoretical rights by transferring the management
of the enterprise to the workers’ assembly, did
not give them any less real rights to direct the
enterprise than they had ever had before.)
CTX : Les « managers » s’aperçurent que
l’autogestion, si elle limitait leurs droits théoriques
en transférant la gestion de l’entreprise à
l’assemblée des travailleurs, ne leur offrait pas
moins davantage de droits réels de direction
de l’entreprise qu’ils n’en avaient jamais eu
jusqu’à présent. (The "managers" realized
that self-management, although it limited their
theoretical rights by transferring the management
of the enterprise to the workers’ assembly, did
not give them any less real rights to direct the
enterprise than they had ever had before.)

Example of queston filtered by (F3) :
Q : Quelle est la nationalité de la Yougoslavie ?
(What is the nationality of Yugoslavia?)
A : la Yougoslavie (Yugoslavia)
CTX : Yougoslavie ait été introduite et se
développe pour des causes qui ne seraient pas
purement économiques . . . . (Yugoslavia was
introduced and is developing for reasons that are
not purely economic . . . )

B Examples of explainable links

Q1 : Quel progrès a été réalisé dans l’agriculture
avec un capital relativement faible ? (What
progress has been made in agriculture with
relatively little capital?)
A1 : un progrès très rapide dans la technique et la
technologie (a very rapid progress in technique
and technology)
Q2 : Qu’est ce qui permet d’augmenter la
production agricole ? (What makes it possible to
increase agricultural production?)
A2 : méthodes agronomiques modernes (modern
agronomic methods)

Q1 : Quel est le but des questions administratives
incompréhensibles ? (What is the purpose of
incomprehensible administrative questions?)
A1 : à créer leur dépendance (to create their
dependence)
Q2 : Quel est le but de la bureaucratie ? (What is
the purpose of bureaucracy?)
A2 : ses prétentions à la domination sociale (its
claims to social dominance)

Q1 : Qu’est ce qui permet à l’ouvrier gestionnaire
d’augmenter son revenu personnel ? (What allows
workers-managers to increase their personal
income?)
A1 : la productivité du travail (labour productivity)
Q2 : Qu’est ce qui pousse les travailleurs à
augmenter la productivité ? (What drives workers
to increase productivity?)
A2 : le revenu (income)

Q1 : Quelles entreprises sont en train de se trans-
former en coopératives de production ? (Which
companies are transforming into production
cooperatives?)
A1 : les entreprises autogérées et celles qui sont en
train de le devenir (self-managed companies and
those in the process of becoming self-managed)
Q2 : Quelles entreprises ont eu tendance à perdre
leur caractère de coopérative ? (Which companies
have tended to lose their cooperative character?)
A2 : Les coopératives ouvrières du XXème siècle
(Workers’ cooperatives of the 20th century)
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Abstract
This study relies on natural language process-
ing to explore the nature of online communi-
cation in Russia during the war on Ukraine in
2022. The analysis of a large corpus of publi-
cations in traditional media and on social me-
dia identifies massive state interventions aimed
at manipulating public opinion. The study re-
lies on expertise in media studies and political
science to trace the major themes and strate-
gies of propagandist narratives on three major
Russian social media platforms over several
months as well as their perception by the users.
Distributions of several keyworded pro-war and
anti-war topics are examined to reveal the cross-
platform specificity of social media audiences.
We release WarMM-2022, a 1.7M posts cor-
pus. This corpus includes publications related
to the Russia-Ukraine war, which appeared in
Russian mass media (February to September
2022) and on social networks (July to Septem-
ber 2022). The corpus can be useful for the
development of NLP approaches to propaganda
detection and subsequent studies of propaganda
campaigns in social sciences in addition to tra-
ditional methods, such as content analysis, fo-
cus groups, surveys, and experiments.

1 Introduction

Contemporary autocracies rely on media manipu-
lation more than violent dictatorships of the past
(Guriev and Treisman, 2020). As citizens might
recognise manipulative intent (Roberts, 2018), au-
thoritarian governments attempt to veneer the pro-
paganda messages via state-sponsored social net-
works. These online “astroturfing” campaigns (Zer-
back and Töpfl, 2022) appear as a genuine grass-
roots support for the regime and artificially inflate
the visibility of pro-regime messages. In this paper,
we document the presence of such a campaign in
Russia in 2022 and explore its key characteristics,
using a large corpus of online messages from Rus-
sian social media about the Russian-Ukrainian war
(WarMM-2022).

Our data-driven approach can provide a more
realistic picture of audience response to political
information in the context of war than traditional
methods of communication research, such as sur-
veys. An important outcome of this media mon-
itoring project is a corpus of online publications
on the Russian-Ukrainian war which appeared the
websites of Russian newspapers and TV channels
between February and September 2022 and on a
number of social media platforms between July
and September 2022. The corpus includes tempo-
ral, spatial, and some socio-demographic metadata,
which can be used to develop NLP approaches to
the detection of various forms of propaganda.

To the best of our knowledge, there is only one
published dataset, VoynaSlov (Park et al., 2022),
which is specifically designed to capture media
coverage of, and public reaction to, content related
to the Russia-Ukraine war. VoynaSlov includes
posts from a limited pre-defined number of news
outlets (42 in total) published on either VKontakte
or Twitter. The data from these platforms have
been sampled following dissimilar approaches: the
Twitter subset includes posts with war-related hash-
tags while there is no such filter for VKontakte. In
terms of the amount of textual data, VoynaSlov in-
cludes 597K documents published on VKontakte
and 219K on Twitter. Our dataset has a much
broader coverage with regard to the sources of infor-
mation and includes only the publications about the
war, although our time frame is more limited. Our
dataset presents a realistic snapshot of the online
information environment experienced by Russian
internet users in real-time during the war, and we
hope that this resource can be useful not only for
the NLP community but also for communication
scholars and political scientists.

2 Corpus Description

The WarMM-2022 corpus represents online polit-
ical discourse produced in Russia for and by do-
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mestic audiences. The corpus is composed of two
parts: a subcorpus of publications by traditional
mass media (press and TV) and public posts from
social networks. The full list of sources includes
415 websites of media outlets, 25 websites of TV
channels, and 85 social media platforms. The dis-
tribution of publications is very uneven across the
sources of each type. Most active media web-
sites are by gazeta.ru, ura.news, ren.tv, vz.ru, rus-
sian.rt.com, iz.ru. The content of TV programmes
related the Russian-Ukrainian war is captured by
the respective transcripts published by TV channels
on their websites. In our collection, the transcripts
most often come from Channel One, REN TV,
Channel 5, and Russia 24. Importantly, WarMM-
2022 includes the regional affiliations of informa-
tion sources allowing one to trace the specifics
of Ukraine-related news coverage across Russia.
By the number of collected documents, the most
represented social media platforms are VKontakte,
Odnoklassniki, Telegram, Twitter, Facebook, Live-
Journal, YouTube (in decreasing order). The full
list of mass-media, TV and social-media sources is
released with the corpus. The textual data and as-
sociated metadata, including public reactions, such
as the number of views, likes, re-posts and com-
ments, were obtained with the technical support
of Scan Interfax and Brand Analytics media moni-
toring systems. The parameters of data collection
were configured to meet the requirements of the cur-
rent project. Media sources were limited by their
availability to Russian audiences, i.e. the crawled
webpages were directly accessible in Russia at the
time of collection. Social media sources were lim-
ited to posts from accounts that were registered in
Russia and published in Russian, where possible.

We aim to produce a realistic snapshot of the on-
line information environment regarding the war and
during the war. The data collection began in July
2022 in a monitoring mode. We were aggregating
publications that appeared on mass media websites
and on social media daily until the end of Septem-
ber 2022. A separate subcorpus of publications
on mass media and TV websites for the preceding
months (February to June) was collected in a one-
time retrospective crawling effort in mid-July 2022.
The corpus was built using a list of eight general
context keywords to filter in publications related
to the war in Ukraine. These eight terms were war,
special operation, military operation, SVO (spe-
cial military operation), special operation, military

operation, denazification, and demilitarization (in
Russian). This list was developed as a result of iter-
ative filter-setting experiments and manual analysis
of daily crawls in the first two weeks preceding the
start of the data collection.

The basic statistics for the WarMM-2022 corpus
are presented in Table 1.

period Press+TV Social Media
February 12.7 K –
March 27.3 K –
April 19.9 K –
May 21.4 K –
June 15.9 K –
July 18.2 K 602 K
August 28.7 K 546 K
September 38.3 K 558 K
Total 182 K 1,706 K

Table 1: Number of posts by month and media type

Table 1 shows that traditional media (Press+TV)
and social media subcorpora are not well balanced
by the number of included documents. Only about
10% of texts come from traditional media web-
sites. The disbalance between subcorpora persists
in terms of the overall word counts (not shown in
Table 1): the overall size of the press subcorpus is
24.4 M tokens, TV transcripts - 1.7 M tokens, and
social media subcorpus includes 268.4 M tokens.
The analysis presented in this paper is based on the
data from three months (July to September) - the
period present in both press+TV and social media
subcorpora.

Section 5 reports a cross-platform study focus-
ing on the three most popular social media plat-
forms in Russia (at the backdrop of traditional me-
dia content): Odnoklassniki (OK), Telegram (TG)
and VKontakte (VK). Table 2 displays the parame-
ters of the underlying subcorpus.

After Facebook and Instagram were banned in
March 2022, OK, TG and VK became the domi-
nant platforms in Russia alongside WhatsApp and
YouTube. According to April 2022 data, 62% of
Russians used VK, 55% used TG, and 42% used
OK1. OK is often considered a space of Putin’s elec-
torate. Its audience is much older than the audience

1WCIOM (2022) Rossiyskaya Auditoriya So-
cialnih Setey: Izmeneniya Na Fone Specoper-
atsii. Avaliable at: https://wciom.ru/analytical-
reviews/analiticheskii-obzor/rossiiskaja-auditorija-
socialnykh-setei-i- messendzherov-izmenenija-na-fone-
specoperacii
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period network docs words

July
ok.ru 153.8 K 26.6 M
telegram.org 18.2K 2.7 M
vk.com 334.4 K 87.1 M

August
ok.ru 169.5 K 33.7 M
telegram.org 14.4 K 2.3 M
vk.com 278.9 K 69.8 M

September
ok.ru 250.8 K 51.3 M
telegram.org 15.0 K 2.4 M
vk.com 309.9 K 76.2 M

Total 1,545 K 352.0 M

Table 2: Social media subcorpus size by network in
tokens (the counts are given after pre-processing and
annotation)

of other platforms. According to 2021 data, 7.4%
of OK users were under 24, 25.2% were between
34-44, and the dominant 49.5% were older than
45 2. Public groups on OK are often anti-Western
and pro-Kremlin and constitute the regime’s ‘Vir-
tual Russian World’ not only in Russia but in other
countries with significant Russian-speaking pop-
ulations (Teperik et al., 2018). VK has a much
younger audience than OK: according to 2021 data,
a dominant 31.3% of VK users were under 24 and
only 18% were older than 45. Finally, the audience
of a relative newcomer, TG, is slightly older than
the audience of VK. The 2021 data reveals that
29.6% of TG users were under 24, dominant 30.6%
were 24-34, and 18.5% were older than 45 3.

In what follows, we describe the social and po-
litical context of the study, introduce theoretical
concepts from media and communications research
necessary to interpret our data (Section 3), present
methodology (Section 4), and report analytical re-
sults and their interpretation (Section 5). We con-
clude with a summary (Section 7) and reflections
on the limitations and ethical aspects of our project.

3 Background

3.1 Russia’s Networked Authoritarianism

The rapid development of digital media in the early
2000s led some analysts to praise it as a “libera-
tion technology” (Diamond and Plattner, 2012).

2Statista (2021). Gender and age dis-
tribution of Odnoklassniki. Available at:
https://www.statista.com/statistics/1065018/russia-
odnoklassniki-users-share-by-age/

3Brand Analytics (2021). Socialniye Seti v Rossii:
Trendi i Tsifri, Osen’ 2021. Available at: https://br-
analytics.ru/blog/social-media-russia-2021/

Responding to this threat, authoritarian govern-
ments have been investing significant resources
in creating various forms of “networked authoritar-
ianism” (MacKinnon, 2011). Different models of
control over online media emerged over time from
largely hands-off policies to nurturing sophisticated
digital environments conducive to authoritarian
messaging (Greitens, 2013). More recently, online
astroturfing – the strategy of giving online conver-
sations seemingly genuine pro-governmental spin
– emerged as “a novel form of disinformation that
relies on the imitation of citizen voices to create
the false impression that a particular view or idea
has widespread support in society” (Zerback and
Töpfl, 2022).

In Russia, the initial Kremlin’s position not to
disrupt online communications changed after the
2011-12 post-electoral protest (Sanovich et al.,
2018). As a part of the “third generation con-
trols” (Deibert et al., 2010), in the past ten years,
Putin’s government has been actively using auto-
mated bots and trolls (paid humans who rely on
scripts to produce content) to shape online dis-
cussions (Sanovich et al., 2018). The Kremlin
has been extensively using bots to create infor-
mation noise, to promote pro-governmental mes-
sages in search engine results and in news aggre-
gators, and to manufacture popularity of autocratic
agents (Stukal et al., 2017, 2022). Research also
shows that the Kremlin-linked agencies have con-
ducted multiple information campaigns attempting
to influence public opinion abroad (Linvill and War-
ren, 2020; Elshehawy et al., 2021).

After the full-scale invasion of Ukraine, the
Kremlin shut down many remaining independent
media and introduced repressive laws effectively
imposing wartime censorship, hammering any pub-
lic expression of discontent with the war. In ad-
dition, it started to use paid commentators and
"voenkors" (military reporters on the battlefront)
to shape citizens’ perceptions of the invasion4. In
our study, we attempt to document and explore
the astroturfing campaign related to war using the
WarMM-2022 corpus.

4Fontanka (2022). «Vy ved’ ne verite, chto jeto
nastojashhie otzyvy?» Kak «Fontanka» zagljanula na
peredovuju informacionnyh frontov Z. Available at:
https://www.fontanka.ru/2022/03/21/70522490/
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3.2 NLP for Communication Research and
Political Science

The NLP community developed multiple meth-
ods for the analysis of mass media communica-
tions - in particular, for detecting various forms
of information manipulation online. Most NLP
research on propaganda uses supervised methods
that require manual annotation, sometimes very
fine-grained (see, for example, Da et al., 2020).
These projects are focused primarily on solving
NLP tasks rather than obtaining results requested
by social sciences with regard to unfolding events.
Park et al. (2022) pursued a task similar to what
we face: they explored the proportion of topics
in social media publications to reveal such infor-
mation manipulation strategies as agenda-setting,
framing, and priming. They employ state-of-the-
art unsupervised methods for topic modeling (a
structured topic model and a contextualized neural
topic model) and frame analysis (using a zero-shot
learning scenario and ignoring the differences in
language, style, and cultural context between the
available training data and intended end-use do-
main). However, they admitted that the results
were contradictory, obscure, and difficult to inter-
pret in both cases. Interestingly, they fall back on
word statistics as a more reliable yardstick to eval-
uate their models. Elshehawy et al. (2021) relied
on constructed lexicons to provide evidence that
the Kremlin promoted refugee stories in the Ger-
man media sphere in an attempt to influence the
outcome of the elections. Following the principles
of transparency of analysis and interpretability of
its outcomes, we opted for the keyword frequency
analysis approach as our main method for this pre-
liminary study.

4 Methodology

The analysis of news topics includes statistical and
unsupervised methods. The findings are interpreted
in the context of external unfolding events. In this
project, we constructed expert-curated lists of top-
ical keywords, and their normalised frequencies
were used to compare messaging across social me-
dia platforms (OK, VK, TG) in a time series fash-
ion.

General frequency analysis setup. We focused
on frequency of individual keywords and aggre-
gated frequencies of pre-defined terms that marked
a particular topic. In total, we explored 20 the-
matic aspects of the publications and extracted the

frequencies of over 250 words and phrases.

The full list of search items in their non-
lemmatised version in Russian for each topic is
available in the corpus documentation. It is de-
signed to include topics that are typical for pro-
war and anti-war discourses as well as shared be-
tween the two. Appendix A lists the topics and
subtopics. For example, we traced “dehumanisa-
tion”, the topic marked by the use of derogatory
names for the Ukrainians (e.g. ukrop) and numer-
ous derivatives with ukro- and nazi- prefixes (e.g.
ukronazist, ukrofascist, banderovetz, nazbat) as
well as loaded ideological terms used to describe
Ukraine (e.g. Kyiv regime, sneaky, guileful, hyp-
ocrite). The frequency of each item was based on
a lemmatised version of the corpus to account for
possible grammatical forms, which is important for
morphologically-rich languages like Russian. The
raw texts went through minimum preprocessing
before lemmatisation, including symbol unifica-
tion, discarding .png/.jpg and url to reduce noise.
The lemmatised version of the corpus was obtained
from morpho-syntactic annotation produced using
UDPipe (v1, Straka and Straková, 2017), a parser
within the Universal Dependencies framework. All
frequencies were normalised to the size of the re-
spective subcorpora within a given time series and
subcorpus, with the normalisation base of 100,000
words. This made possible the comparison of fre-
quencies across subcorpora of various sizes directly,
including using them in graphs based on the same
scale.

Time series. As we were interested in fluctua-
tions of topical content, we constructed time series
using three-day intervals as our default setting, i.e.
most results in this study reflect the frequencies
of search items in the documents published within
successive 3-day periods. Whenever we wanted
to explore a specific timespan in more detail or
have a more aerial perspective, we analysed daily
or monthly frequencies, respectively.

Unique publications vs repetitive content. Tak-
ing into account the anticipated repetitiveness of
publications, we compared the frequencies of se-
lected keywords before and after deleting duplicate
posts. Duplicate posts were identified by match-
ing the first 20 words in the raw text. The ratio
of repeated texts (excluding the first occurrence)
amounts to 47.98% on social media, with about
23.4% being exact unmodified copies of the origi-
nal publication, often repeated many times.
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User attitude studies. Several analytical ap-
proaches were employed in an attempt to reveal the
users’ attitudes to the topics discussed online. It is
a challenging task as Russia’s information environ-
ment is heavily censored and populated with bots
and trolls masquerading as real citizens; risks of
legal prosecution make it difficult for users to state
their positions publicly. In an attempt to overcome
these limitations, we analysed (i) publications by
users with different levels of publication activity
and (ii) publications with the highest engagement
scores.

User groups by publication activity. This analy-
sis was based on social media subcorpus only. The
total number of unique users in this subcorpus is
263,665. Users produced 1,544,918 posts in three
months. In particular, we distinguish between pro-
fessional users (more likely accounts of established
information agencies) who publish more than 20
posts about Ukraine a week (over 260 in three
months) and the general public, i.e. users with
one or fewer posts a week across 13 weeks. Other
users include an intermediate group of active users
with over 13 but less than 260 posts per week. The
parameters of each group and their contribution to
the production of content on the analysed social
networks can be found in Table 3.

user group users % users % posts
professional 710 0.27 22.62
active users 17,630 6.69 44.59
general public 245,325 93.04 32.78

Table 3: Activity of media outlets and ordinary users on
social media

Activity patterns varied across the groups, with
the professional users capable of generating surplus
texts during some periods of time and being less ac-
tive during others. These groups also demonstrated
different patterns in the use of keywords from a
range of analysed topics (see Section 5).

Engagement scores. The posts on social media
were analysed from the point of view of public
reactions they generated. We calculated the en-
gagement index as a sum of likes, re-posts, and
comments to each post and built a subcorpus of
the most popular posts, which included 5% of all
posts sorted by the involvement score. This sub-
corpus included 85,317 posts (out of 1,706,343 in
the entire social media corpus across three months).
The engagement scores in this subcorpus ranged

from 110,528 to 39, with a mean of 444.1. Fur-
thermore, to estimate the level of support for the
pro- and anti-war messages and assess their visibil-
ity and influence in public discussion, we selected
the top-1000 posts with the highest engagement
score reactions and identified their sources. Us-
ing external knowledge, we classified these 215
authors as pro-war, anti-war, or neutral. Finally, we
counted the number of posts by these authors and
their overall engagement scores.

5 Results: Cross-platform Analysis

This section applies the described methodology to
explore users’ participation in online discussions,
their attitudes and reactions to media content.

To capture the astroturfing campaign, we use
a range of selected topics (pro-war and anti-war),
which also help us to reveal political attitudes pre-
vailing on the selected social media platforms. Gen-
erally, we noticed that social media had deviated
from the press and TV in the frequency patterns of
pro-war topics. The usage of keywords was very
volatile with several regular peaks. We identified
these peaks as massive infusions of almost identical
messages. In Figure 1 these peaks are smoothed
out by removing duplicate publications. In combi-
nation with observations for other topics, this can
be a sign of information manipulation.

As discussed above, the major Russian social
media platforms (Odnolassniki, VKontakte, Tele-
gram) vary according to socio-demographic param-
eters. To disentangle the effect of repetitive publica-
tions observed in the entire social media subcorpus,
shown in Figure 1, we looked at the frequencies of
each topic by network.

First, the frequencies of denazification and de-
militarisation – the key terms justifying Russian
invasion – on TG and VK are both steady and low
in comparison to abnormal spiky patterns regis-
tered in OK publications (the extreme frequencies
ranging between 45 and 60 per 100K words vs
over 140 on OK). Note that demilitarisation, which
disappeared from state-controlled media accounts
towards the end of summer 2022, fell into disuse
on OK, too. Removing identical posts levels off the
spikes in the use of justifications on OK. With du-
plicates removed, the three platforms demonstrate
similar frequencies.

The same pattern across platforms is observed
for dehumanising language. There is a significant
amount of anti-Ukrainian derogatory terms on all
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Figure 1: Impact of repeated publications: key concepts used to justify Russian actions in Ukraine (3-day aggregates)

three platforms. Markers of this language are more
frequent on OK, where every month there are sig-
nificant spikes that exceed the volume of VK and
TG by the factors from two (late July and late Au-
gust) to four (early September), and six (early Au-
gust). The patterns on VK and TG are stable and do
not suggest any artificial inflation. Nevertheless, all
social media platforms remain plagued with hate
speech toward Ukrainians.

To double-check that the observed peaks are ar-
tificial, aggregated frequencies based on the en-
tire corpus after removing duplicates were com-
pared. The amount of dehumanising vocabulary
decreased manifold. Nonetheless, even without
identical messages, OK remains the most pro-war
platform followed by VK and TG. These observa-
tions suggest that the Kremlin disproportionately
targets OK with pro-war online astroturfing.

The function of state-controlled trolls cannot be
reduced to producing identical content. Paid users
are often instructed to improvise and can produce
original messages different from each other. Hence,
identical messages alone do not represent the scale
of online astroturfing accurately. However, as iden-
tical messages are unlikely to be attributed to any-
thing else but artificial content, removing it can
make us underestimate the scale of online astroturf-
ing, not to overestimate it. In other words, identical
messages are a conservative estimate of the scale
of Kremlin-related astroturfing.

One might argue that the messages we identi-
fied as astroturf were viral and resonated with the
online public. While we cannot exclude such a pos-

sibility, the short life-span of these messages (they
disappeared completely from communications in 1-
2 days) and a poor quality of its content (we found
nothing sensational or novel in terms of production
for several manually selected entries) indicate that
the traction with the general public was limited at
best.

To further investigate differences in ideological
spin and the scale of online astroturfing, we focus
on anti-war vocabulary. Figure 2 (on the left) shows
the aggregated frequencies of keywords typical for
Kremlin opponents, such as Russian aggression,
annexation, occupation of Ukrainian territories,
Russian invasion, occupation of Donbas/Crimea,
Russian occupants, etc.

The graphs reflect the fluctuations in the use of
anti-war language across platforms from July to
September. It shows that TG is the most anti-war
platform among the three. Despite the presence of
many pro-Kremlin channels, the independent me-
dia flourish, too. Anti-war vocabulary is the least
present on OK. Removing duplicates (the right
panel in Figure 2) does not change the observed
pattern significantly. If anything, the absence of
repetitive content makes anti-war stance on VK
more visible (notice the upward shift of the orange
line in the right-hand panel). This might suggest
that spamming the information space with dupli-
cates makes sense as it creates additional noise
and makes it more difficult for users to hear other
voices. With identical messages removed, TG re-
mains the most anti-war platform. Patterns on VK
and OK resemble each other implying that they are
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Figure 2: Anti-war language across platforms (weekly aggregates)

more similar in terms of ideological spin.

Additionally, we explored topics related to time-
specific external events, such as the Ukraine’s ad-
vances on the battlefield in late August - early
September (e.g. advances of Ukrainian army,
Ukraine’s military success, retreat of Russian
troops, successful counterattack of Ukrainian
forces, Russian defeat, etc). Despite censorship
on official press and TV, the news about the fail-
ures of the Russian military percolated to social
media, especially TG. The frequencies capturing
this topic were very low but genuine: removing
duplicates did not affect the counts.

We conclude that OK was disproportionately tar-
geted by the regime. The presence of astroturfing
can also be confirmed by looking at the phrases
from the temniki – the guidelines issued by the
Kremlin to cover politically sensitive topics in the
media. Unlike the other two platforms, OK demon-
strated a growing scale of occurrences for this vo-
cabulary from early August onwards suggesting
that this platform was the primary target.

Public perception. The analysis of publications
by professional users, who produce over 20 pub-
lications a week about Ukraine, and regular users,
who might represent the general public, showed
that the latter were less eager to portray Ukraini-
ans as the enemy. In Figure 3, the flat orange line
represents relatively low and stable frequencies for
dehumanising vocabulary (which are still very high
in comparison with visible anti-war stance in other

graphs).
In a subcorpus built from the top 5% of publica-

tions based on engagement scores, anti-war topics
(e.g. Ukrainian military success, framing Russian
actions in Ukraine as war, occupation or invasion)
are more frequent, while pro-war rhetoric is notice-
ably less dense than in the entire corpus.

Out of 215 authors who produced the publica-
tions with the highest engagement score, 80 were
classified as anti-war (479 out of 1000 most pop-
ular posts), 24 authors as neutral with (27 posts),
111 authors were classified as pro-war (494 posts).
However, in the top 50 most popular posts, we
found only two posts by pro-war authors. The first
38 posts by the level of engagement and 48 posts in
total (out of 50) were written by anti-war authors.
As a result, the level of involvement for anti-war
posts is 1.5 times higher than pro-war posts (8.5
mln reactions vs 5.7 mln reactions).

6 Discussion and consolidation

By tracing the frequencies of pro-war and anti-
war topics across social media platforms over time,
linking them to external events and checking for
repetitive content, we were able to reveal signs of
information manipulation aimed at shaping public
opinion by controlling the agenda and framing the
concepts to fit the current ideology.

As we demonstrate, some of the major themes ar-
tificially promoted by the state include: (i) the ideas
of denazification and demilitarisaion and (ii) dehu-
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Figure 3: Anti-Ukrainian hate speech is publications by most prolific accounts and regular users

manization of Ukrainians. Based on this dataset,
we also identify several other promoted ideas, such
as (iii) the existential threat posed by NATO and
(iv) framing Ukraine as controlled by the hostile
‘collective West’. However, we do not include them
in the analysis due to limited space.

The strategies of public opinion manipulation
can include the attempts to undermine trust in mass
media, frame any source of information except
state-controlled as spreading ‘fakes’, and appropri-
ate opponents’ vocabulary and diluting its meaning.
In this analysis, we demonstrate one of these strate-
gies: imitation of popular support for promoted
ideas on social media.

Our findings point at possible mechanisms be-
hind the Kremlin’s digital war propaganda. Instead
of attempting to reach war opponents or users with-
out clear preferences, the regime’s astroturf com-
munication seems to flourish in a predominantly
pro-war environment. In line with both classical
research on media effects (Lazarsfeld et al., 1960)
and contemporary research on the effects of pro-
paganda in authoritarian Russia (Shirikov, 2022),
these findings suggest that the main strategy of
the regime’s astroturf online communication might
be similar to the one of authoritarian propaganda:
to reinforce beliefs of those who are already pro-
regime rather than to win new supporters.

Our cross-platform analysis indicates that discus-
sions on OK are largely influenced by astroturfing.
TG remains a relatively free space devoid of official
rhetoric, while VK users exhibit a mild tendency
to re-produce official narratives about the war.

Aiming at revealing the level of support for pro-

moted ideas and the effectiveness of the said strate-
gies, our analyses based on user group activity and
reactions on social media demonstrated that many
of these narratives fall flat on domestic audiences.
Modest numbers of Russians participating in pub-
lic discussions show that a lot of communication
online is one-way, with people withdrawing from
the public space. The public reactions that are avail-
able in WarMM-2022 demonstrate that the extent
of support for the promoted ideas is rather limited.

7 Conclusion

This study reports details of textual data collection
and analysis in the interests of social sciences. We
release WarMM-2022, a corpus of public online
communications collected from a large number of
mass media websites and social media platforms,
which was used to obtain the results reported in
this paper.

Our analysis relies on expert-curated lists of
words and phrases which are used to cross-examine
topical content in posts from a wide range of Rus-
sian mass media and most popular social media,
published in July-September 2022. Informed by
the previous work on data-driven propaganda detec-
tion, we aimed to assess the scale and societal im-
pact of media manipulation in wartime Russia. In
particular, we were interested in the distribution of,
and support for, selected topics reflecting opposite
viewpoints on the events in Ukraine. We revealed
that the distribution of topics in social media (un-
like traditional media, including TV) was largely
affected by state-controlled interventions that var-
ied in scale across the three social media compared
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in this work. The patterned nature of these inter-
ventions and their alignment with the Kremlin’s
intentions expressed in recommendations for the
press suggest that these are signs of “networked
authoritarianism”, a system of measures to exert
control over the internet. The study was focused on
the pro-war and anti-war themes in social networks
and revealed a considerable amount of “astroturf-
ing” (imitation of public support online). Our re-
sults support the idea that the Kremlin employs a
digital propaganda ecosystem including networks
of state-controlled accounts – bots and paid influ-
encers – across Russia’s main social media plat-
forms. This ecosystem is engaged in an organised
manner to shape public opinion on current or forth-
coming events. The frequency patterns of topics
related to the Russia-Ukraine war reveal the arti-
ficial nature of online communication on Russian
social media in July-September 2022 and help us to
identify the key messages infused by the astroturf-
ing campaigns, such as the existential threat posed
by NATO, the need for patriotic unity against the
hostile West and dehumanisation of the Ukrainians.
Although anti-war voices are largely silenced by
censorship and the threat of persecution, these opin-
ions are heard and get more public attention than
any propagandist content. At the same time, the
number of Russians who get publicly involved in
online participation as authors is ridiculously small.
As users, Russians have to navigate an increasingly
volatile, noisy, and restrictive environment infused
with highly repetitive pro-war content.

Limitations

By construction, our corpus is not representative
in any sense of the general population of messages
related to the war on RuNet. Platforms blocked in
March 2022 (notably, Facebook and Instagram) re-
mained largely absent. Also, we restricted our anal-
ysis to Russian-based users while many Russian-
speaking digital communities remained active from
outside the country. Lexicon-based approaches are
necessarily limited by the scope of topics that they
are able to cover. Similarly, data collection deci-
sions reduce the claims that can be made in the
findings to the observations relevant to the given
dataset. We admit that the explored topics do not
exhaust the ideas that circulated online within the
given time frame, and it is likely that we missed
other important themes. Besides, despite care was
taken to avoid including ambiguous keywords, and

unexpected frequencies were checked in manual
analysis at the stage of constructing the lexicons,
simple word statistics cannot identify contexts. In
fact, elements of pro-war narratives can occur in
essentially anti-war publications as examples or
mockery of the opponents’ discourse. Keywords
can generate high frequencies from a few repetitive
documents in a time series, too. A better approach
would be to operate at the level of documents and
report results for complete statements rather than
words. The manual analysis and annotation at-
tempts demonstrated that social media content is
very dependent on multimedia. However, we fo-
cused on the textual content and discarded linked
images or videos. Finally, given the large number
of comparisons that we carried out, we did not see
it feasible to perform a proper statistical analysis
of the differences between various subcorpora.

Ethics Statement

In considering the ethical aspects of this study, we
strive to avoid any potential harm to individual In-
ternet users or publishing outlets, to protect their
privacy, and to respect their right to the created
texts. These considerations motivated the follow-
ing practical decisions. First, we used the publi-
cations that were publicly available at the time of
collection. Second, the corpus is made available
only as a list of links augmented with non-revealing
attributes, such as date, media type, source (web-
site or platform), region and engagement score (for
social networks subcorpus) 5, with the actual tex-
tual content deleted from this version of the cor-
pus. It is done to protect the users’ right to take
down their content and to avoid violating their copy-
right. While these restrictions imply reduced repli-
cability of our results and additional efforts for
researchers associated with the necessity to recol-
lect the data, they were considered ethical to avoid
potential harm to individuals. Third, we do not
distribute any metadata or publish any considerable
parts of the collected texts that can be used to iden-
tify individuals with particular political beliefs at
the moment or in the future. This is particularly im-
portant, given the current scale of prosecution for
anti-war publications and reactions expressed on-
line in Russia. Finally, while we admit that research
on propaganda strategies can be used to improve
ways of information manipulation, we think that
uncovering and describing these practices serves

5https://github.com/kunilovskaya/WarMM-2022
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the greater social good of raising the awareness of
the public about types of disinformation and po-
tentially delusive environments that can be created
online. When presenting the results of the analyses,
care was taken to avoid any wording that can be
interpreted as promoting particular political beliefs,
where possible.
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A Appendix

Individual search items and topics
• Context

– war with/on Ukraine, etc
– special/military operation, etc

• Aims and Explanations
• War with NATO
• Economic worries
• Isolation from world
• Nuclear threat
• Society Polarisation
• Fake (фейк as a noun)
• Undermining trust in media
• Spoiler Crisis

– Ukrainian crisis
– other (gas, food, economic crisis)

• Spoiler Wars
• Phrases from Circulated Recommendations
• Dehumanisation
• Lack of Ukraine independence
• #nopanic
• Annexation
• Russian invasion
• Against mobilisation
• Evading the draft

– fleeing the country
– dodging call-up

• Ukraine military success
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Abstract

In social sciences, recent years have witnessed
a growing interest in applying NLP approaches
to automatically detect framing in political dis-
course. However, most NLP studies by now
focus heavily on framing effect arising from
topic coverage, whereas framing effect arising
from subtle usage of linguistic devices remains
understudied.

In a collaboration with political science re-
searchers, we intend to investigate framing
strategies in German newspaper articles on the
“European Refugee Crisis”. With the goal of a
more in-depth framing analysis, we not only in-
corporate lexical cues for shallow topic-related
framing, but also propose and operationalize a
variety of framing-relevant semantic and prag-
matic devices, which are theoretically derived
from linguistics and political science research.
We demonstrate the influential role of these
linguistic devices with a large-scale quantita-
tive analysis, bringing novel insights into the
linguistic properties of framing.

1 Introduction

Framing is a ubiquitous strategy to promote certain
views, values or ideologies in political discourse:
the information sender selectively makes certain
aspects of an issue more salient in the discourse
while excluding or denying the others, with the
aim of ultimately influencing the public’s opinions
and behaviors (Gamson, 1985; Entman, 1993). In
recent years, automated framing detection has re-
ceived increasing attention in both NLP and social
sciences. In an interdisciplinary project, we are in-
terested in identifying framing strategies employed
by different German newspapers in the discourse
of the event “European Refugee Crisis” between
2014–2018, where a large amount of asylum seek-
ers from war-torn countries in the Middle East and
North Africa flooded into Europe.

By now, most of the NLP studies on automated
framing detection have been focusing on topical

framing, e.g, whether the topic of economic impact
or cultural value is more dominant in the discourse
of migration (see, inter alia, Khanehzar et al., 2021;
Mendelsohn et al., 2021; Huguet Cabot et al., 2020).
However, little is known about the linguistic proper-
ties of framing: in the existing NLP work, there is
very few in-depth investigations on the effects of in-
dividual linguistic components in framing, which is
mainly because many studies use neural networks
(NNs) that lack explainability and do not allow a
drilling down into the effects of linguistically mean-
ingful components (see Section 2 for a detailed re-
view). Moreover, the majority of the earlier studies
apply supervised approaches which rely on intense
manual annotation effort. This has led to a bias to-
wards English in the research of framing detection:
whereas several English datasets with annotations
of framing have been released (see Section 2), for
any language other than English, to our best knowl-
edge, there is still no annotated dataset to date.

Addressing the lack of investigation on the lin-
guistic aspects of framing, we bring together both
shallow topical cues and in-depth linguistic de-
vices to detect framing strategies in German news-
paper articles on European Refugee Crisis. The
novelty of our work is the investigation of how
subtle semantic and pragmatic features contribute
to framing a message: in theoretical linguistics,
researchers have discovered a variety of subtle lin-
guistic devices that play a fundamental role in ex-
pressing the speaker’s attitude or leading the ad-
dressees to integrate information into their belief
systems in a certain way. Consider the highlighted
expressions in Example (1): the expression nicht
einmal ‘not even’ reinforces the author’s critical
attitude to the ruling parties by conveying that the
meaning of family in asylum cases should be the
most basic knowledge they ought to have, but ac-
tually they do not. Besides, by using the modal
particle ja, which does not have an English equiv-
alence but can be loosely paraphrased to ‘as we
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all know’, the author subtly renders his opinion
as already being a consensus of all people (even
if this might not be true), covertly increasing its
credibility.

(1) Die drei Parteien wissen ja nicht einmal,
was im Falle der Flüchtlinge [...] unter
Familie zu verstehen ist.
‘The three (ruling) parties do not even un-
derstand what family means in the case of
the refugees - as we all know.’
(source: Frankfurter Allgemeine Zeitung)

Linguistic devices of such kind do not contribute
to the topical content of the text, but frame the ut-
terance by adding rhetorical flavors that reinforces
specific stances of the author. In what follows,
we refer to such framing effect as rhetorical fram-
ing. Building upon linguistic theories and insights
from political science research on framing, we op-
erationalize a set of deep semantic and pragmatic
features that are relevant to rhetorical framing, and
apply them to data-driven framing detection in a
large-scale dataset with 8 million tokens. Our study
makes the following contributions: (a) at the theo-
retical level, we propose a variety of deep semantic
and pragmatic features relevant to framing, and il-
lustrate their subtle yet powerful role in framing
with a quantitative study. Our proposed linguistic
features provide novel insights towards a deeper un-
derstanding of framing, and can also inform future
work on creating annotation schemata for fram-
ing. (b) At the methodological level, we release a
heuristic-based automated annotation pipeline for
the proposed linguistic features.1

2 Related Work

The release of The Policy Frames Codebook (PFC;
Boydstun et al., 2014) has facilitated the task of cre-
ating datasets and building models for automated
framing detection. PFC proposes 14 topic-oriented
frame categories that can be applied to any policy
issue, e.g., economic frames, morality frames, or
security and defense frames. This has provided a
convenient basis for building annotation and clas-
sification. Since then, researchers have published
several English-language datasets with manual an-

1The dataset used in our study was purchased from the
publishers. Due to their copyright regulations, the dataset is
restricted to project-internal usage and unfortunately cannot be
distributed to third parties. But all code and lexical resources
resulting from this paper are publicly available at: https://
github.com/qi-yu/topical-and-rhetorical-framing

notation of frames using the taxonomy of PFC or
a similar topic-oriented fashion (e.g., Card et al.,
2015; Liu et al., 2019; Mendelsohn et al., 2021).

Owing to the PFC and these publicly available
datasets, previous NLP work on framing has mainly
focused on identifying topical framing. The recent
SemEval 2023 Shared Task on framing detection2

also adopts this topic-oriented setting. The ap-
proaches applied in previous studies range from
fully unsupervised to fully supervised methods:
Tsur et al. (2015) and Nguyen et al. (2015) rely
on unsupervised topic models. Field et al. (2018)
and Yu and Fliethmann (2022) compile framing
vocabularies to measure the prevalence of different
frames. Using a fully supervised fashion, Baumer
et al. (2015) build Naïve Bayes classifier using
theoretically derived linguistic features. More re-
cent work has been leveraging powers of NNs, e.g.,
Naderi and Hirst (2017) (LSTM) and Ji and Smith
(2017) (RNN). Especially, Transformer-based lan-
guage models have been widely used in the last
years (Hartmann et al., 2019; Akyürek et al., 2020;
Huguet Cabot et al., 2020; Khanehzar et al., 2021;
Mendelsohn et al., 2021; Bhatia et al., 2021; Hof-
mann et al., 2022).

However, studies using topic-oriented tax-
onomies of framing tend to oversimplify the con-
cept of framing as a mere matter of topic coverage.
This is insufficient for a deep understanding of
framing. In political science, it is widely pointed
out that framing is a multi-faceted phenomenon: it
includes not only the information sender’s intention
of reinforcing specific topics, but also the facet of
how the frames in a communication process affect
the individual’s thought (Chong and Druckman,
2007; Druckman, 2011). For the second facet, the
usage of subtle linguistic devices can play a crucial
role. Especially, certain pragmatic markers have
an effect in manipulating mutual assumptions or
facilitate processes of pragmatic inferences (Furko,
2017). In NLP, the impact of individual linguistic
components in framing remains understudied with
only a few exceptions: Baumer et al. (2015) uti-
lize various semantic cues (factive verb, assertive
word, entailment and hedging) to classify fram-
ing, but the authors do not provide discussion on
what textual or rhetorical effect these cues have
in framing a message. Demszky et al. (2019) and
Ziems and Yang (2021) inspect the usage of deon-

2https://propaganda.math.unipd.it/
semeval2023task3/
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tic modal verbs (e.g., ‘should’, ‘need’) in calling
for actions, assigning blames and making moral
arguments. However, their argued importance of
modal verbs only applies to texts with a primary
function of calling to actions, but does not neces-
sarily generate to all text types. Ziems and Yang
(2021) investigate the usage of agentless passives
(e.g. using ‘He was killed’ instead of ‘He was killed
by police’) in removing blames. Yu (2022) shows
that iterative adverbs such as ‘again’ can compose
systematic framing strategies by evoking attitudi-
nal subtexts via presuppositions. We follow this
strand of work on linguistically informed framing
detection, and quantitatively investigate the effect
of a wider variety of semantic and pragmatic cues.
We aim at extending the existing knowledge on the
linguistic composition of framing.

3 Data

We focus on a dataset comprising of articles about
the “European Refugee Crisis” published between
2014 to 2018 by the three most circulated newspa-
pers in Germany: BILD, Frankfurter Allgemeine
Zeitung (FAZ), and Süddeutsche Zeitung (SZ). All
three are nationwide daily newspapers, and they
build a balanced sample of different styles (tabloid
vs. quality) and political orientations.

From each newspaper, we first collected arti-
cles with at least one match of the following quasi-
synonyms of ‘refugee’ (including their inflected
forms): {Flüchtling, Geflüchtete, Migrant, Asylant,
Asylwerber, Asylbewerber}. We then removed arti-
cles that were: 1) duplicated, 2) from non-political
sections such as Sport, and 3) with a ratio of the
‘refugee’-synonyms lower than 0.01. Criterion
3) was experimentally defined: it allowed us to
remove most articles that mention the European
Refugee Crisis only as a side-topic. Table 1 sum-
marizes the final dataset.

Source Type #Articles #Tokens
BILD C, T 12,107 3,188,561
FAZ C, Q 6,686 3,432,080
SZ L, Q 4,536 1,812,835

Table 1: Dataset overview. (C = conservative; L =
liberal; T = tabloid; Q = quality)

4 Operationalizing Framing

As we do not have any annotation of frames avail-
able for our dataset - moreover, it is prohibitive to

conduct such annotation considering the enormous
labor cost, we use a set of theoretically derived top-
ical and rhetorical features to conduct a data-driven
exploratory framing analysis on the document level.
The proposed rhetorical features (Section 4.2) also
aim to fill the research gap in investigating the lin-
guistic properties of framing. The features and their
relevance to framing are described below.

4.1 Topical Framing
We apply the Refugees and Migration Framing
Vocabulary (RMFV) by Yu and Fliethmann (2022)
as a proxy to measure the topical frames in different
newspapers. RMFV contains vocabularies for the
following 9 frame categories specifically designed
for the issue of refugees and migration:

• ECONOMY, IDENTITY, LEGAL, MORALITY,
POLICY, POLITICS, PUBLIC OPINION, SECU-
RITY, WELFARE

For each article, we compute the ratio of the vo-
cabularies of each frame category F . An article is
considered as having a stronger emphasis on the
topical frame F if the vocabularies of F show a
higher ratio, i.e., occur more often.

4.2 Rhetorical Framing
(I) Arousal Former research in political com-
munication has found that framing an issue with
emotionally charged language can make a persua-
sive impact on the addressee (Gross, 2008; Cheng,
2016; Nabi et al., 2018). Thus, we incorporate the
AROUSAL degree of the language as one dimension
of rhetorical framing. To this end, we apply the
arousal ratings of German lemmas by Köper and
Schulte im Walde (2016), which include a large
range of 350,000 tokens. For each article, we mea-
sure the average arousal rating of all its tokens.

(II) Presupposition In natural language, a
speaker often presuppose certain information, i.e.,
assume that the information is already part of the
common ground (shared belief) between them and
the addressee (Stalnaker, 2002). In political dis-
course, presuppositions can bring up attitudinal
messages in a hidden manner. Example (2) shows
such a case: the adverb ‘even’ triggers the pre-
supposition that other measures have already been
taken to alleviate the overcrowded infrastructure,
and that setting up tents was the most unexpected
measure (see the semantics of ‘even’ in Giannaki-
dou, 2007; Szabolcsi, 2017). The message that the
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city already needs the most surprising measure ren-
ders the consequence of refugee influx as dramatic.

(2) Die Einrichtung dort [in Giessen] ist über-
füllt. Nun wurden sogar Zelte aufgestellt.
‘The infrastructure there [in Giessen] is
overcrowded. Even tents were set up.’

As presupposition is extremely widespread in natu-
ral language (e.g., the usage of person names also
presupposes the existence of the referred persons),
we cannot include all possible types of presuppo-
sition triggers in our study. Here, we specifically
focus on two types of presupposition triggers:

• SCALAR PARTICLES: e.g., sogar ‘even’, nicht
einmal ‘not even’

• ADVERBS FOR ITERATION OR CONTINUATION:
e.g., wieder ‘again’, andauernd ‘continuously’.
Especially in the discourse of a crisis, adverbs of
continuation such as ‘continuously’ are typical
devices used to frame the event as being long-
standing, which is often connected to criticism.

We compiled a list for triggers of these two types
based on seed items found in König (1981) and Yu
(2022), and their synonyms found using GermaNet
(Hamp and Feldweg, 1997; Henrich and Hinrichs,
2010). For each article, we calculate the ratio of
each trigger type, defined as their count divided by
the article’s token amount.

(III) Modal Particles German has a rich inven-
tory of modal particles: they are words that do not
contribute to the propositional content (i.e., descrip-
tive, or truth-conditional content) of an utterance,
but indicate how the speaker thinks that the con-
tent of an utterance relates to the common ground
with the addressee (Thurmair, 1989; Zimmermann,
2011; Bross, 2012). Thus, they subtly manipu-
late how a proposition should be received by the
addressee, constituting framing devices par excel-
lence. We explore the usage of the following types
of modal particles:

• MODAL PARTICLES SIGNALING COMMON

GROUND: ja (literal translation: ‘yes’). Expres-
sions in the form of ja(φ) (i.e., ja modifying a
proposition φ) convey that the speaker believes
φ to be uncontroversial (Zimmermann, 2011).3

3Whereas another German modal particle doch also signals
common ground, we refrain from incorporating it into our
analysis, because doch is ambiguous between many senses
and it is often difficult to disambiguate them without prosodic
information.

• MODAL PARTICLES SIGNALING RESIGNED AC-
CEPTANCE: eben (lit. ‘even/flat’), halt (lit.
‘stop’). eben/halt(φ) conveys that the speaker
believes φ to be obvious and can not be altered,
and therefore has to be accepted (Bross, 2012).

• MODAL PARTICLES SIGNALING WEAKENED

COMMITMENT: wohl (lit. ‘probably’). wohl(φ)
conveys that speaker considers φ to be highly
probable or plausible, but φ could also possibly
be falsified (Zimmermann, 2011).

As mentioned in Section 1, there is no real En-
glish equivalence for the German modal particles
discussed here. Nevertheless, to illustrate their
effects clearer, we provide coarse paraphrases of
their meaning (adapted from Hautli-Janisz and El-
Assady, 2017) in Example (3) below:

(3) Die Flüchtlinge müssen ja / eben (halt) /
wohl zunächst Deutsch lernen.
‘The refugees must learn German first,
as we all know/that’s how it is/I assume.’

For each article type, we calculate the ratio of
each modal particle category. Here we do not
count their usage in direct or indirect quotations as
marked respectively by quotation marks or the Ger-
man subjunctive I, because the stances conveyed
by the modal particles are always attributed to their
speakers (see descriptions above), and we are only
interested in investigating the stances of the news-
paper article authors: for instance, if a newspaper
article author writes the sentence Peter sagt: “Die
Flüchtlinge müssen eben Deutsch lernen.” (Peter
says: “The refugees must learn German - that’s
how it is.”), the resigned acceptance conveyed by
the modal particle eben is attributed to Peter, not
the author.4

(IV) Sentence Type In news articles, while
declarative sentences are the most often used, the
usage of questions and exclamatory sentences also
has its own cognitive and rhetorical effects. Ques-
tions can add an interactive style to a text (Scheffler,
2017): especially, we observe that newspaper ar-
ticles occasionally use questions, typically at the
beginning of the article, to bring up a topic and
trigger the readers to think along. Exclamatory
sentences carry a two-fold function: besides the ob-
vious function of expressing strong emotion, they

4As the effects of the features in (I), (II) and (V) regarding
framing are not affected by such perspective shift when used
in quotations, we do not exclude their quotation usage.
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also mark the propositional content of the utter-
ance as evident (Faure, 2017). For each article, we
calculate the ratio of QUESTION and EXCLAMA-
TORY SENTENCES, defined as their count divided
by the article’s total sentence amount. We exclude
their usage in quotations due to the same reason as
described in (III) above.

(V) Information Structure The political infor-
mation acquisition of individuals concerns not only
the factual knowledge, i.e., whether one correctly
knows certain events or political figures, but also
the structural knowledge, i.e., how the factual in-
formation is interrelated and organized (Tolochko
et al., 2019). In natural languages, the usage of
DISCOURSE CONNECTIVES, i.e., words or phrases
that link together two or more utterances in a dis-
course and signal the relationship between them,
has a crucial function of revealing coherence be-
tween events and conveying instructions about how
to integrate this information (Gernsbacher, 1997;
Graesser et al., 2004). In terms of German, a re-
cent empirical study by Blumenthal-Dramé (2021)
shows that the presence of discourse connectives
benefits German speakers in recognizing the dis-
course relation. Therefore, we assume that using
discourse connectives in news articles facilitates
the reader’s acquisition of structural knowledge.
For each article, we calculate the cumulative ratio
of the following types of DISCOURSE CONNEC-
TIVES: adversative (e.g., jedoch ‘yet’), causal (e.g.,
da ‘because’), concessive (e.g., obwohl ‘though’)
and conditional (e.g., wenn ‘if’).

5 Experimental Setup

5.1 Automated Feature Annotation

The detection for many features in Section 4
is straightforward, as it can be either based on
existing lexical resources or unambiguous cue
words. Nonetheless, reliably identifying the Ger-
man modal particles and discourse connectives is
extremely challenging due to their highly ambigu-
ous nature: for instance, the causal connective da
also has the locative adverb usage ‘there’. How-
ever, there are very few previous NLP work we can
build on. To our best knowledge, by now there is
still no labeled dataset that covers a comprehensive
enough range of German modal particles or dis-
course connectives, which could enable us to train
machine learning models. The only exception is
El-Assady et al. (2017), who integrate a rule-based

annotation system of these features into the visual
discourse analysis tool VisArgue.

The cue list and disambiguation rules of Vis-
Argue are curated by experts of linguistics and
thus theoretically valid, but the implementation of
the disambiguation rules is rather inaccurate: it is
mainly based on the position of a target cue in a
sentence and its adjacent words. We inherit the cue
list and disambiguation rules from VisArgue, but
optimize the disambiguation by incorporating infor-
mation of part-of-speech, morphological features
and dependency relation provided by the neural-
network NLP pipeline Stanza (Qi et al., 2020).

5.2 Determining Most Predictive Features

To quantify which features discussed in Section
4 are most distinctive in each newspaper source
(BILD, FAZ and SZ), for each source we fit a bi-
nary logistic regression model using the source as
response variable (e.g., is_BILD = 0 vs.1) and all
features described in Section 4 as predictors. All
feature values are standardized by removing the
mean and scaling to unit variance. As the top-
ical feature WELFARE shows a relatively strong
correlation to ECONOMY (Spearman’s ρ = 0.63,
p < 0.001) whereas the vocabulary of ECONOMY

has a broader coverage, we discard the feature WEL-
FARE. Among the other feature pairs, no strong
correlation was found (Spearman’s ρ < |0.40|; see
Figure 1 for all feature correlations).
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Figure 1: Correlation matrix of all features. The number
in each cell shows Spearman’s ρ. Blue tick labels mark
the rhetorical framing features.

As inspired by Frassinelli et al. (2021), we in-
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spect the z-value of each feature to find the most
predictive features for each source. The z-value
is defined as the ratio of the coefficient estimate
divided by its standard error: a larger absolute
value indicates a less uncertain estimate, which
in turn implies that the distributional difference of
the feature is larger between the articles belonging
to the source and those not belonging to the source.
Moreover, the sign of the z-value indicates the di-
rection of effect, i.e., a positive sign indicates that
the feature is predictive for articles belonging to
the source, and a negative sign indicates that the
feature is predictive for articles not belonging to
the source.

6 Results and Discussion

Figure 2 shows the within-source frequency of each
feature, computed as the count of a feature divided
by the total token amount of a source. It can be
observed that the rhetorical framing features are
extremely sparse, especially the modal particles.5

Yet, the logistic regression analysis reveals inter-
esting contrast between the usage of the features
in each newspaper. Figure 3 shows the z-values
of all significant features in predicting each source.
The detailed results are provided in Appendix A.
In what follows, we summarize the major findings
from the logistic regression analysis.

6.1 Topical Framing

Among all topical features, SECURITY and MORAL-
ITY show significant effects in predicting all three
newspapers, either in a positive direction or a
negative direction (see Figure 3): SECURITY

shows a positive effect in predicting articles from
the tabloid-newspaper BILD, whereas MORALITY

shows a positive effect in predicting articles from
the two qualities newspapers FAZ and SZ. Con-
sidering that different items within the same vo-
cabulary can carry different connotations and thus
frame the issue in different directions, we further
inspected which items within the vocabularies of
these frames are most representative of each news-
paper. To this end, we adapted the measure of
PMI-freq (Jin et al., 2020) to calculate the associa-
tion strength of an item i in each vocabulary set and
a newspaper N . PMI-freq is derived from the con-
cept of pointwise mutual information (PMI), but it
overcomes PMI’s shortage of preferring rare words

5This is unsurprising given that modal particles in German
are more prevalent in spoken texts.

by incorporating the frequency of an item into the
calculation. The definition of PMI-freq is shown
below, where f(i) stands for the overall frequency
of i in the whole dataset:

PMI-freq(i; N) =

{
log(f(i)) log P (i,N)

P (i)P (N)
if f(i) ≥ 50

0, otherwise

Table 2 shows the top 5 items for SECURITY and
MORALITY with the highest PMI-freq. The three
newspapers show striking differences in the per-
spectives they emphasize: for SECURITY, all items
from BILD are clearly related to criminality or
terrorism, rendering the refugees as causing prob-
lems for domestic security. Words like ‘assault’
and ‘arson’ also suggest that BILD frequently fo-
cuses on individual criminal cases. In contrast, all
keywords in FAZ are related to the security situ-
ation of the refugees on the migration route (e.g.,
‘human smuggling’) or in their countries of origin
(e.g., ‘war’). This renders the refugees as being
threatened instead of as a threat. SZ shows a mixed
focus on both security situation on the migration
route (e.g., ‘coast guard’) and illegal issues in the
asylum procedure (‘abuse of asylum’). Regard-
ing MORALITY, top 3 of the 5 items in BILD are
related to xenophobia. The other two items indi-
cate a focus on the acceptance capacity (‘upper
limit’) and the impact of refugees on the welfare
system (‘Hartz IV’; an unemployment benefit in
Germany). This contrasts especially strongly with
SZ, where most items are related to humanitarian
aid and solidarity. FAZ displays a mixed focus on
both humanitarian aspects (‘voluntary’, ‘moral’)
and broader politico-economic issues (‘economic
migrant’, ‘international law’).

6.2 Rhetorical Framing
Though the topical framing features already re-
veal strong differences between the newspapers,
the rhetorical framing features allow us to detect
more subtle framing strategies on a deeper level. In
what follows, we illustrate the results with selected
examples for clarity purposes, but most of the de-
scribed framing effects of the features arise from
their intrinsic semantics (described in Section 4.2),
and thus generate beyond the selected examples.

Among all three newspapers, BILD shows the
most distinctive characteristics regarding the rhetor-
ical framing features. The positive z-values of EX-
CLAMATORY SENTENCES and QUESTION show an
emotional and interactive language usage in BILD.
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Security Morality
BILD ISIS, U-haft ‘custody’, Körperverletzung

‘assault’, Brandstiftung ‘arson’, Totschlag
‘homicide’

fremdenfeindlich ‘xenophobic’, Anfeindung
‘hostility’, ausländerfeindlich ‘hostile to for-
eigners’, Hartz IV, Obergrenze ‘upper limit’

FAZ Verfolgte ‘persecuted’, Menschenschmuggel
‘human smuggling’, Verfolgung ‘persecution’,
unbegleitete Minderjährige ‘unaccompanied
juveniles’, Krieg ‘war’

ehrenamtlich ‘voluntary’, moralisch ‘moral’,
Wirtschaftsmigrant ‘economic migrant’, Völk-
errecht ‘international law’, Verpflichtung
‘obligation’

SZ Schutzstatus ‘protected status’, inhaftieren
‘detain’, Asylmissbrauch ‘abuse of asylum’,
Minderjährige ‘juveniles’, Küstenwache
‘coast guard’

human ‘humane’, Humanität ‘humanity’, Ex-
istenzminimum ‘subsistence level’, Konven-
tion ‘convention’, Solidarität ‘solidarity’

Table 2: The top 5 keywords in the vocabulary of security and morality with highest PMI-freq to each newspaper.
The words are sorted in descending order by PMI-freq.

Even though their usage within quotations is not
included when fitting the logistic regression model,
exclamatory sentences still show a strong predictive
power for BILD-articles as reflected by the large
z-value. This indicates that exclamatory sentences
are systematically employed in BILD. Here it is

worth pointing out the powerful effect of exclam-
atory sentences in framing a message as evident
or factive: e.g., Example (4) not only conveys a
sensational flavor, but also emphasizes that it is a
fact that the refugees do not want to be accommo-
dated in the gymnasiums. This covertly prevents
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the readers from further questioning the plausibility
of the information.

(4) Viele Flüchtlinge wollen gar nicht in den
Turnhallen wohnen! (BILD)

‘Many refugees don’t want to be accommo-
dated in the gym!’

The positive z-values of AROUSAL and ADVERBS

FOR ITERATION OR CONTINUATION also reflect a
sensational language style in BILD. Especially, the
positive effect of adverbs for iteration or continu-
ation indicates that BILD is more likely to render
certain events or aspects as long-lasting or repeat-
ing. This has an especially strong framing effect in
the context of negative consequences of the refugee
influx: e.g., in Example (5), the adverb ‘continu-
ous’ insinuates that the chaotic situation should
have been long since solved but still is not, shed-
ding a negative light on the administrations.

(5) Das seit Monaten andauernde unwürdige
Chaos bei der Aufnahme von Flüchtlingen
in Berlin hat zu personellen Konsequenzen
geführt. (BILD)

‘The continuous undignified chaos in
refugee reception in Berlin has led to per-
sonnel consequences.’

Overall, it can be observed that BILD systemati-
cally applies emotionally charged language. This is
also reinforced by BILD’s focus on criminality and
xenophobia as mentioned in 6.1, which are both
inherently emotional topics.

FAZ and SZ exhibit a more structuralized and
sophisticated reporting style. CONNECTIVES, to-
gether with most of the presupposition triggers and
modal particles, turn out to be predictive features
for FAZ- and SZ-articles. Regarding the usage
of presupposition triggers, they exhibit an inter-
esting contrasting behavior to BILD: whereas ad-
verbs for iteration or continuation are predictive
for BILD-articles, SCALAR PARTICLES are found
instead to be predictive for FAZ- and SZ-articles.
Scalar particles have an inherent attitudinal charac-
teristic. Consider Example (6): the scalar particle
‘not even’ presupposes that among all tasks in pro-
cessing refugee cases, fingerprint collection is the
most basic one. This evokes a strongly attitudinal
inference that the capacity shortage in the countries
under discussion has been extremely acute.

(6) Die Staaten an der Südgrenze der EU

[...] schaffen es noch nicht einmal, von je-
dem Ankömmling einen Fingerabdruck zu
nehmen. (FAZ)

‘The states on the southern border of the
EU [...] do not even manage to take a fin-
gerprint of every arrival.’

Last, intriguing characteristics in the usage of
modal particles can also be observed from FAZ and
SZ. Even though modal particles are rather typi-
cal in speech instead of highly-edited written texts,
and we did not consider their usage within quo-
tations, most of the modal particle categories still
show a significant effect in predicting FAZ- and SZ-
articles. This implies that there is indeed an inten-
tional usage of them by journalists of the two news-
papers. Modal particles for COMMON GROUND, i.e.
ja, are predictive for both FAZ- and SZ-articles. As
ja conveys that the propositional content of the sen-
tence is already in the common ground between the
author and the readers, its usage frames a message
as uncontroversial and covertly makes the message
difficult to refute. For instance, the ja in Exam-
ple (7) renders the author’s stance Merkel is right
as being already accepted by all readers, thereby
tricking the readers to agree with him.

(7) Merkel hat ja recht: Deutschland kann
seine Grenzen nicht schließen. (SZ)

‘Merkel is ja right: Germany cannot close
its borders.’

However, FAZ and SZ differ in their usage of modal
particles for RESIGNED ACCEPTANCE and WEAK-
ENED COMMITMENT: modal particles for resigned
acceptance, i.e., eben and halt, have a high posi-
tive z-value in predicting SZ-articles but not FAZ
articles. As such modal particles modify a propo-
sition as obvious and unchangeable, they have a
strong effect in imposing the reader to accept the
proposition. This effect is especially typical in
argumentative context: e.g., in Example (8), the
model particle eben conveys that the author’s rea-
soning of the death cases is obvious and thus must
be accepted. Rendering the argumentation as un-
controversial subtly closes the possibility of any
further challenges or discussions.

(8) Im Mittelmeer wird derweil weiter gestor-
ben – weil es eben für Flüchtlinge und Mi-
granten keinen legalen Weg nach Europa
gibt. (SZ)

‘Meanwhile, there are further death cases
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at the mediterranean sea – because there is
eben no legal route to Europe for refugees
and migrants.’

In contrast, the modal particle for WEAKENED

COMMITMENT, i.e., wohl, is shown to be predic-
tive for FAZ-articles but not SZ-articles. Wohl as
a two-faceted function: it renders a proposition as
highly probable, but also conveys that the author is
not fully committed to its truth. Consider Example
(9): wohl there conveys that the author has enough
plausible evidence to support his assertion that no
alternative solution could be found, but also signals
that this assertion is not absolutely true and could
be defeated. This tactfully relieves the author from
being liable for the validity of his claim.

(9) Es gibt wohl gar keine andere Lösung , als
die Flüchtlinge in den jeweiligen Ländern
so schnell wie möglich in Arbeitsverhält-
nisse zu bringen. (FAZ)

‘There is wohl no other solution than to get
the refugees into employment in the respec-
tive countries as quickly as possible.’

Whereas eben/halt has a strengthening effect,
wohl rather weakens a proposition. Taking together
the different properties of these two modal particle
types and the high positive z-value of AROUSAL in
SZ, it can be observed that SZ tends to use more
intensive language than FAZ.

7 Conclusion and Outlook

Previous research in framing detection has focused
heavily on topical framing, leaving the effect of in-
dividual linguistic devices in framing understudied.
Addressing this weakness, we theoretically derived
a set of in-depth semantic and pragmatic features
relevant to framing, and implemented an automatic
annotation pipeline for identifying them. Combin-
ing them with shallow topical framing cues enabled
us to identify deeper differences in framing strate-
gies employed by different German newspapers in
the discourse of the European Refugee Crisis.

The advantage of our approach is its linguistic
depth and explainability: to our best knowledge,
all the proposed features have still not been stud-
ied in respect of framing in a large-scale fashion.
Our work contributes to both NLP and social sci-
ences by extending the knowledge of linguistic
aspects of framing. For future NLP work on fram-
ing detection, this work has two indications: first,

framing detection should not be restricted to topi-
cal frames. Many linguistic devices also play cru-
cial roles in framing by affecting how a message
should be received by individuals. Second, though
handcrafted feature sets have multiple restrictions,
a more in-depth framing detection can still ben-
efit from consciously incorporating theoretically
derived features. As shown by our study, the distri-
bution of many important linguistic devices could
be extremely sparse, whose effects might thus be
challenging for NN-based algorithms to capture.

This work is not without limitations. First, the
various types of modal particles involved in this
work do not exist in all languages, and their taxon-
omy in different languages can vary from the one
applied here. Our automated annotation pipeline
is also German-specific by now. However, other
rhetorical framing devices and their effects dis-
cussed in this work are language-independent and
can thus be applied to framing analysis for other
languages. Second, this work only covers a lim-
ited range of linguistic features: due to the lack
of existing tools or annotated datasets, we adopt
a rule-based approach for the automated feature
identification. Some relevant cues for the rhetori-
cal framing features are left out because their dis-
ambiguation is highly context-dependent and dif-
ficult to realize with rules. Future work will con-
sider using our automated annotation pipeline as
a weak-labeling assistance and creating datasets
for detecting the linguistic features with supervised
methods. Moreover, for modal particles and pre-
supposition triggers, a more fine-grained analysis
direction would be to identify the actors involved
in sentences containing these devices, and detect
frames using discourse network analysis on the ac-
tors (following van Atteveldt et al., 2017). Despite
these limitations, we hope that our initial work on
rhetorical framing strategies will facilitate future
work on investigating the deeper linguistic dimen-
sions of framing.
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A Logistic Regression Results

Table 3-5 shows the logistic regression results of all
features for BILD, FAZ and SZ (see Section 5.2).
The significant level is set to 0.05 in the experiment.
The features in each table are sorted by the estimate
in descending order (*: p ≤ 0.05; **: p ≤ 0.01;
***: p ≤ 0.001).

Feature Estimate Std. Error z-Value p

exclamation 5.145 0.187 27.486 < 2e-16***
security 0.276 0.020 14.041 < 2e-16***
question 0.069 0.018 3.773 0.00016***
public_opinion 0.049 0.015 3.183 0.00146**
arousal 0.048 0.017 2.899 0.00374**
adv_iter_cont 0.043 0.015 2.837 0.00455**
economy 0.004 0.016 0.245 0.80623
legal -0.014 0.017 -0.831 0.40574
politics -0.017 0.016 -1.058 0.29013
policy -0.020 0.018 -1.104 0.26961
identity -0.026 0.016 -1.677 0.09351
weak_commit -0.055 0.016 -3.421 0.00062***
morality -0.102 0.016 -6.382 1.75e-10***
scalar_particle -0.171 0.017 -10.241 < 2e-16***
common_ground -0.224 0.028 -8.147 3.74e-16***
resigned_accept -0.266 0.034 -7.893 2.95e-15***
connective -0.408 0.017 -24.664 < 2e-16***

Table 3: Logistic regression results of BILD.

Feature Estimate Std. Error z-Value p

connective 0.262 0.015 17.061 < 2e-16***
economy 0.108 0.016 6.721 1.81e-11***
scalar_particle 0.084 0.015 5.518 3.42e-08***
morality 0.062 0.016 3.874 0.00011***
common_ground 0.049 0.016 3.115 0.00184**
weak_commit 0.033 0.015 2.175 0.02964*
identity 0.029 0.017 1.745 0.08095
policy 0.019 0.019 1.047 0.29529
resigned_accept 0.012 0.019 0.607 0.54414
question -0.008 0.017 -0.453 0.65051
legal -0.009 0.019 -0.487 0.62613
politics -0.034 0.017 -2.053 0.04011*
adv_iter_cont -0.063 0.017 -3.693 0.00022***
public_opinion -0.069 0.018 -3.728 0.00019***
arousal -0.182 0.018 -10.110 < 2e-16***
security -0.254 0.023 -10.921 < 2e-16***
exclamation -3.874 0.198 -19.605 < 2e-16***

Table 4: Logistic regression results of FAZ.

Feature Estimate Std. Error z-Value p

connective 0.185 0.017 11.152 < 2e-16***
resigned_accept 0.151 0.022 6.912 4.76e-12***
arousal 0.136 0.019 7.052 1.76e-12***
scalar_particle 0.103 0.016 6.528 6.66e-11***
common_ground 0.082 0.017 4.813 1.49e-06***
politics 0.062 0.017 3.543 0.000396***
morality 0.053 0.017 3.036 0.0024**
weak_commit 0.030 0.016 1.892 0.05849
legal 0.023 0.019 1.232 0.21792
adv_iter_cont 0.013 0.017 0.774 0.4389
public_opinion 0.007 0.017 0.385 0.70009
identity 0.005 0.018 0.274 0.78409
policy 0.002 0.020 0.108 0.91433
question -0.089 0.025 -3.587 0.00033***
security -0.145 0.023 -6.343 2.25e-10***
economy -0.167 0.020 -8.244 < 2e-16***
exclamation -4.433 0.302 -14.684 < 2e-16***

Table 5: Logistic regression results of SZ.

174



Proceedings of the 7th Joint SIGHUM Workshop on Computational Linguistics for Cultural Heritage, Social Sciences, Humanities and Literature
(LaTeCH-CLfL2023), pages 175–182

May 5, 2023 ©2023 Association for Computational Linguistics

Named Entity Annotation Projection Applied to Classical Languages

Tariq Yousef ∗ Chiara Palladino † Gerhard Heyer ∗ Stefan Jänicke‡

∗Leipzig University †Furman University ‡University of Southern Denmark
<tariq.yousef@uni-leipzig.de>

Abstract

In this study, we demonstrate how to apply
cross-lingual annotation projection to transfer
named-entity annotations to classical languages
for which limited or no resources and anno-
tated texts are available, aiming to enrich their
NER training datasets and train a model to per-
form NER tagging. Our approach employs
sentence-level aligned corpora of ancient texts
and the translation in a modern language, for
which high-quality off-the-shelf NER systems
are available. We automatically annotate the
text of the modern language and employ a state-
of-the-art neural word alignment system to find
translation equivalents. Finally, we transfer the
annotations to the corresponding tokens in the
ancient texts using a direct projection heuristic.
We applied our method to ancient Greek and
Latin using the Bible with the English transla-
tion as a parallel corpus. We used the resulting
annotations to enhance the performance of an
existing NER model for ancient Greek.

1 Introduction

Named Entity Recognition (NER), like other NLP
tasks, has benefited from the advances in language
modeling and the availability of large annotated
corpora. Numerous high-quality NER models are
available for modern languages. However, classi-
cal and ancient languages lack adequate annotated
data and language models essential for training
NER models. Therefore, annotation projection can
be employed over parallel text corpora to overcome
this problem and transfer the annotation from mod-
ern languages for which accurate off-the-shelf NER
systems are available.

The core concept of annotation projection is to
perform automatic or manual linguistics annotation
on a text and project the annotation to its transla-
tion using mapping heuristics that link the entities
with their correspondences. Translation alignment
has been used for this purpose to transfer various

linguistic annotations, such as Semantic Role la-
bels (Padó and Lapata, 2009; Kozhevnikov and
Titov, 2013), Part-of-Speech (Huck et al., 2019;
Tiedemann, 2014; Wisniewski et al., 2014), Named
Entities tags (David et al., 2001; Ni et al., 2017;
Jain et al., 2019), Relations and Arguments (Kim
et al., 2010, 2014; Faruqui and Kumar, 2015; Lou
et al., 2022), Semantic Parsing (Shao et al., 2020;
Hinrichs et al., 2022), Syntactic and Dependency
parsing (Xiao and Guo, 2015; Guo et al., 2015;
Tiedemann, 2015). Recently, neural translation
alignment models were able to produce accurate
alignments for a variety of modern and classical
languages, even with no or a small amount of train-
ing data profiting from contextualized multilingual
language models.

In this paper, we present a processing pipeline
to transfer NE annotations from a text in mod-
ern languages to parallel texts in classical or low-
resourced languages. We use accurate NER models
for modern languages and employ state-of-the-art
neural alignment models at the word level to find
the translation equivalents. Further, we propose a
direct projection heuristic that maps the annotations
from source to target tokens considering various
alignment types. We used the obtained entities to
improve the accuracy of existing NER models for
ancient Greek. The proposed approach works for
any language pair provided the parallel corpora are
available and aligned at the sentence or paragraph
level.

2 Related Work

Cross-lingual annotation projection of named enti-
ties in a parallel corpus has two main scenarios:
The first scenario incorporates machine transla-
tion to translate the detected named entities of the
source text and tries to look up the translated en-
tities in the corresponding parallel sentence using
various matching heuristics based on orthographic
and phonetic similarity and edit distance text sim-
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Figure 1: An overview of the proposed pipeline.

ilarity (Ehrmann et al., 2011; Jain et al., 2019).
The second scenario employs automatic word align-
ment to find the translation equivalents of the de-
tected entities in the parallel sentence and project
the annotation (Ni et al., 2017; Agerri et al., 2018).
On NER in Digital Classics: The Classical Lan-
guage Toolkit (CLTK) is the largest Python library
to perform NLP tasks on ancient languages, includ-
ing NER (Johnson et al., 2021). However, the lack
of adequately annotated datasets for most classical
languages is a fundamental hindrance to the high
performance of this task. Other efforts have been
made, starting from large annotated datasets of spe-
cific sources, using semantic annotation platforms
and Machine Learning (Berti, 2019). Yousef et al.
(2023b) trained a transformer-based NER for an-
cient Greek; however, the model performed poorly
on multi-token entities since the training data used
in the training process is composed of single-token
entities.

3 Methodology

Figure 1 illustrates the proposed pipeline, it con-
sists of three main components. We start with
collecting and preparing a parallel corpus of an-
cient languages and at least one modern language,
such as English, for which a high-quality off-the-
shelf NER annotation tool is available. The cor-
pus must be aligned at the sentences or paragraph
level. Then we use a NER tool such as spaCy1,
AllenNLP2 (Gardner et al., 2017), or flairNLP3 (Ak-
bik et al., 2019) to annotate the text of the modern
language. In parallel, we use a state-of-the-art au-
tomatic alignment model to align the parallel sen-
tences and extract the translation equivalents. An
unsupervised fine-tuning using the parallel corpus

1https://spacy.io/
2https://allenai.org/allennlp
3https://github.com/flairNLP/flair

can be employed using different training objectives
to improve the word alignment accuracy. Subse-
quently, we find the corresponding translations of
the detected named entities and project the annota-
tion using a direct mapping heuristic. In our exper-
iment, we used the Bible in Ancient Greek, Latin,
and English.

3.1 Corpus Collection

The Bible is an ideal source of parallel texts and
is available in several modern and ancient lan-
guages. The corpus includes 31,102 verses (23,145
verses in the Old Testament and 7,957 in the
New Testament). Further, the corpus is aligned
at the verse level thanks to its hierarchical structure
(Book/Chapter/Verse), which allows for producing
accurate alignments at the word level. It is also rich
in named entities, especially persons and locations.
Nevertheless, the Bible corpus has its limitations
regarding the language style and text diversity.

We used the Bible Corpus repository4 to build
our parallel corpus. The repository includes
translations of the Bible in over 100 languages
(Christodouloupoulos and Steedman, 2015). For
our experiment, we used ancient Greek and Lat-
inwith the English translation. Every verse has
a unique ID that encapsulates the information of
the book, chapter, and verse; This ID is unified
among all translations. The ancient Greek transla-
tion was unavailable in the repository; therefore,
we collected it from the Perseus Digital Library5.
We followed the same naming convention to assign
verse IDs.

4https://github.com/christos-c/bible-corpus
5https://scaife.perseus.org/library/urn:cts:

greekLit:tlg0031/
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Figure 2: Annotation projection example.

3.2 Automatic NER Tagging

Recently, tremendous progress has been made
in the field of NER tagging with the advent of
transformer models and the availability of training
datasets of adequate size. Several NER Tagging
systems were developed for many languages, espe-
cially modern European languages, and achieved
high accuracy. However, these models are trained
on modern texts, and their performance varies when
annotating classical texts, such as the Bible.

Therefore, we benchmarked three state-of-the-
art NER tagging tools for English, SpaCy, Al-
lenNLP, and flairNLP, to select the best model
that delivers the highest accuracy on the biblical
text6. The comparison revealed that AllenNLP and
flairNLP significantly outperformed spaCy, and
their performance was so close (Figure 3). In this
study, we used AllenNLP NER tagger with four
entity classes (PERS, LOC, ORG, MISC).

3.3 Automatic Translation Alignment

Translation alignment aims to link words/tokens in
the source text with their correspondences in the
translation. With the recent advances in multilin-
gual transformer models and neural machine trans-
lation, a new era of alignment models has begun.
Neural models, which significantly outperformed
the statistical models, achieved state-of-the-art per-
formance on a variety of language pairs (Zenkel
et al., 2020; Jalili Sabet et al., 2020; Dou and Neu-
big, 2021; Garg et al., 2019; Chen et al., 2021), in-
cluding ancient languages (Yousef et al., 2022a,c).

In our experiment, we employed an automatic
alignment workflow that utilizes cross-lingual se-
mantic similarity among tokens based on contextu-
alized embeddings derived from multilingual lan-
guage models such as mBERT (Devlin et al., 2018)
or XLM-RoBERTa (Conneau et al., 2019) and de-
rive the word-level alignments from the obtained
similarity matrix using various heuristics auch as
ARGMAX, ITERMAX (Jalili Sabet et al., 2020),

6More information is available in the appendix

SOFTMAX, ENTMAX (Dou and Neubig, 2021), and
OPTIMAL TRANSPORT (OS) (Chi et al., 2021).

Various training objectives can be employed to
fine-tune the language model supervised and un-
supervised in order to enhance the cross-lingual
transfer of the word embeddings and improve the
alignment accuracy consequently. For instance,
Translation Language Modeling (TLM) (Conneau
and Lample, 2019), Self-training (SO) and Paral-
lel Sentence Identification (PSI) objectives (Dou
and Neubig, 2021),and Denoising Word Alignment
(DWA) (Chi et al., 2021).

We trained a multilingual language model7 that
performed well on ancient Greek, Latin, and En-
glish language pairs (Yousef et al., 2022a). We fine-
tuned XLM-RoBERTa unsupervised with a large
corpus of parallel sentences in ancient languages
and supervised with manually aligned translation
pairs extracted from Ugarit database (Yousef et al.,
2022b). We employed this language model in our
experiment to derive word embeddings, COSINE

SIMILARITY as a similarity measure, and ITER-
MAX as an alignment extraction heuristic since
it achieved the best Phrase Alignment Accuracy
(PAC) with large margin (Yousef et al., 2023a) and
the second lowest Alignment Error Rate (AER)
(Yousef et al., 2022a) on the ancient Greek-English
dataset.

3.4 Annotation Projection

The basic premise from which we start is that
named entities are informative components of
any text and contribute to its meaning; there-
fore, a good translation should preserve the
named entities of the original text and their
relations. Suppose we have a sentence pair
S = {s1, s2, · · · , sn} and its translation T =
{t1, t2, · · · , tm}. S is already NER annotated and
E = {(sk, Loc), ({sj , sj+1}, P ers) · · ·} is the set
of detected entities, and S, T are already aligned
at word level and A = {(si, tj), · · · , (sn, tm)} is
the set of translation pairs. In order to project the

7https://huggingface.co/UGARIT/grc-alignment/
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annotations from S to T , we followed a simple
mapping heuristic that considers the different align-
ment types:

When the entity e(si, Cat) ∈ E, whether a single-
or multi-token entity, is aligned to:

• a single token tj (si, tj) ∈ T (one-to-one or
many-to-one alignments). We assign tj the
same category as the source entity (tj , Cat).
For instance, Mary-Μαρία, James-᾿Ιακώβου,
and Joses-᾿Ιωσὴφ in Figure 2.

• multiple tokens {(si, tj), (si, tk)} ⊂ T (one-
to-many or many-to-many alignments), in this
case, if the corresponding tokens are consec-
utive |j − k| = 1, they will be considered as
one multi-token entity ({tj , tk}, Cat). Other-
wise, we annotate the range of tokens from j
to k as one entity ({tj , · · · , tk}, Cat). How-
ever, if |j − k| > 2, we create two separate
entities (tj , Cat) and (tk, Cat). For instance,
Mary Magdalene and Μαρία ἡ Μαγδαληνὴ
in Figure 2.

• NULL, i.e. the entity has no correspondence
in the target language (one-to-null or many-
to-null alignments), then no projection is re-
quired.

4 Results

We employed the projection approach to the 7950
verses of the new testament and resulted in 6,567
ancient Greek entities (6,104 single-token and 463
multi-token entities) and 6481 Latin entities (5940
single-token an 541 multi-token).
We performed qualitative evaluation to estimate
the quality of the produced annotations on two lan-
guage pairs: English-Ancient Greek and English-
Latin. Two domain experts manually assessed
100 random verses, which corresponded to about
550 extracted entities per language, and assigned a
score to each detected entities. Table 1 summarizes
the evaluation results: The performance on Ancient
Greek achieved the highest accuracy (86.63%) fol-
lowed by Latin (82.34%).

The automatic NER annotation of English text
achieved over 94% accuracy and the entities align-
ment on Ancient Greek-English achieved the high-
est accuracy (91.9%), since the alignment model
is optimized for this language pair. However, the
entities classification errors were common for per-
sonal names classified as locations and vice versa.

In some cases, a Greek or Latin noun would be
misclassified as a consequence of the English trans-
lation, which adopted a different type of entity:
many ethnonyms, which would be classified as
MISC in our dataset, were translated in English as
location names, and therefore classified as LOC.
Additionally, incomplete or partial alignments were
frequent in the dataset (9 cases in Ancient Greek,
28 in Latin)especially in multi-token entities such
as "Jesus Christ", "Simon Zelotes", or "Pontius
Pilate".

Further, we used the resulted annotations to ex-
tend the available NER training dataset for ancient
Greek8 and fine-tune the existing ancient Greek
NER models proposed by Yousef et al. (2023b)9.
The obtained model achieved a higher F1, and a bet-
ter performance on multi-token entities as reported
in Table 2.

5 Conclusion

In this experiment, we used translation alignment
to project NER annotations from texts in modern
languages to texts in ancient languages in order to
create NER datasets for such languages, enrich the
available datasets, or annotate texts where the exist-
ing NER models fail to create accurate annotations.
The proposed approach can be employed to any
parallel corpus, not only the Bible. However, many
factors might affect the annotation performance,
such as the translation quality, text genre, and per-
formance of the NER tool of the modern language
used in the parallel corpus. Also, the proposed
method can be applied to low-resourced modern
languages to enrich the annotated NER training
dataset. The automatic alignment accuracy varies
between language pairs; It is not surprising that
the English-Ancient Greek alignments are more
accurate than the English-Latin since the language
model used in the experiment is mainly fine-tuned
on Ancient Greek texts. This experiment is a proof
of concept, and due to limited computational re-
sources, we used a subset of the Bible corpus (New
Testament only). Using the entire corpus with other
parallel corpora will result in more named entities
and accurate NER models.

8https://scaife.perseus.org/reader/urn:cts:
greekLit:tlg0008.tlg001.perseus-grc4

9https://huggingface.co/UGARIT/flair_grc_bert_
ner
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Score Ancient Greek Latin
correct alignment / correct NER 86.63% 82.34%
incorrect alignment / correct NER 7.26% 12.87%
correct alignment / incorrect NER 5.28% 3.96%
incorrect alignment / incorrect NER 0.83% 0.83%

Table 1: Manual evaluation of 100 randomly selected verses.

6 Limitations

The proposed approach requires accurate parallel
corpora to achieve good results. Further, it em-
ploys two automatic components, and getting ac-
curate results is subject to the performance of the
two components and their success in annotating
and aligning the texts. However, the workflow de-
pends, in the first place, on the accuracy of the
automatic NER tagger because if it can not detect
the entity, it will not be projected. Replacing one
or both automatic components with manual anno-
tation or alignment would significantly enhance
performance. Another obstacle is that multilingual
language models do not support all languages and
alphabets. We tested the projection approach on
Coptic and Syriac translations of the Bible, and
the results were terrible. The alignment workflow
failed to generate accurate alignments since the lan-
guage model we used to derive the embeddings is
fine-tuned XLM-RoBERTa model, whose vocab-
ulary is limited and does not support Coptic and
Syriac alphabets.
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A Appendix

NER models benchmarking

For benchmarking, we used spaCy with
en_core_web_lg model, flairNLP10 with ner-
english-large model, and AllenNLP with
tagging-elmo-crf-tagger. We annotated 100
random verses of the Bible and evaluated the
results manually. The precision of the three

10https://github.com/flairNLP/flair

models was close, but regarding the Recall, spaCy
underperformed the other models significantly.
From 7937 verses of the new testament, spaCy
detected 3,788 entities, AllenNLP 6,403 entities,
and flairNLP 6,883 entities. This explains why
spaCy achieved low Recall.

Automatic Text Alignment

Embeddings: We used UGARIT/grc-alignment11

language model as source of embedddings and Co-
sine similarity to create the similarity matrix.

Alignment Extraction: We used Itermax (Jalili Sa-
bet et al., 2020) to extract the translation pairs from
the similarity matrix. We used the code as it is
provided by authors12.

Fine-tuning: To fine-tune the language models we
used the training objectives proposed by Dou and
Neubig. The code for fine-tuning is available on
the authors Github repository13.

NER model Trainig

To train a NER model for ancient Greek with
the results of the annotation projection process,
we used Flair framework14 (Akbik et al., 2019)
and pranaydeeps/Ancient − Greek − BERT
language model using 75% of the data for train-
ing, 12.5% for testing, and 12.5% as development
dataset. We trained the models 10 epochs and used
Conditional Random Field (CRF) for prediction.
The size of the training dataset is (18,276 PERS,
6,655 MISC, 3,415 LOC, and 61 ORG)

11https://huggingface.co/UGARIT/grc-alignment/
12https://github.com/cisnlp/simalign
13https://github.com/neulab/awesome-align
14https://github.com/flairNLP/
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Our Model UGARIT/flair_grc_bert_ner
Precision Recall F1-score Precision Recall F1-score

Traing PER 92.87 % 94.31 % 93.59 % 91.24% 94.45% 92.82%
MISC 84.49 % 82.32 % 83.39 % 80.92% 83.17% 82.03%
LOC 82.99 % 82.99 % 82.99 % 86.86% 78.35% 82.38%

Table 2: Training results.

Figure 3: A performance comparison between three STOA NER models on biblical text (1 Thessalonians 1:1).
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Jäschke, Robert, 110

Kang, Hyun Jung, 141
Kardos, Márton, 128
Kostkan, Jan, 128
Kristensen-mclachlan, Ross, 116
Kunilovskaya, Maria, 152

Lam, Kam-yiu, 1
Lassen, Ida Marie, 116
Lee, John, 1
Litta, Eleonora, 82

Menini, Stefano, 135
Moretti, Giovanni, 82
Mortensen, Jacob Palle Bliddal, 128

Nguyen, Trang, 28
Niekler, Andreas, 99
Nielbo, Kristoffer Laigaard, 128

Paccosi, Teresa, 135
Palladino, Chiara, 175
Paroubek, Patrick, 72
Passarotti, Marco, 82
Pawłowski, Adam, 63
Pellegrini, Matteo, 82
Popescu-belis, Andrei, 10

Rousseau, Ismaël, 141
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