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Introduction

Linguistic annotation of natural language corpora is the backbone of supervised methods of statistical natural language processing. The Linguistic Annotation Workshop (LAW) is the annual workshop of the ACL Special Interest Group on Annotation (SIGANN), and it provides a forum for the presentation and discussion of innovative research on all aspects of linguistic annotation, including the creation and evaluation of annotation schemes, methods for automatic and manual annotation, use and evaluation of annotation software and frameworks, representation of linguistic data and annotations, semi-supervised “human in the loop” methods of annotation, crowd-sourcing approaches, and more. As in the past, this year’s LAW provides a forum for annotation researchers to work towards standardization, best practices, and interoperability of annotation information and software. These proceedings include papers that were presented at the 17th Linguistic Annotation Workshop (LAW-XVII), co-located with ACL 2023 in Toronto, Canada, on July 13, 2023.

This edition of the workshop is the seventeenth meeting of the ACL Special Interest Group for Annotation. The first workshop took place in 2007 at the ACL in Prague. Since then, the LAW has been held every year, consistently drawing substantial participation (both in terms of paper/poster submissions and participation in the actual workshop) providing evidence that the LAW’s overall focus continues to be an important area of interest in the field, a substantial part of which relies on supervised learning from gold standard data sets. This year, we received 51 submissions, out of which 26 papers have been accepted to be presented at the workshop. In addition, 9 papers accepted to the Findings of ACL 2023 have been invited to be presented at the LAW.

The papers presented at LAW-XVII cover phenomena in a diverse range of 23 languages: Ancient Greek, English, Turkish, German, Czech, Spanish, Bengali, Italian, Hungarian, French, Chinese, Arapaho, Arabic, Gujarati, Hebrew, Hausa, Hindi, Indonesian, Javanese, Kannada, Sundanese, Swahili, and Yoruba.

The special theme of LAW-XVII is Ethics and Annotation. The workshop includes a discussion session about various aspects of ethics related to annotation work, e.g., the treatment of annotators, psychological health of annotators, bias, ethics in crowd-sourcing annotation scenarios, or annotation of information regarding ethics in text. LAW-XVII also features invited talks by Emily Bender (University of Washington, USA), Anne Lauscher (University of Hamburg, Germany), and Lilian Wanzare (Maseno University, Kenya).

Our thanks go to SIGANN, our organizing committee, for their continuing organization of the LAW workshops, and to the ACL 2023 workshop chairs, Eduardo Blanco, Yang Feng, and Annie Louis, for their support. Most of all, we would like to thank all the authors for submitting their papers to the workshop and our program committee members for their dedication and their extremely thoughtful reviews.
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Abstract

In this paper, we present the interim results of a transformer-based annotation pipeline for Ancient and Medieval Greek. As the texts in the Database of Byzantine Book Epigrams have not been normalised, they pose more challenges for manual and automatic annotation than Ancient Greek, normalised texts do. As a result, the existing annotation tools perform poorly. We compiled three data sets for the development of an automatic annotation tool and carried out an inter-annotator agreement study, with a promising agreement score. The experimental results show that our part-of-speech tagger yields accuracy scores that are almost 50 percentage points higher than the widely used rule-based system Morpheus. In addition, error analysis revealed problems related to phenomena also occurring in current social media language.

1 Introduction

Despite the nonexistence of the world wide web in the Middle Ages, Byzantine book epigrams bear some resemblance to current social media, such as Twitter.¹ Just like a tweet, a book epigram is usually a rather short, personal statement of an author, who expresses themselves on their daily occupation, i.e. copying manuscripts. Furthermore, the typeface of both tweets and book epigrams displays a lot of orthographic inconsistencies as the content is often written phonetically. However, the big difference between social media and Byzantine book epigrams is the amount of text available for NLP: 575,000 tweets are sent every minute, while the Database of Byzantine book epigrams (DBBE) (Ricceri et al., 2023) counts 12,000 epigrams in total.

The Byzantine book epigrams that make up the DBBE, can be defined as metrical para-texts, i.e. poems standing next to (para, from the Greek word παρά) another text or figure. They often appear in the margins of manuscripts or as scribblings between two paragraphs. Concerning content, these epigrams, among other things, comment on the main text of the manuscript, give some insight in the life of the scribe or show off the scribe’s knowledge. DBBE Occurrence 32143 serves as an example, provided with the authors’ translation:

(1) ὡσπερ ξένοι χαίρουσιν ιδεῖν πατρίδα οὕτω καὶ οἱ γράφοντες βιβλίου τέλος
Just like travellers rejoice upon seeing their homeland,
so do writers upon reaching the end of a book.²

The orthographic idiosyncrasies these book epigrams display are mainly due to a phonetic evolution, called itacism, which indicates the shift of the classical Athenian pronunciation of the vowels ι [i], η [ε], υ [y] and the diphthongs ει [εj], οι [οj] to the pronunciation [i]. The scribe of the book epigram – who may or may not have authored it – did not always know (or care?) which of the five [i]’s needed to be written. The disyllabic word ιδεῖν (to look), for example, is present in 19 different forms in DBBE. Exactly that is the added value of DBBE compared to other pre-Modern Greek corpora: these corpora generally provide Greek that is normalised to an Ancient Greek model, while DBBE provides both the original transcription of the manuscript and an edited, normalised version. The former is called occurrence, the latter type.

¹Byzantine and Medieval will be used as synonyms, covering the period between ca. 500 and 1500 AD
²Translations are made by the authors, unless stated otherwise.
The texts of the DBBE will be subject of further linguistic and literary research, for which these texts are ideally all annotated. Since manual annotation is not feasible for all words, we opted for an automatic way to do so. Preliminary tests showed that existing systems for morphological analysis do not perform well on the text of the occurrences. To overcome the shortcomings of current systems for morphological analysis, we developed a novel transformer-based part-of-speech tagger for Ancient and Medieval Greek. To evaluate the performance of the tagger, a novel gold standard for Byzantine Greek was developed, where all tokens were provided with a coarse-grained part-of-speech tag and full morphological analysis. In addition, we also performed an error analysis, which revealed several problems that are very typical to this kind of texts, i.e. texts where the material context (the manuscript) strongly affects the language.

2 Related Research

The interest in NLP for pre-Modern Greek has increased over the last few years, thanks to – among other things – the availability of open-source corpora. The first corpus initiative for Greek texts was the Thesaurus Linguae Graecae (TLG) (Pantelia, 2022), a comprehensive digital library of Greek texts written between 800 BC and 1453 AD (viz. the fall of Byzantium), that sums up to more than 110M tokens, covering 10,000 works and 4,000 authors. The TLG, however, is not freely available. An open-source alternative is the Open Greek and Latin Project, that consists of the Perseus Digital Library (Crane, 2022), a collection of more than 13,5M tokens of mostly classical Greek prose and poetry, on the one hand, and the First1K Project, a complementary part to Perseus summing up to 25,5M tokens of classical and post-classical Greek prose and poetry.

In addition to these two text corpora, several treebanks were developed. The Ancient Greek Dependency Treebank (AGDT) (Bamman and Crane, 2011; Celano, 2019) stores 560,000 tokens from both classical prose and poetry, that were manually provided with a part-of-speech tag, morphological analysis, lemma and syntactic relation. PROIEL (Haug and Johndal, 2008) has a more specific content: the treebank stores the New Testament in Greek and four other languages, counting 277,000 tokens. The Gorman treebank (Gorman, 2020) is a treebank of around 550,000 tokens of exclusively classical Greek prose. As a last example, the Pedalion Trees (Keersmaekers et al., 2019) are almost completely complementary to the AGDT (apart from some texts) and count some 320,000 tokens. The Pedalion Trees contain annotated texts from Trismegistos (Depauw and Gheldof, 2014), a database of papyrus texts, that displays the original text with all its idiosyncrasies and even errors, just like the occurrences in DBBE. All of the above mentioned treebanks make use of or have extended the Universal Dependencies (Nivre et al., 2017).

Since the development of Morpheus (Crane, 1991), a rule- and dictionary-based system to perform part-of-speech tagging (or morphological analysis) of Greek tokens, multiple part-of-speech taggers have been developed to cope with Morpheus’ two main pitfalls: it does not disambiguate ambiguous forms and it cannot deal with out-of-vocabulary words. Celano et al. (2016) did a comparative study, which showed that MateTagger (Bohnet and Nivre, 2012) outperformed Hunpos tagger (Halácsy et al., 2007), RFTagger (Schmid and Laws, 2008), the OpenNLP part-of-speech tagger and NLTK Unigram tagger (Bird, 2006) on Ancient, normalised Greek data. When Keersmaekers (2019) repeated that experiment with Mate tagger, RFTagger and MarMot tagger (Mueller et al., 2013) to find out which is best suited for papyrological data, RFTagger outperformed the other two. Schmid (2019) also developed RNN tagger, the neural counterpart of RFTagger. Singh et al. (2021) explored the possibilities of a transformer-based part-of-speech tagger on DBBE types, the normalised text of the book epigrams, which yielded promising results.

---

3As Greek is a highly inflectional language, we use part-of-speech tag to cover both the part-of-speech and the full morphological analysis of a word in the rest of the paper.

4https://opengreekandlatin.org

5https://opengreekandlatin.github.io/First1KGreek/

6https://opennlp.apache.org
3 Data Compilation and Annotation

Our aim is not to annotate the DBBE types, the normalised poems, but the DBBE occurrences. To achieve this, we trained a transformer-based language model, of which the embeddings are used to train a part-of-speech tagger. Section 3.1 describes the data sets used for training the language model and fine-tuning it for part-of-speech tagging, while Section 3.2 describes the manual annotation and validation of the Byzantine Greek evaluation set.

3.1 Training Data Compilation

Since transformer-based language models are very greedy and the Greek data available is rather scarce, we complemented all corpora described in Section 2, except for the TLG, with the Modern Greek Wikipedia data, shown in Figure 1. This is done, because Byzantine Greek is situated in time between Ancient Greek and Modern Greek, and because Byzantine Greek displays already quite some Modern Greek characteristics (Holton et al., 2019). Data labelled as incerta could not be situated in any time period, varia treats anthologies. From now on, we call this the LM data set. In addition to this data set, we compiled a training set for the part-of-speech tagger, consisting of all above described treebanks, summing up to 1,132,120 Ancient Greek tokens.

![Figure 1: BERT training data](image)

3.2 Evaluation Data Annotation

We compiled a test set of 10,000 tokens from the DBBE occurrences to evaluate whether the part-of-speech model is able to analyse the Byzantine data given its training on Ancient Greek data. This evaluation set has been manually annotated, following the AGDT annotation guidelines (Celano, 2018), so that the DBBE, when eventually annotated, is complementary to the existing resources. However, we first carried out an inter-annotator agreement experiment (IAA), which has – to the best of our knowledge – not yet been conducted for either Ancient or Byzantine Greek. The aim of this IAA study is twofold: firstly to evaluate whether the label set shown in Table 1 is suitable for this corpus of Byzantine book epigrams; secondly to evaluate whether the manual annotations are reliable and consistent across annotators, which is a prerequisite to use the resulting corpus for evaluating and – in the near future – training our part-of-speech tagger.

Given the nature of our data, we saw it necessary to add one label to the AGDT label set, namely missing. As mentioned above, our corpus consists of faithful manuscript transcriptions. As shown in Example 2, words or word groups that are illegible are marked with (...). These so-called lacunae are rather rare in Greek text editions. This is why pre-existing corpora – which consist only of text editions – do not need any label for them. For easy reference, we decided to name this label missing.

(2) (... \(\chi\rho\nu\omicron\nu\) te kai \(\lambda\omicron\nu\omicron\upsilon\upsilon\upsilon\omicron\upsilon\) kai \(\tau\omicron\nu\) \(\varphi\omicron\upsilon\omicron\omicron\upsilon\omicron\) fisin

(... time and also words and the nature

DBBE Occurrence 30520

The IAA experiment was carried out by three annotators, linguists with profound knowledge of Ancient Greek. They were asked to annotate some 1,000 tokens we extracted from the epigrams shown in Table 3 with the features shown in Table 1. Because of the highly inflectional nature of the Greek language, the annotation consisted of both the assignment of
a part-of-speech and the token’s morphological analysis. Since the part-of-speech tag and the morphological analysis of a token are aggregated in one label, our tag set sums up to more than 1,200 labels. The eventual tag consists of nine slots, corresponding to the nine columns in Table 1. This label set follows, just like the treebanks in Section 2, the Universal Dependencies label set. To relieve the annotators, we bootstrapped the tokens making use of Singh et al.’s part-of-speech tagger to already suggest a morphological analysis. However, this was a difficult assessment, as we know that the annotators might be influenced by the result of the bootstrapping. The annotators were asked to annotate no more than two hours a day to assure that they could stay focused. Upon completion, we calculated the IAA scores with Fleiss’ Kappa.

The IAA experiment resulted in an agreement of 92.72% for the part-of-speech and 89.83% for the complete morphological analysis. The agreement scores are very high, showing almost perfect agreement (>90%) for the part-of-speech tagging and morphological analysis in isolation, and very strong agreement (80-90%) for the combined label. These scores are very encouraging, especially because we perform part-of-speech tagging on Greek data, for which different tags are often possible and arguments can be made for different analyses of the same word.

This can be illustrated with the word χάρις (on behalf of) followed by a genitive. One can argue that its part-of-speech is a noun, χάρις, since its accusative is used in an adverbial way. It is just as valid, however, to state that χάρις is an adverb an sich. In our test set, not once is there an agreement between the three annotators about the token χάρις. One of the annotators consistently tags χάρις as a preposition, while the other two annotators tagged two occurrences of χάρις as noun, and the other four as preposition. For the eventual annotation, χάρις is tagged as adverb when followed by a genitive; otherwise it is tagged as a noun.

While further investigating cases of disagreement, some tendencies caught the eye. About 50% of the disagreement is attributed to the part-of-speech tag, especially the difference between noun and adjective. According to the dictionary LSJ (Liddell et al., 1966), the last word of Example 3, φίλον (friend), is an adjective. This adjective, however, can be substantivised by putting an article in front, as is the case in Example 3. Two of our annotators tagged φίλον as an adjective, one as a noun. For the eventual annotation of the gold standard, these substantivised adjectives were annotated as a noun.

(3) χείρας ἐκτείνας δεξιοῦται τον φίλον
with extended hands, he greets his friend
DBBE Occurrence 21375

The next category of disagreement is related to the gender of words. Quite some Greek words have the same morphology for both masculine and feminine, e.g. the adjective ἄπιστος (untrue), or for both masculine and neutral, e.g. the genitive singular ἁγαθοῦ (good), or even for the three genders, e.g. the article in the genitive plural τῶν (the). The article τῶν is twelve times attested in our IAA study and caused disagreement four times. In our view, this is due to fatigue or negligence of the annotators, as the gender can be deducted from the agreeing noun, as shown in Example 4. Two annotators tagged this τῶν as masculine, notwithstanding its agreement with the neutral word βουλευμάτων (decisions).

(4) ἐπήβολος φρὴν τῶν σοφῶν βουλευμάτων
the intelligence, partaking in wise decisions
DBBE Occurrence 30520

For future annotations we explicitly pointed out to not assign a tag before the whole constituent was read, in the hope to prevent this type of inaccuracies.

Nevertheless, we dare say that the label set is well suited for this annotation task, given the high agreement scores.

4 A Novel Part-of-Speech Tagger for Byzantine Greek

4.1 BERT Language Model

As we desire our part-of-speech tagger copes with all idiosyncrasies of our Medieval Greek corpus, the need emerged to include context
Table 1: Overview of the nine slots that make up the part-of-speech tag of each token. That tag is a combination of the part-of-speech and the morphological analysis of the token.

<table>
<thead>
<tr>
<th>PoS</th>
<th>Person</th>
<th>Number</th>
<th>Tense</th>
<th>Mood</th>
<th>Voice</th>
<th>Gender</th>
<th>Case</th>
<th>Degree</th>
</tr>
</thead>
<tbody>
<tr>
<td>adjective</td>
<td>1</td>
<td>singular</td>
<td>aorist</td>
<td>imperative</td>
<td>active</td>
<td>common</td>
<td>nom</td>
<td>comp</td>
</tr>
<tr>
<td>adverb</td>
<td>2</td>
<td>plural</td>
<td>future</td>
<td>indicative</td>
<td>medial</td>
<td>feminine</td>
<td>acc</td>
<td>super</td>
</tr>
<tr>
<td>article</td>
<td>3</td>
<td>dual</td>
<td>fut. perf.</td>
<td>infinitive</td>
<td>perfect</td>
<td>masculine</td>
<td>gen</td>
<td>-</td>
</tr>
<tr>
<td>conjunction</td>
<td>-</td>
<td>-</td>
<td>imperfect</td>
<td>optative</td>
<td>med-pass</td>
<td>neutral</td>
<td>dat</td>
<td>voc</td>
</tr>
<tr>
<td>exclamation</td>
<td>-</td>
<td>-</td>
<td>perfect</td>
<td>participle</td>
<td>passive</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>interjection</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>subjunctive</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>punctuation</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>noun</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>numeral</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>particle</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>preposition</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>pronoun</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>verb</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>missing</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

Figure 2: Convergence of loss on held out test set. The blue graph is the pre-Byzantine and Byzantine data set, the red one is complemented with post-Byzantine Greek.

into the model. Firstly, we developed two BERT (Devlin et al., 2018) language models: one that has been trained on the LM data set without Modern Greek, described in Section 3.1, and a second that has been trained on the complete LM data set, including Modern Greek. This LM data set consists of 31,467,014 pre-Byzantine tokens, 7,952,719 Byzantine tokens, 85,575,140 post-Byzantine tokens and 2,418,672 tokens that could not be classified in one of the previous classes, counting 127,413,536 tokens in total, as shown in Figure 1. This data served as input for the BERT model, optimised for Masked Language Modelling, with the following parameters: 15% of the input tokens are replaced by [MASK] tokens, the maximum sequence length per sentence was limited to 512 sub-words and 12 hidden layers were used. The validation loss convergence as a function of time of both language models is shown in Figure 2.

Figure 2, it is clear that the language model trained on all pre-Byzantine, Byzantine and post-Byzantine Greek data performs best. We call this language model DBBErt, and made it available for the research community. This model will be the basis for the fine-tuning for part-of-speech tagging.

4.2 Part-of-Speech Fine-tuning

As a second step, the DBBErt language model is incorporated into our part-of-speech tagger, that, as mentioned in Section 1, also provides the full morphological analysis.

As a training set, we used the treebanks described in Section 2 and extracted the part-of-speech tags and morphological information. In addition we extended the training set with 2,000 manually annotated tokens from DBBE occurrences. To train the part-of-speech tagger, we made use of the FLAIR framework (Akbik et al., 2019). The contextual token embeddings from DBBErt (cf. Section 4.1) are stacked with randomly initialised character embeddings. These are processed by a bi-directional long short-term memory (LSTM) encoder and a conditional random field (CRF) decoder: a combination commonly used for sequential tagging tasks. The LSTM has a hidden size of 256 and starts with a learning rate of 0.1 that is linearly decreased during training.

4.3 Evaluation of the Part-of-Speech Tagger

For the evaluation of our part-of-speech tagger, we have to keep in mind that the training was...
<table>
<thead>
<tr>
<th>Model</th>
<th>Accuracy</th>
<th>Precision</th>
<th>Recall</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>RNN Tagger</td>
<td>63.04%</td>
<td>65.27%</td>
<td>63.04%</td>
<td>61.92%</td>
</tr>
<tr>
<td>fine-tuned pre-Byzantine and Byzantine LM</td>
<td>63.29%</td>
<td>69.19%</td>
<td>63.29%</td>
<td>62.14%</td>
</tr>
<tr>
<td>fine-tuned DBBErt LM</td>
<td>69.89%</td>
<td>73.22%</td>
<td>68.57%</td>
<td>67.32%</td>
</tr>
</tbody>
</table>

Table 2: Evaluation scores for the full morphological analysis for (1) RNN Tagger, (2) the tagger fine-tuned on the LM containing pre-Byzantine and Byzantine data, and (3) the tagger fine-tuned on DBBErt (containing all Greek data).

done with mostly Ancient, normalised Greek data, while the evaluation set existed of not-normalised Byzantine Greek epigrams. As an intermediate step, we first evaluated the performance of our part-of-speech tagger on a test set consisting of manually annotated tokens from DBBE types. Our model yielded an accuracy score of 83.64%, a score competitive to Singh et al.’s 86.66% on that same test set. The slight difference in performance might be attributed to the fact that Singh et al. retrained a Modern Greek language model that stripped off all diacritics of both training and test data. Our model, however, did take into account all diacritics present in Medieval Greek.

The final evaluation, however, is performed on 8,000 tokens from DBBE occurrences and resulted in 69.89% accuracy. The drop in accuracy is not surprising, given the very challenging nature of the Byzantine poems, which is also illustrated by the performance of Morpheus (cf. Section 2) on our test set of occurrences. Morpheus could not process 44% of the test set (out-of-vocabulary tokens), 30% of the tokens were ambiguous and not disambiguated, while only 24% of the test set was disambiguated. In the end did Morpheus yield an accuracy score of 19%. We also compared our results with RNN Tagger (Schmid, 2019), a neural model that displayed state-of-the-art results for Ancient Greek. As shown in Table 2, our novel part-of-speech model outperforms RNN tagger, which obtains an accuracy score of 63%, with more than 6 percentage points. For completion, we also trained a model fed with the word embeddings from the smaller pre-Byzantine and Byzantine model. This model, which was not trained on post-Byzantine data, clearly performs worse that the tagger fine-tuned on the full language model. In addition to this quantitative analysis, we also performed a qualitative analysis of the results of our part-of-speech tagger with a special focus on two phenomena that also appear in current social media posts.

5 Error Analysis and Discussion

As mentioned in Section 1, the book epigrams bear some resemblance to modern social media posts. Exactly those similarities are an interesting starting point for our error analysis.

Let us begin with the appearance of a social media comment, which can accompany a picture, an opinion on someone’s message, or just a retweet of another tweet. Those social media comments could be categorised as paratexts: a text standing next to (para, from the Greek παρά) another text, just as our book epigrams. They are mostly to be found in the margins around the main text of a manuscript, a material property of this corpus that determines the first category of errors. To illustrate this error type, we will discuss the following verse (English translation in italics):

(5) + Χ(ριστὸν ἀεὶ ζώοντα θεβροτὸν αὐτὸν ὄντα καὶ θεοῦ θεοῦ ὄντα.) :

Christ, the always living God, being mortal as well.

DBBE Occurrence 20483

The word θεβροτὸν is not an existing word but a mistake made by the scribe, who erroneously combined the abbreviation of θεόν (God) with the next word, βροτόν (mortal). Although it was standard practice to abbreviate θεόν as θε with a dash above it, it is clear that the scribe of this manuscript did not intend to write an abbreviation. 146 related occurrences show that our scribe did not realise this was an abbreviation, and thus wrote the two words as a compound. The performance of the part-of-speech tagger, however, was not affected too
much by these irregularities: θεβροτὸν was analysed as a noun, accusative masculine singular, which is the correct analysis of βροτὸν. Most of the other erroneous compounds are analysed correctly, what might be attributed to the sub-word tokenizer used to train DBBErt. The opposite phenomenon, erroneously split words, occurs as well in DBBE:

(6) νυκτα δι’ ἀμβροσίην τὴν οὐ θέμις ἔξον ὁμῆναι.
Through the immortal night that should not rightfully be called by its name
DBBE Occurrence 31488

The last two words of this verse are the result of an incorrect split of the word ἔξονομηνας. This error might have been caused by confusion with the future participle of “to have”, the existing word ἔξον, the second part, however, does not make any sense at all. Although not correctly analysed, the part-of-speech tagger made a reasonable attempt. It tagged ἔξον and ὁμῆνας as a verb, the former as active indicative aorist 3 singular, the latter as active infinitive aorist. Both analyses are, to our opinion, based on the suffixes of the words. Most of these split words are analysed incorrectly.

The second category of mistakes can be attributed to an even more salient characteristic of present social media posts, namely the writing mistakes due to a phonetic way of writing. The English word because, for instance, can be found on twitter as becuZ, as both are pronounced identically. The same principle applies to a lot of words in DBBE, which are written incorrectly, as shown in the following examples:

(7) εἰρμώσας ἐζόφωσεν ἤρεν μετείχους
Being in tune, he threw it into darkness, he made an end to it with his sound³
DBBE Occurrence 17374

(8) ὅπο(ς) μοναστὴς νεόφυτο(ς) οἰκέτ(ης)
Thy servant the monk Neophytos⁹
DBBE Occurrence 17594

The examples above contain several spelling mistakes that were made because of a phonetic way of writing. The words εἰρμώσας and μετείχους of Example 7 are incorrect because of the itacism (See Section 1). Although the stem is completely incorrect, εἰρμώσας was analysed correctly as a verb, active participle aorist nominative masculine singular. As for μετείχους, there might be two reasons for it not being analysed correctly: the spelling mistake and the fact that it is an incorrect contraction of μετ’ ἤχους. The first word of Example 8 should have been ὅπος instead of ὅπος, yet both the spiritus and the length of the vowels have lost their distinctive value after the classical period. We noticed that if the orthographic mistake happens at the ultimate and/or penultimate syllable, the algorithm outputs an incorrect morphological analysis. This is in line with our conclusion about the compound words (cf. supra): the embeddings are sub-word based, so if the sub-words are nonsensical, the part-of-speech tagger will not provide a correct morphological analysis.

6 Conclusion and Future research

The Database of Byzantine Book Epigrams stores a very challenging corpus with its own peculiarities and problems for automatic processing. This automatic processing is necessary since manual annotation is not feasible for the complete DBBE corpus. To develop a more flexible approach that is able to cope with lots of orthographic variety and out-of-vocabulary words, we trained a novel language model for Greek, the DBBErt, and fine-tuned it for part-of-speech tagging. To evaluate this part-of-speech-tagger on Byzantine Greek, we developed a novel gold standard, which was manually annotated using the AGDT annotation guidelines. This label set was first subject of an IAA study, that showed very high agreement scores.

Although the evaluation showed promising results, the error analysis exposed once more the inherent problems of the book epigrams, which philologists still agonise over.

An important next step in our research is the development of a lemmatizer, which will make the annotation of our corpus complete. Once this annotation is done, we will research how similarity can be measured between hemistichs, verses and epigrams in the DBBE, in order...
to link similar texts copied (and sometimes altered) by different scribes.

Limitations
The main limitation of our research, is the limited amount of data available. Transformer-based language models are very data-greedy, which made us add Modern Greek data to our model for Ancient and Medieval Greek to have a substantial amount of data. The nature of the data is a second limitation. We want to process the Greek texts as they are found in manuscripts, in their original form. That entails that the texts not only contain orthographic irregularities but, as mentioned in Section 5, also words that are either erroneously split or glued together. As a result, the non-existing words in the corpus considerably impact the system performance for the task of morphological analysis.
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Table 3: The set of epigrams used for the inter-annotator agreement study, summing up to 1,022 tokens.

<table>
<thead>
<tr>
<th>Occ. id</th>
<th>Tokens</th>
</tr>
</thead>
<tbody>
<tr>
<td>17368</td>
<td>50</td>
</tr>
<tr>
<td>18180</td>
<td>33</td>
</tr>
<tr>
<td>18446</td>
<td>9</td>
</tr>
<tr>
<td>19604</td>
<td>101</td>
</tr>
<tr>
<td>20167</td>
<td>60</td>
</tr>
<tr>
<td>21375</td>
<td>43</td>
</tr>
<tr>
<td>22487</td>
<td>91</td>
</tr>
<tr>
<td>22734</td>
<td>75</td>
</tr>
<tr>
<td>23607</td>
<td>10</td>
</tr>
<tr>
<td>23615</td>
<td>12</td>
</tr>
<tr>
<td>23631</td>
<td>16</td>
</tr>
<tr>
<td>23632</td>
<td>19</td>
</tr>
<tr>
<td>25463</td>
<td>52</td>
</tr>
<tr>
<td>26551</td>
<td>66</td>
</tr>
<tr>
<td>30520</td>
<td>354</td>
</tr>
<tr>
<td>30844</td>
<td>31</td>
</tr>
</tbody>
</table>

This table shows all occurrences used in the inter-annotator agreement study.
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Abstract

The mythological domain has various ways of expressing events and background knowledge. Using data extracted according to the hylistic approach (Zgoll, 2019), we annotated a data set of 6315 German sentences from various mythological contexts and geographical origins, like Ancient Greece and Rome or Mesopotamia, into four categories: single-point events (e.g. actions), durative-constant (background knowledge, continuous states), durative-initial, and durative-resultative. This data is used to train a classifier, which is able to reliably distinguish event types.

1 Introduction

In narratological terms, events have been defined as “constitutive features of narrativity” (Hühn, 2014), the atomic building blocks of a story. An utterance is an event if it communicates a change of state, a “transformation”, which is a fundamental property of any event. In order to produce a plot or a story, events need to follow a chronological or diegetical order, with events being subject to a change in time. Succession and transformation are therefore key principles in a narrative (Todorov, 1971).

Pustejovsky (2021) distinguished two types of event structures in texts: the surface structure, represented by verbal predicates, and the latent event structure, which refers to sub-events and their representations.

According to Herman (2005), events are often conjoined with states, in the sense that a source state S occurs before the transition into a target state S’, triggered by an event (or series of events) E.

In narrative annotation studies, distinctions between events and states are most commonly attributed to the eventfulness of the predicate. The focus on the question what constitutes an event is very much on the question “Who does what to whom?”

This works presents the annotation efforts to classify different types of events in the mythological and religious domain. Textual sources from those domains often do not narrate plots in a straightforward manner. Instead, they use stylistic devices, like prolepses, to transport their narrative, which can make automatic extraction and event labelling challenging.

For this study, different types of events and their chronological order have been extracted by domain experts from the fields of Ancient Near Eastern Studies, Religious Studies and Classics from a large variety of sources.

For each source, a sequence of events and background information was manually extracted based on the original, e.g. in ancient Greek or Sumerian, where available. Those sequences were derived according to the hylistic approach (Zgoll, 2019) from the narrative domains of mythological and religious studies (Zgoll and Zgoll, 2020; Gabriel et al., 2021). Each sequence corresponds to one variant of a (mythological) plot in the respective source.

The context window of the myth variant, i.e. which passages of the source refer to a mythological plot, is identified by the domain expert. Hence, the text passages that correspond to the sequences, as well as the sequences themselves, differ in length. The sequences can be used for comparatistic tasks, such as the comparison of narrative plots or background information, e.g. the characterization of entities. The distribution of disciplines from which the sources are taken are presented in Figure 2.

The narrative sequences contain practically no discourse markers, and are comprised of individual statements (hylemes) which are strictly in present tense. The hylemes contain events, including stative events or states in the chronological (narrative) order, not the diegetic order.

As an example, we use the quote ‘Orpheus
came to his end by being struck by a thunderbolt.1
From this sentence, the following short sequence of statements (hyleme sequence) can be manually extracted:

1. ‘Orpheus is struck by a thunderbolt.’
2. ‘Orpheus dies.’
3. ‘Orpheus is dead.’

The task of this work is to annotate the event types of each individual statement (hyleme). The data is in German, examples have been translated by the author for this paper, where necessary.

This paper is structured as follows: Section 2 frames the work into context of similar annotation efforts. Section 3 compares the categorisation of events used in this work with previous annotation efforts by Gius and Vauth (2022). The data set used for this study is described in Section 4. In Section 5, we describe the annotation effort and its results. We present a simple classifier to determine the event types, which we describe in Section 6. Finally, the paper ends in a discussion in Section 7.

2 Related Works

Our work is situated in the context of mythological research, but has potential for application in other domains. On the linguistic level, it is related to the study of lexical aspect (or Aktionsart) and the situation entity (SE) annotation task. Friedrich et al. (2016) label SE types from clauses in a supervised sequence modelling task using features of the main verb, its main referent, and the clause itself. They report good results across different genres. In an earlier study, Friedrich and Pinkal (2015) annotated clausal aspect for automatically recognising whether a clause describes a habitual, episodic, or static phenomenon.

Metheniti et al. (2022) successfully identified temporal aspect (telicity and duration) in English and French data sets using a transformer approach.

Furthermore, there are a number of practical approaches which attempt to define and narrow the narrative concept of events and their representation.

Chambers and Jurafsky (2008) introduce an approach to use unsupervised learning of event chains centered around an event protagonist. They train a temporal classifier to produce a temporally ordered narrative chain. In a subsequent study, they present the concept of narrative schemas, as “coherent sequences or sets of events” (Chambers and Jurafsky, 2009). By applying an unsupervised learning approach, they add semantic roles to the argument structure of their event chains. Multiple event chains are then combined into a narrative schema.

TimeML (Pustejovsky et al., 2005a,b) is a markup language designed based on XML which provides a standardized way of annotating temporal expressions and events in text, including the temporal relationships between events. It is used for the annotation of temporal and event information. Four automatic TimeML annotation systems have been evaluated by Ocal et al. (2022).

Reiter (2015) compared the annotation of narrative segments performed through crowd-sourcing, by student annotators and summary annotations. Kwong (2011) annotated a corpus of fables regarding their structural and semantic properties, including temporal information. Events that are part of a script, such as ‘baking a cake’, have been automatically mapped to narrative texts by Ostermann et al. (2017).

Events and event types in narrative plots have been studied by Gius and Vauth (2022). They operationalize the concepts of narrativity and tellability as discourse phenomena. They use spans of text defined by finite verbs as annotation units. Guis’ and Vauth’s concepts of states and events are probably closest to those of the hylistic theory presented by Zgoll (2019). Therefore, we will compare the two annotation approaches in more detail in the next section.

3 Event Categories

The narrative event model of Gius and Vauth (2022) and Vauth and Gius (2021) uses four categories of events: change of state, process events, stative events, and non-events. The basis of their event representation is the finite verb in ‘minimal sentences’, i.e. all tokens that are assigned to the verb.

In contrast, the categories used for hylistic analysis are: single-point (punctual), durative-constant, durative-initial and durative-resultative. We classify a statement (hyleme) into one of these four categories, but the value is of course mainly associated with the verb. In both theories, each annotation unit has one finite verb. Figure 1 illustrates the difference between four hyleme types.

Single-point hylemes are true at one point during the narrative sequence extracted from the source. This includes active actions, passive experiences,
reactions, perceptions or feelings. The single-point event has its beginning and end during the sequence. However, that does not necessarily indicate an event with a short duration.

**Durative** hylemes hold true for a part of the sequence or over the course of the entire sequence. There are three sub-types: Durative-constant, durative-initial, and durative-resultative. Durative-constant hylemes are always true, e.g. “Orpheus is the son of Oeagrus.” They often communicate background knowledge about the narrative. Additionally, certain IN/nS statements (Genette, 1983), e.g. “Hades works the sails” are also considered durative-constant.

There are two types of states which are true over a part of the sequence, but change their value at some point. Durative-initial hylemes are true at the beginning of the sequence. Durative-resultative hylemes are statements that become true at some point during the sequence (e.g. ‘Orpheus is dead.’) and remain true for the rest of the sequence. In the mythological domain, these context-sensitive hylemes often connect contexts and plots. Hyleme sequences follow a relative temporal order, without discourse markers.

Table 1 shows how different example sentences from Kafka’s Metamorphosis are annotated according to both theories.

Gius and Vauth’s category ‘change of state’, used for the first example sentence in Table 1, corresponds widely to the single-point category that is used for the annotations presented in this work. However, the category ‘change of state’ can be realised with different properties (Gius and Vauth, 2022). One of those properties is iterative. In most cases where this property would be applied, the hylistic theory would dictate the annotation of durative-constant (resp. -initial or -resultative), e.g. “Charon works the sails”. This statement refers to an action that is characteristic for a character. It can be either ongoing, continuous, or characteristic in the sense that Charon is someone who is capable of performing this action.

The second example sentence “found he himself in his bed into a monstrous insect-like creature transformed” would be annotated as single-point statement according to hylistic theory, because the predicate “found” implies that he realises he has been transformed into a bug exactly once during the course of the narrative. However, a hylistic analysis of the plot would necessarily include a statement like “Gregor Samsa is a human transformed into a bug”, which would be annotated as durative-constant. This statement does not need to be explicitly stated in the text, it can be implied.

The sentence “His room lay quietly between the four well-known walls” demonstrates where the main difference between the two theories lie:

According to Gius and Vauth (2022), this sentence is annotated as a stative-event. While the hylistic theory (Zgoll, 2019) also recognises that this is an ongoing state, it distinguishes between types of ongoing states. Hylemes that are valid at the beginning, but change during the course of the narrative are categorised as durative-initial, e.g. Eurydice is alive. Hylemes that are the result of an event, e.g. A snake bites Eurydice → Eurydice is dead, are durative-resultative. Thirdly, there are hylemes that are true over the entire course of the narrative, e.g. Eurydice is Orpheus’ wife. Those statements are durative-constant. They communicate the background knowledge that is the basis of a narrative, e.g. information about characters, their relations between each other and properties of the world in which a (mythological) story takes place. In order to determine the hylistic event category of the third sentence, therefore, we need to establish if the quietness of the room is a) the result of something that happened previously, or b) the initial state that is changed later-on, e.g. by someone barging in, or c) a general characterisation of the room. Durative-resultative statements are often preceded by a single-point statement, which corresponds to a change of state event according to Gius and Vauth (2022). However, occasionally durative-resultative statements are the result of the entire narrative, e.g. “No one can solve this incantation” is the result of the entire narrative of the invocation MS 2353 (CUSAS 32, 19a) (George, 2016; Rudik, 2011).

Non-events are not represented in hylistic theory, because they do not contain plot relevant information. Non-events contain mainly conditional, subjunctive, or modalised statements (Vauth and Gius, 2021).

### 4 Data

As explained in the previous section, the event definition used in this paper is different from the ones mentioned in Section 2. Furthermore, event
statements (hylemes) are not derived directly from the textual representation in a source. Mythological plots and descriptions of background knowledge are often not told in a straightforward manner. Rather, they allude to related aspects of similar myths, and use comparisons, context and intertextuality in ways that makes the interpretation of what exactly happens in a myth variant hard to understand for laymen and even harder to process using NLP tools. Even the order of events is sometimes difficult to establish, as the following example illustrates:

(1) “But Orpheus, son of Oeagrus, [they sent back with failure from Hades], [showing him only a wraith] [of the woman for whom he came]; [her real self they would not bestow], [for he was accounted to have gone upon a coward’s quest], …”

We can see that the sequential order of events is different from the order presented in the source. Chronologically, Orpheus first goes on a coward’s quests (1), in order to rescue his wife (2), but they (= the inhabitants of the netherworld) do not give him his real wife (= Eurydice), but show him only a wraith of her (3). As a result, they send him back with failure (4). Fictional texts often follow their own order or use non-linear narrative, in order to create tension or highlight certain aspects of the plot. In-text annotations can rarely account for the discrepancy, especially if the events are presented without discourse markers or temporal expressions. The hylistic theory distinguishes between the order in the source and the chronological order.

The next example will illustrate how main plot events in classical sources are communicated merely by allusion.

(2) “If Orpheus, arm’d with his enchanting lyre, The ruthless king with pity could inspire, And from the shades below redeem his wife;”

In this variant of the myth Orpheus and Eurydice, we know that Orpheus has a lyre, which has some enchanting properties. He successfully inspires some unnamed ruthless king (possibly Dis through Proserpina (Bowra, 1952)). Exactly how he achieves this is left out, because this passage might allude to other variants of the myth, where this is discussed in more detail. Then Orpheus redeems his wife from the shadows below, alluding to the netherworld (Hades). This information alone does not tell us much about what exactly takes place. In Georgics, 4, 453–527, Vergil himself tells a more detailed story of how the events took place. This includes how exactly Eurydice dies, and the

---

Table 1: Comparison of Event and State Categories

<table>
<thead>
<tr>
<th>Sentence</th>
<th>Guis and Vauth, 2022</th>
<th>Hylistic Class</th>
</tr>
</thead>
<tbody>
<tr>
<td>“Gregor Samsa one morning from uneasy dreams awoke”</td>
<td>Change of state</td>
<td>single-point</td>
</tr>
<tr>
<td>“found he himself in his bed into a monstrous insect-like creature transformed”</td>
<td>Process Events</td>
<td>single-point</td>
</tr>
<tr>
<td>“His room lay quietly between the four well-known walls”</td>
<td>Stative Events</td>
<td>durative(-constant, -initial, or -resultative dependent on context)</td>
</tr>
<tr>
<td>“She would have closed the door to the apartment”</td>
<td>Non-events</td>
<td>NA</td>
</tr>
</tbody>
</table>

---


fact that Orpheus is presented with conditions for bringing his wife back from the netherworld (i.e. he is not allowed to look at her).

Both examples show that extracting information from the texts is a challenging task that needs to be guided by informed scholars. This issue severely magnifies if we do not consider the well-documented Classical domain, but extend studies to fields like Ancient Near Eastern Studies, where sources are often scarce, and their supporting material (e.g. cuneiform on stone tablets) can be damaged or difficult to read.

Therefore, the context-window, the plot inherent events and background knowledge presented in the 228 sources have been extracted manually. Each source is presented in one sequence of event statements, so called hyleme sequence (Zgoll, 2019). The hylemes were originally not annotated with their state or event types. However, in order to process the sequences for further study using NLP methods, e.g. measuring the similarity of plots or aligning variants of the same myth, the annotation of single-point events, and durative statements was needed.

Each hyleme sequence describes the plot of one myth variant and related background information. The statements usually do not contain fixed or relative temporal expressions, or relations such as before or after. Instead, the succession of events is expressed through the sequential order.

The annotated data is a set of 6315 hylemes and their assigned category. It is not, as discussed above, an annotation of concurrent text from the sources, but sequences describing the plot that were extracted manually.

The statements themselves are usually short, concise sentences in German, consisting of only main clauses, containing one finite verb in present tense and active voice (where possible). Co-references are widely avoided. Instead, each statements contains the resolved arguments, which are repeated in the subsequent statements, even if they are only communicated by co-references in the text. One sentence in a source can translate to multiple statements, e.g. “Orpheus is the son of Oeagrus.”, “The gods send Orpheus back from Hades as a failure.”.... Aspects which are alluded but can be safely determined by the informed scholar (e.g. Orpheus’ wife’s name is Eurydice) are added in square brackets. Those implications can be part of the statement, e.g. a name, or an entire statement. For instance, in the example sentences from Kafka’s Metamorphosis, the first statement “Gregor Samsa one morning from uneasy dreams awoke” would be preceded by a statement like “Gregor Samsa is sleeping” in a hylistic analysis.

5 Annotation
The data set was annotated by six annotators. Since durative-initial and durative-resultative statements are context-sensitive, annotators always processed the entire sequence. Each narrative sequence was annotated twice. Table 2 gives an overview of the annotators’ disciplines, and level of education.

<table>
<thead>
<tr>
<th>Annotator</th>
<th>Background</th>
<th>Level of Education</th>
</tr>
</thead>
<tbody>
<tr>
<td>A1</td>
<td>ANES</td>
<td>B.A.</td>
</tr>
<tr>
<td>A2</td>
<td>CS/CL</td>
<td>M.Sc.</td>
</tr>
<tr>
<td>A3</td>
<td>Classical Studies</td>
<td>B.A.</td>
</tr>
<tr>
<td>A4</td>
<td>ANES/DH</td>
<td>Doctoral Deg.</td>
</tr>
<tr>
<td>A5</td>
<td>ANES</td>
<td>B.A.</td>
</tr>
<tr>
<td>A6</td>
<td>ANES</td>
<td>M.A.</td>
</tr>
</tbody>
</table>

Table 2: Annotators’ backgrounds

All annotators had previous experience with the hylistic theory. Additionally, they were trained in an initial annotation meeting. Each annotator was given a set of sequences, which were annotated individually and discussed by the group afterwards. Annotators were also given a set of guiding questions and example statements to help them chose the right event category where in doubt. The guiding questions were presented in a flowchart. Additionally, annotators with explicit knowledge in the field, e.g. Classics, were also asked to check the original sources for guidance where in doubt. For example, the English statement “Orpheus brings
back the dead (from the netherworld)” can be interpreted as single-point or durative-constant. Through the original Greek source, it can be determined that it should be annotated as durative-constant, because the imperfect form (ἀνῆγεν) is used (Bowra, 1952). In a second meeting, questions that arose during the annotation process were discussed.

Items were annotated in 11 different pairings, with varying first and second annotators. In all but one cases, the inter-annotator agreement for the annotation task ranges from substantial (κ 0.61-0.80) to almost perfect agreement (κ 0.81-0.99). The agreement is reported in Table 3. Annotator pairs A2-A4 and A4-A5 have perfect agreement over the shared annotations. Pair A2-A5 has a relatively low value of κ = 0.4. This is due to one particularly long sequence containing 114 hylemes. Many statements in this sequence contain descriptions of a mythical house, e.g. “The vault of the house is a rainbow”. These were annotated as durative-constant by one annotator, while the other interpreted these descriptions as results of some action in the sequence, and therefore annotated them as durative-resultative. Consequently, event type annotations of all descriptions of the house in that sequence are mismatching (consequential error). This results in a low overall κ for the annotator pair A2-A5.

In cases where the first and second annotator disagreed, the gold standard was derived by discussion in a separate meeting, or following the judgement of the annotator whose discipline the sequence belongs to. Performance of annotators against gold standard, and total number of annotated items are reported in Table 4.

The final gold labels are an important foundation for the next analyses, e.g. plot comparison and alignment or the comparison of background information in the individual sources. The distribution of the gold-standard labels is shown in Figure 3. The majority of the data consists of single-point statements, of the durative statements, the durative-constant hylemes are the largest group. Three hylemes had to be excluded from the data, because their types could not be determined (e.g. the statement “The kur-˘gara and gala-tur ...?” has a missing predicate due to the source not being properly readable).

6 Classifier

Based on the gold labels of the annotation as described in the previous section, two event type classifiers were trained. The resulting models can be used to pre-classify new statements, and to classify statements in future data sets that can be used for comparison, e.g. including movie adaptations of mythological narratives.

The separation of the data into durative and single-point statements is an important first step for the subsequent analyses of the narrative sequences,

---

The classifiers and an excerpt of the annotated data can be found under: https://gitlab.gwdg.de/franziska.pannach/hylva_event_types For access to the full data, kindly contact the author.
since single-point statements correspond to events, whereas durative hylemes correspond to descriptions of background knowledge.

The task to automatically classify event types is not trivial. Especially, automatically distinguishing the three types of durative hylemes is challenging. This is due to multiple reasons. Firstly, the three classes are unbalanced, with more durative-constant hylemes, and very few durative-initial hylemes. Additionally, durative-initial or -resultative hylemes can be quite similar to durative-constant hylemes in terms of vocabulary and grammatical structure. As discussed above, their value is often context-sensitive.

For the classification task, a multinomial naive bayes model was selected. For that purpose, the data set was split into a training and test set with a split of 75 %-25 %. The hyper-parameters were selected by performing a grid search. In particular, the grid search established whether the feature vector is best constructed using a bag-of-words or TF-IDF vectorizer.

As a result, the hyper-parameters were set as: Laplace smoothing parameter $\alpha = 0.01$, bag-of-words features, and an n-gram range of 3.

Firstly, we analyze the results for binary classes single-point and durative, which combines durative-initial, durative-constant, and durative-resultative statements. For that purpose, all three labels were subsumed under the coarse class durative for training. The binary classifier performs well on single-point hylemes, and reasonably on durative hylemes. The performance of the classifier is reported in Table 5.

Secondly, we investigate how the classifier performs if trained on just the different types durative hylemes. For that purpose, all single-point hylemes were removed from the training and test set. The majority of the test set consists of durative-constant hylemes (69 %) and durative-resultative hylemes (24 %). The results are reported in Table 6.

Lastly, we present the classifier for the classification of fine-grained classes. It was trained on the entire training and test set including fine-grained durative classes. A second classifier combining the first two models (binary and durative-only) in two steps was trained but did not improve results.

Table 7 shows the performance of the fine-grained classifier. The confusion matrix for the classifier is shown in Figure 4. We can see that the classifier favours the single-point class. This is most apparent in the case of durative-constant statements, which were misclassified as single-point in 70 cases.

### Table 5: Performance of the binary classifier

<table>
<thead>
<tr>
<th></th>
<th>Precision</th>
<th>Recall</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>durative</td>
<td>0.83</td>
<td>0.75</td>
<td>0.79</td>
</tr>
<tr>
<td>single-point</td>
<td>0.91</td>
<td>0.94</td>
<td>0.92</td>
</tr>
</tbody>
</table>

### Table 6: Performance of the durative classifier

<table>
<thead>
<tr>
<th></th>
<th>Precision</th>
<th>Recall</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>dur.-initial</td>
<td>0.50</td>
<td>0.23</td>
<td>0.32</td>
</tr>
<tr>
<td>dur.-constant</td>
<td>0.81</td>
<td>0.90</td>
<td>0.85</td>
</tr>
<tr>
<td>dur.-resultative</td>
<td>0.62</td>
<td>0.51</td>
<td>0.56</td>
</tr>
</tbody>
</table>

### 7 Discussion

In order to annotate event types for the mythological and religious domains from the source, the sequence of events and background information has to be extracted. Automatically extracting these events from can be challenging, as demonstrated in the examples in Section 4. Therefore, the sequences of statements describing events and states from the sources was achieved manually. Subsequently, we present annotations based on the hylistic theory (Zgoll, 2019), which was developed specifically for the mythological domain, but can be easily applied to other types of narrative as well. The data includes over 6300 statements from 228 narrative sequences. The statements have been annotated into four categories. Single-point statements, communicating events, durative-constant (background information), durative-initial...
and *durative-resultative*, which hylèmes indicate that their truth value changes during the course of the sequence. After training the annotators, an overall satisfying inter-annotator agreement $\kappa$ was reached.

The main weakness of the presented approach is that the event categories are not assigned directly to the text. This is due to the original source material being extremely diverse in form, language, and genre. Instead, the labels are assigned to the *hylème sequences* which require significant manual effort and knowledge of the original material.

*Durative* labels, especially *durative-initial* and *durative-resultative*, are context-sensitive. The value of a statement has to be assessed within the context of the narrative sequence. Since two identical statements can have different labels in different contexts, the classification task is particularly challenging. This is the case especially if the label depends not only on a single preceding statement (e.g., *Eurydice dies. → Eurydice is dead*), but on the entire sequence (e.g., *Nobody can solve this invocation*.)

When hylème sequences are extracted from modern texts in well-resourced languages, such as German or English, the manual effort could be alleviated by employing NLP methods, such as named entity recognition or semantic role labelling. With a larger number of texts and corresponding sequences, it would also be possible to automatically identify candidate statements from text.

The gold standard data represents the actual distribution of labels, i.e. *single-point* statements (actions) are more prevalent than *durative* statements. Hence, the final data set is skewed which explains the performance of the classifier. In this work, a simple Naïve Bayes classifier was implemented for demonstration purposes. A more sophisticated model, e.g. following a multi-lingual transformer approach (Conneau et al., 2020), would potentially deliver better results.

In future studies, the plots of mythological and religious narrative can now be studied and compared using NLP and alignment techniques on sequences of *single-point* statements. The background information in *durative-constant* can be included, or processed separately to represent the narrative-inherent background knowledge.
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Abstract

In this paper, we give a brief survey of the difficulties in handling the syntax of mathematical expressions in Universal Dependencies, focusing on examples from English language corpora. We first examine the prevalence and current handling of mathematical expressions in UD corpora. We then examine several strategies for how to approach the handling of syntactic dependencies for such expressions: as multi-word expressions, as a domain appropriate for code-switching, or as approximate to other types of natural language. Ultimately, we argue that mathematical expressions should primarily be analyzed as natural language, and we offer recommendations for the treatment of basic mathematical expressions as analogous to English natural language.

1 Introduction

Universal Dependencies (UD, Nivre et al. 2016, 2020; de Marneffe et al. 2021) is a project that aims to develop cross-linguistically consistent guidelines for multiple annotation layers, including syntactic dependency relations. Mathematical and numerical expressions comprise a particularly challenging class of cases, which require special attention to handle. Thus far, work on how to handle numerical expressions in UD has included analysis on annotating date and time cross-linguistically (Zeman, 2021), discussion of numbered entities in nominal expressions (Schneider and Zeldes, 2021), and discussion of different types of numeral related expressions in UD corpora of Uralic languages (Rueter et al., 2021).

However, there has been little discussion of how mathematical expressions, such as equations and other language which includes mathematical symbols and operators, should be handled in UD. As mathematical expressions are likely to appear as little more than edge cases in many corpus genres, this is understandable, but mathematical expressions can also feature prominently in corpora related to academic and scientific domains, such as the ACL Anthology Corpus (Rohatgi, 2022) and the academic section of the Corpus of Contemporary American English (COCA) (Davies, 2010). Unfortunately, the amount of corpora built for technical domains is limited, and the specialized nature of the language in such corpora has been a barrier in annotating them with more complex schemas, such as dependency relations. This means that there is a large gap in availability for annotated texts containing mathematical expressions that can be leveraged by NLP systems. \(^1\)

As a result, technical texts with mathematical expressions can be viewed as a low-resource domain, and state-of-the-art systems trained on standard language will inevitably face a large drop in performance when handling such out of domain texts (Plank, 2016; Joshi et al., 2018). This is particularly an issue for real world applications of NLP technologies in technical domains, such as text mining or document processing in industrial engineering, where copious amounts of technical documents are generated by industry systems (Dima et al., 2021).

Pushing for the annotation of domain specific technical corpora will help to address this gap and provide more resources for NLP systems attempting to handle technical language. This will first require discussions on how to handle the annotation of such technical language, including standards for the handling of mathematical expressions. In this paper, we will first examine the current state of mathematical expressions in UD corpora, and then we will consider several possible approaches for handling such expressions. We

\(^1\)While resources remain limited, we do note the release of a genre diverse UD test corpus, GENTLE, which contains dependency annotations and has a genre section for mathematical proofs: https://github.com/UniversalDependencies/UD_English-GENTLE/
will then give recommendations on how to handle the dependency relations for basic mathematical expressions, which we hope will encourage the inclusion of more mathematical texts in future annotation work.

It should be noted that while many arguments about syntactic analysis of mathematical expressions apply cross-linguistically, the focus of this paper is on mathematical expressions in English corpora, as mathematical English is the basis of most academic and professional STEM discourse, making it a logical place to start.

2 Prevalence and Existing Treatment of Mathematical Expressions in UD Data

In this section we will examine the prevalence of mathematical expressions in Universal Dependencies corpora (version 2.11), as well as the distribution of dependency relations used to handle such expressions. We will also compare the prevalence of mathematical expressions in UD corpora with the prevalence of mathematical expressions in a subsection of the ACL Anthology Corpus, illustrating that expanding UD coverage more broadly into academic and technical domains would require a meaningful treatment of such expressions.

2.1 Prevalence in UD and ACL Data

In order to estimate the prevalence of mathematical expressions in UD corpora, we created a regular expression to query sentences containing combinations of numerical values and Unicode mathematical operators and symbols. To determine the accuracy of this query, we evaluated its performance on a subsection of the ACL Anthology Corpus, illustrating that expanding UD coverage more broadly into academic and technical domains would require a meaningful treatment of such expressions.

We found that 68% of the documents contained
some kind of mathematical expression, that 3.7% of the sentences contained a mathematical expression, and that 4.5% of all tokens were contained within mathematical expressions. The prevalence of mathematical expressions in this data sample shows that we will need a standardized method of handling mathematical expressions if we want to expand UD corpora to cover such academic, scientific, and technical domains.

2.2 Frequencies for Mathematical Operators and Dependency Relations

We will now turn our attention to how the mathematical expressions we have identified in the UD data are currently being handled in terms of dependency relations. Searching the UD sentences we previously determined to contain mathematical expressions, we found that the expressions contained 33 unique mathematical symbols/operators, and we calculated the relative frequency of each of these symbols. The relative frequencies of some of these operators (those with relative frequency > 0.5%) are shown in Figure 2. In this Figure, we see that these operators are primarily those for basic arithmetic ("+", "-", "/", "*") basic predicate relations ("="", "<", ">"), and parentheses ("("", ")").

Figure 3 shows the proportions of the dependency relations from all of the mathematical operators we observed in the previously identified mathematical expressions. We see that by far the most prominent relation is punct (punctuation), with a proportion of approximately 72%, and that cc (coordinating conjunction) is the next most frequent relation at 7.5%. Though punct is a generally uninformative dependency relation, this may not immediately strike us as an inappropriate handling of the operators we observed, considering that about 46% of them were parentheses.

3 Difficulties Presented by Mathematical Expressions

In this section, we will examine several types of mathematical expressions that present difficulties for analysis with Universal Dependencies. Examples of these types of expressions were taken

---

5A list of the Universal Dependency relations discussed in this paper and their abbreviations can be found in Appendix C. A full list of UD relations can be found here: https://universaldependencies.org/u/dep/index.html
from The Georgetown University Multilayer Corpus (GUM) (Zeldes, 2017). Additional examples taken from the ACL Anthology Corpus, and the academic section of COCA for each of the expression types discussed can be found in Appendix D.

3.1 Expressions without Predication

First, we will discuss mathematical expressions which lack predication. By this we mean expressions that lack a relational operator like "=" or "→", and as such could theoretically be evaluated down to a single mathematical term. Such expressions may be as simple as "3*5", but they can also become substantially more complicated (see additional examples in Appendix D.1). We single out this type of expression for discussion because it is a class of expression that can be thought of as a constituent unit, functioning essentially as a complex noun phrase. Such expressions may appear within a larger phrase of natural language, in which case they frequently occupy a syntactic position similar to that of a noun phrase.

They may also appear as individual units that can be combined to create more complicated mathematical expressions, such as equations. Because these expressions seem to act as individual units, it can be debated to what extent their internal structure should be represented. The headedness of an expression such as "8 - 6 / 2" is dubious, but it is clear that the order of operations which readers use to interpret the expression carries an understanding of hierarchy that we would want to include in a syntactic representation. Just as complex noun phrases receive internal syntactic analysis, we should also strive to provide an analysis to the internal structure of mathematical expressions without predication.

Keeping these points in mind, we consider Figure 4, which includes an example of a mathematical "unit" expression and accompanying UD annotation taken from the GUM corpus. We see that this "unit" expression is used as a modifier to the noun "bottles", and that there is a mix of numbers, mathematical operators, and unit abbreviations. The main relation in the mathematical expression is handled with conj (which is reasonable), but it is the units that serve as the conjoined elements in the analysis rather than the numbers. The expression serves as an example of how in corpora we may find mathematical expressions with internal elements that we may not consider to be truly mathematical (such as units) and how they may create complications, as it is not immediately clear whether the numbers or the units should be preferred as the head in this example. Additionally, in this analysis, the mathematical operator "x" is dismissed as punctuation (in both POS and deprel) and "5" is treated as a regular counting determiner, which fails to capture how multiplication is overtly indicated in the expression.

3.2 Equations

The second type of mathematical expression we will consider is equations (see additional examples in Appendix D.2). While equations are largely composed of the sorts of predication lacking expressions that we discussed in the last section, they also contain mathematical operators, such as "<", ">", and "=" which define relationships between different expressions, and introduce a predicate structure to the main expression.

We see an example of an equation and accompanying UD annotation in Figure 5. In this example, the "=" operator is taken to be the root of the expression, which makes sense as it is proposing a relation between the elements to its left and to its right, just as the verb "equals" does in natural language. However, it is questionable whether or not the nsubj and obj relations are appropriate for...
the equals operator. We may consider the equals relation in mathematics to be similar to that of the verb "equals", which typically takes the xcomp relation in UD analysis rather than obj. In fact, we see an example of "=" being modeled in such a manner in Figure 6, which we will discuss below.

Another point worth noting in this example is that there is a tokenization issue where "u^2" is separated as "u" and "2" without any indication of how the two tokens were originally related, which creates an ambiguity which was not present in the original expression. Even knowing the intended relation, it is unclear what single dependency relation could be used to express the "to the power of" relation. While not directly part of the syntactic analysis, tokenization is a task that will inevitably have consequences on what options are available during the syntactic analysis. It is particularly important to keep in mind for equations and other mathematical expressions, which frequently have nonstandard formatting which could prompt many tokenization ambiguities and errors (further discussion of such issues can be found in Appendix E).

3.3 Math and Natural Language Mixed Expressions

Within corpora which are primarily natural language, it is possible that mathematical expressions may appear as an isolated block, entirely divorced and alien from the rest of the text. However, it is more frequent for such expressions to be integrated into the natural language of the rest of the document to various degrees. In fact, there are many instances where segments of mathematical expressions are so deeply integrated into the natural language of the surrounding text that the decision of whether or not to call them mathematical expressions at all becomes uncertain. We will refer to such instances as mixed expressions (see additional examples in Appendix D.3).

One such example is shown in Figure 6. In this example, we see mathematical operators being used to convey a definition, where all of the units being related are natural language terms. Again, we see the addition operator being treated as a coordinating conjunction, though, as previously noted, this time the equals operation is treated in a syntactically different manner than we saw in the example in Figure 5. It is worth questioning whether the equals operation in these two cases is the same, in which case they should have the same analysis.

We also may question whether the units example in Figure 4 is also an example of a mixed expression. The involvement of natural language elements in both of these expressions illustrates that the line between mathematical expressions and natural language can be blurry.

4 Approaches for Handling Mathematical Expressions

Now that we’ve examined several examples of the types of mathematical expressions that can appear in scientific and academically oriented corpora, we will discuss various approaches we can take to analyze these expressions with dependency relations.

4.1 Multi-word Expressions

Multi-word expressions (MWEs) are expressions that are made up of multiple tokens that are considered to be syntactically idiosyncratic and can be analyzed as a single unit (Sag et al., 2002). At first glance, this may seem like a reasonable way to consider mathematical expressions, which frequently appear as analogous to a single nominal unit when they are integrated with natural language. However, simply deciding to treat mathematical expressions as analogous to MWEs would not give an immediate solution. Previous work on the handling of multi-word expressions in UD has indicated that MWEs are not treated uniformly across UD corpora, but are frequently analyzed with the relations compound, fixed, and flat (Kahane et al., 2017).

First, compound would be difficult to apply to any complicated expression consisting of more than a few terms. Additionally, compound implies a right headedness (in English) that is not representative of the structure of most mathematical expressions, many of which are composed of relations such as multiplication and addition, which are commutative in nature, defying the notion of headedness.
Next, fixed is an analysis that works for MWEs which are idiomatic set phrases that are not open to general extension. However, mathematical expressions have endless variation through the use of established operations. In short, the general notion of a mathematical expression is productive, so the application of fixed seems misguided. While some internal parts of a mathematical expressions could still independently be considered to be fixed, this would need to be considered at the level of individual languages, since many UD languages independently keep a closed list of expressions that can make use of the fixed relation.

Finally, flat completely gives up on the intent to represent the internal complexities of mathematical expressions. It it an unsatisfying simplification, but it is not without its merits. First, it requires minimal effort to implement and apply to isolated mathematical expressions, and can work as a hold over while more in depth standards for analysis are developed. However, it will not be able to account for grey areas where mathematical expressions or symbols are integrated into the surrounding natural language.

### 4.2 Code-Switching

Code-switching refers to a process in which two or more languages are switched between over the course of a single communication (Myers-Scotton, 2017). In Universal Dependencies, when an instance of code-switching is identified, the methods of analysis can be completely switched over from the standards of the first language to the standards of a second language using the Foreign feature and the Lang MISC attribute. As such, we could consider math to be its own completely independent language, like English or French, which deserves its own separate analysis, rather than trying to incorporate its analysis into the scope of the natural language that surrounds it.

However, if the syntax of the language is unknown, as would currently be the case with mathematical expressions, the UD guidelines recommend that the flat or flat:foreign label be used for all dependency relations in the code-switched segment (Sanguinetti et al., 2022). Such an analysis would be syntactically uninformative and would still leave open the need for developing UD standards to handle mathematical expressions.

Additionally, while there are some contexts where prolonged use of mathematical expressions may more strongly suggest that code-switching is warranted, such as multi-line proofs or derivations, we would still need a way to handle the use of mathematical operators and symbols integrated with natural language. Such instances could be considered as intra-sentential code-switching, where the switching happens within a clause or phrase, and the individual symbols could be marked with Foreign, but we would still need a means of determining the dependency relations needed to connect these tokens with the rest of the sentence.

Furthermore, treating math as a separate language would open up questions of when a niche domain can be considered independent enough to merit being handled though code-switching. If math can be its own language in UD, we might also extend the same consideration to domains like chemistry or computer programming which are rife with specialized jargon.

### 4.3 Natural Language

To treat a mathematical expression as natural language means to represent its internal structure as completely as possible with the existing relations of UD. We see evidence that mathematical expressions should be treated as analogous to natural language through the existence of mixed math and natural language expressions, such as the example in Figure 6, and through examples of mathematical expressions being integrated into passages of natural language. These examples show us that the line of what should and should not be considered a mathematical expression is not always clear. Because this line is not clear, code-switching or MWEs alone would not be sufficient to handle mathematical expressions or elements that are integrated with natural language. As such, it is worthwhile to develop standards of how to treat mathematical expressions in a manner analogous to natural language.

The most intuitive strategy for analyzing mathematical expressions as natural language is to treat the written expression the same as its spoken form. As most mathematical expressions can be verbalized in conversation, it stands to reason that we should be able to syntactically analyze them as language as well. Of course, when we verbalize mathematical expressions there may be instances where the words in the verbalized expression do
not map neatly onto the written symbols, or where different speakers (particularly speakers of different languages) may not verbalize things in same way. Additionally, even once the expressions are considered in their spoken forms, it may still not be obvious which dependency relations should apply, as is often the case with technical, jargon filled natural language. As such, it is worthwhile to develop additional guidelines for the treatment of mathematical expressions as natural language.

5 Preliminary Recommendations for Analysis of Mathematical Operators as Natural Language

In this section we offer some brief guidelines on how to treat mathematical operators as analogous to English natural language in the application of dependency relations. As previously shown in Figure 2, mathematical operators present in UD corpora are primarily those for basic arithmetic, predicate relations, and parentheses. As such, these operators will be the focus of our recommendations. Since functions are a fundamental means of expressing relations in mathematics, we also give brief recommendations for the treatment of function application.

In these guidelines, we follow the view put forward by Schneider and Zeldes, 2021 that the relation nummod should be strictly used for quantity modification, as opposed to being a more general modifier to be used in any situation involving numbers. As such, we generally treat free standing numbers in mathematical expressions (e.g., "4" in "x + 4") syntactically the same as we treat variables like "x": as nominal terms.

5.1 Predicate Operators (e.g., =, <, >)

If we want to handle mathematical operators in a manner analogous to handling natural language, we may start by considering how the operators would be realized in spoken language. The predicate operator "=" is pronounced as the verb "equals" in spoken language, and it seems reasonable to treat "=" similarly. As discussed in Section 3.2, the verb "equals", is generally analyzed with arguments taking the nsubj relation and the xcomp relation. An example of such an analysis is shown below in (1) for the expression "x = 1":

(1)

Similarly, we may consider that "<" is generally pronounced as "less than" when spoken aloud. However, we must additionally take into account that the natural language context surrounding the operator will influence what syntactic analysis we want to apply to it. For instance, in the example "Let us consider x < 5", "x < 5" is itself a term where "x" is the head and "< 5" is a modifying expression for the type of "x". In this example, we can analyze "< 5" as an adnominal clause headed by "5". The clause then functions as a modifier to the leftmost term "x", and we give its head the relation acl. "<" is then an extent modifier for the nominal term "5", so we give it the relation obl. The analysis for this example is shown in (2) below:

(2)

Let us consider x < 5

VEBB PRON VERB NOUN SYM NUM

We may also consider the example "We will prove that x < 5", where "x < 5" is itself an equation with predication. In this instance, "<" must be the predicate and serve as the head of "x < 5". It follows that we may treat "x" as the nsubj of the predicate, and because the predicate relation is that of a comparative adjective, we may treat "5" as anobl argument to "<". The analysis for this example is shown in (3) below:

(3)

We will prove that x < 5

PRON AUX VERB SCONJ NOUN SYM NUM

The ">" operator can be analyzed in a manner analogous to the above examples.

5.2 Conjoining Operators (e.g., +, -, *, /)

Next, we will consider the operators for the mathematical operations of addition ("+") subtraction ("-"), multiplication ("*"), and division ("/"). It is worth noting here that some of these operations may be represented in multiple forms, not all of
which will have the same syntactic analysis (e.g., in mathematical expressions, multiplication can be implied by the adjacency of terms, as well as by the use of the "*" or "\times" operators). We primarily consider these operations to be conjoining relations, and as such, we link the terms to the left and right of the operator with the \texttt{conj} relation, and the operator itself can be labeled with the \texttt{cc} relation. An example of this analysis is shown in (4) for the expression "x + y":

\[ (4) \]

\begin{align*}
\text{conj} & \quad \text{cc} \\
\text{NOUN} & \quad + \quad \text{NOUN} \\
\end{align*}

One benefit of this analysis is that it allows us to distinguish the scope of certain operations. For instance, consider the expression "8 - 6 / 2", which evaluates to 5. In accordance with the order of operations for mathematical expressions, in which division occurs before subtraction, the division by 2 should just be applied to the 6. We can express this by making "2" a dependent of "6". This analysis is shown below:

\[ (5) \]

\begin{align*}
\text{conj} & \quad \text{cc} \\
\text{NUM} & \quad - \quad \text{SYM} & \quad / & \quad \text{SYM} & \quad \text{NUM} \\
\end{align*}

In contrast, consider the expression "( 8 - 6 ) / 2", which used parentheses to force the subtraction to occur first so the expression evaluates to 1 rather than 5. We can express this difference by making "2" a dependent of "8" rather than "6". The added parentheses are treated as punctuation to the head. This analysis is shown below:

\[ (6) \]

\begin{align*}
\text{punct} & \quad \text{punct} \\
\left( \text{NUM} & \quad - \quad \text{SYM} \right) & \quad / & \quad \text{SYM} & \quad \left. \text{NUM} \right) \\
\end{align*}

As previously mentioned, multiplication can be implied by the adjacency of terms, and in such cases, there is no operator to assign the \texttt{cc} relation. Even so, if it is two adjacent variable terms (such as "xy"), we believe it is still appropriate to apply the relation \texttt{conj}. However, if it is a coefficient adjacent to a variable, as in "2x", then we believe the coefficient can be treated as \texttt{nummod} to the variable. This is because "2x" (pronounced "two x") is generally interpreted as quantity modification on the number of "x", similar to how "5 bottles" is quantity modification on the number of bottles.

While in this section we have treated basic mathematical operators as conjoining relations, we also note that it is possible to view them as instances of more general function application (for which we offer a recommended treatment in the next section). While this is reasonable from a semantic perspective, we believe that in the formulation of mathematical expressions the verbalizations of these basic operators typically occupy syntactic positions more similar to natural language conjunctions (which themselves could be modeled as simple functions if desired), and as such can be handled using the \texttt{conj} and \texttt{cc} relations in most instances.

5.3 Function Application

We will now consider how to analyze function application in expressions such as "f(x)". This expression can be pronounced as "F of X", and so we may analyze "f" as the head of the expression, and "x" as a nominal extent modifier to the function using the \texttt{nmod:npmo} relation. The parentheses are treated as punctuation attached to "x". This analysis is shown below:

\[ (7) \]

\begin{align*}
\text{nmod:npmo} \\
\text{NOUN} & \quad \text{PUNCT} & \quad \text{NOUN} & \quad \text{PUNCT} \\
\end{align*}

6 Conclusion

In this paper, we gave an high level overview of the current treatment of mathematical expressions in UD corpora, and considered various difficulties that arise when attempting to handle mathematical expressions with dependency relations by examining different types expressions attested in corpora related to academic and scientific domains. We argued that in most cases mathematical expressions should be treated in a manner analogous to natural language, rather than being treated as multi-word expressions with minimal internal structure, or as instances of an entirely separate "language" that
would be handled via code-switching. As a part of this argument, we provided guidelines for using dependency relations to analyze basic mathematical expressions as natural language.

The main purpose of this paper is to raise awareness of the problems presented by mathematical expressions, and present various alternative philosophies for how to address them. We also wish to highlight the current lack of UD resources containing mathematical and technical texts. We believe that the adoption of the philosophy to treat mathematical expressions as natural language and the further development of such guidelines will help to facilitate the inclusion of such technical texts in future UD corpora and expand the resources available for the under resourced domain of technical language.

Limitations

As previously mentioned, while many of our arguments regarding syntactic analysis of mathematical expressions can apply cross-linguistically, this paper has primarily discussed how to analyze mathematical expressions as analogous to English natural language. As we argue that mathematical expressions should be treated as natural language in general (not just English), mathematical expressions in non-English texts should be analyzed as analogous to the primary natural language used in that document. However, the recommendations in this paper focus only on English language verbalization of mathematical expressions.

Additionally, the guidelines offered here only cover basic mathematical expressions, and more substantial guidelines will need to be developed in order to inform the annotation of texts containing more complicated mathematical expressions. This paper also does not include annotations for a significant amount of data, which would be useful in demonstrating the validity of analyzing mathematical expressions as natural language. Future work will need to include the further development of guidelines and a demonstration of their application on a substantial amount of data.
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A Query to Identify Mathematical Expressions

This section gives a description of the search criteria in the query we used to identify mathematical expression in UD corpora. Our query identified sentences containing the at least one of following combinations of numerical values and Unicode mathematical operators and symbols:

1. At least 1 token that is included in one of the following Unicode blocks:
   - Mathematical Operators
   - Supplemental Mathematical Operators
   - Mathematical Alphanumeric Symbol
2. Or, at least 2 basic mathematical operators
3. Or, at least 1 number, 1 basic mathematical operator, and 1 ambiguous mathematical operator

where "basic mathematical operators" are defined as the following set of symbols: +, ×, ÷, =, ±, >=, <=, and "ambiguous mathematical operators" are defined as the following set of symbols: -, /, <, >, x, *, ^, (, ).

Table 1 lists the UD dependency relations discussed in this paper.

### B Dependency Relation Proportions for Mathematical Operators

<table>
<thead>
<tr>
<th>Relation</th>
<th>Proportion</th>
</tr>
</thead>
<tbody>
<tr>
<td>acl</td>
<td>0.2</td>
</tr>
<tr>
<td>cc</td>
<td>0.0</td>
</tr>
<tr>
<td>compound</td>
<td>0.0</td>
</tr>
<tr>
<td>conj</td>
<td>0.0</td>
</tr>
<tr>
<td>fixed</td>
<td>0.1</td>
</tr>
<tr>
<td>flat:foreign</td>
<td>0.5</td>
</tr>
<tr>
<td>nmodal</td>
<td>0.0</td>
</tr>
<tr>
<td>obj</td>
<td>0.0</td>
</tr>
<tr>
<td>obl</td>
<td>0.0</td>
</tr>
<tr>
<td>punct</td>
<td>0.0</td>
</tr>
<tr>
<td>xcomp</td>
<td>0.0</td>
</tr>
</tbody>
</table>

Table 2: Dependency relation proportions for the most frequent mathematical operators in Universal Dependencies corpora (UD version 2.11, contains 243 treebanks, 138 languages).

### C Dependency Relation Abbreviations

Table 1 lists the UD dependency relations discussed in this paper. The left column lists the dependent abbreviation used in the paper and the right column gives a short description of the relation.

### D Examples of Mathematical Expressions in Corpora

This section gives additional examples of mathematical expressions in corpora and includes discussion on notable aspects of each example.
D.1 Expressions Lacking Predication

Examples taken from COCA:

(1) \(( n + 1 )\)

(2) Square root of 37

(3) \(1 + 2 + 4 + 8 + 16 + 32 + 64 \text{ cents}\)

Examples (1) and (2) above may function as independent nominal phrases, while the mathematical expression in example (3) acts as a modifier to the word "cents". Example (2) also includes an expression composed primarily of word tokens rather than symbols, which provides additional motivation for a natural language based analysis.

D.2 Equations

Examples taken from the ACL Anthology Corpus:

(1) \(\lambda v = \log ( D / D(v) )\)

(2) \(\beta = 1 + \beta_2 \times C \times E \beta_2 \times C + E\)

(3) \(\gamma = 1/1.3 = 0.77\)

While examples (1) and (2) show expressions with a single predicate operator, example (3) shows that it is possible to have multiple predicate operators in a single expression. Also, we note that because "x" indicates multiplication in example (2), it is likely that "\(\beta\)" is squared rather than multiplied by "2", but the formatting has introduced ambiguity into the expression.

D.3 Mixed Expressions

Examples (1) and (2) taken from COCA. Example (3) taken from the ACL Corpus:

(1)

The total number of productions ( unintelligible + simplified + correct )

(2)

Global fee = hospital costs + hospital profits + physician fees

(3)

king - man + woman = queen

The above examples show expressions that mix mathematical operators and words to convey various kinds of definitions. Notably, in example (1) we see parentheses serving a similar function to the equals signs in the other two examples.

E Expressions Unfit for Syntactic Analysis

We would also like to highlight that there are issues regarding how mathematical expressions are represented and tokenized in corpora, which need to be figured out before syntactic analysis can be applied. While searching for example mathematical expressions to use in this paper, we came across numerous examples where the reformatting done to import the equation into the corpus leaves it mangled and unintelligible to the extent that attempting to apply a syntactic analysis would be meaningless.

Here are example equations taken from the ACL Anthology Corpus, which were heavily altered upon being imported into the corpus. For the sake of comparison, the original equations from the corresponding ACL papers are included directly below each equation:

(1)

\(\cos(1 \ldots 2 \ldots 1 \Sigma \Sigma = = = \times = n i n i n i b i a i b i a B A)\)

(2)

\(0 H : (1) (1) i i P t R p P t R = = 1 1 2\)
\(H : (1) (1) i i P t R p p P t R = \neq =\)

\(H_0 : P(t_i | R) = p = P(t_i | \bar{R})\)
\(H_1 : P(t_i | R) = p_1 \neq p_2 = P(t_i | \bar{R})\)

The examples above illustrate that importing complex mathematical expressions into corpora without taking into account how the formatting should be represented and how the expressions should be tokenized can result in expressions that
cannot be interpreted and thus cannot be syntactically analyzed. While it is essential to have some means of handling ambiguous or mangled expressions in an analysis of mathematical expressions, it will also be important to consider representation and tokenization issues separately.
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Abstract

We present a novel dataset for physical and abstract plausibility of events in English. Based on naturally occurring sentences extracted from Wikipedia, we infiltrate degrees of abstractness, and automatically generate perturbed pseudo-implausible events. We annotate a filtered and balanced subset for plausibility using crowd-sourcing, and perform extensive cleansing to ensure annotation quality. In-depth quantitative analyses indicate that annotators favor plausibility over implausibility and disagree more on implausible events. Furthermore, our plausibility dataset is the first to capture abstractness in events to the same extent as concreteness, and we find that event abstractness has an impact on plausibility ratings: more concrete event participants trigger a perception of implausibility.

1 Introduction

The ability to discern plausible from implausible events is a crucial building block for natural language processing (NLP). Most previous work on modelling plausibility however focuses on the kinds of semantic knowledge necessary for distinguishing a physically plausible event from an implausible one (Wang et al., 2018; Porada et al., 2019). As illustrated in Fig. 1, the current study extends the traditional focus to discern physically plausible events such as cat-eat-sardine from physically implausible ones such as rain-break-belly. Furthermore, while recent datasets include some events with conceptually abstract participants (Emami et al., 2021; Pyatkin et al., 2021), as to our knowledge no dataset nor model up to date has paid attention to the interaction of event plausibility and abstractness of the involved concepts. We propose to systematically examine plausibility across levels of abstractness, and distinguish between abstractly plausible events such as law-prohibit-discrimination and abstractly implausible ones such as humour-require-merger. We hypothesize that (i) plausible vs. implausible events can be captured through physical vs. abstract levels, and that (ii) integrating degrees of abstractness into events fosters the understanding and modelling of plausibility (cf. Fig. 1).

We start out with a set of attested, i.e., plausible, natural language events in form of s-v-o triples from the English Wikipedia, assign abstractness ratings to event participants, and partition the triples into bins with varying degrees of abstractness. We then automatically generate pseudo-implausible event triples and assign degrees of abstractness in a similar way. To obtain human plausibility ratings for each event triple, we conduct a crowd-sourcing annotation study. We collect and validate a total of 15,571 judgements amounting to an average of 8.9 ratings for 1,733 event triples.

Human intuition regarding the assessment of plausibility is, however, incredibly multi-faceted, highly individual, and not easily reproducible automatically (Resnik, 1993). In particular, boundaries between categories to be annotated or predicted might not necessarily be strictly true or false, i.e., either plausible or implausible, thus reflecting the true underlying distribution of non-deterministic human judgements with inherent disagreement about labels (Baan et al., 2022). Over
the past decade, a growing body of work has emphasized the need to incorporate such disagreement in NLP datasets to reflect a more realistic and holistic picture across NLP tasks (Plank et al., 2014; Aroyo and Welty, 2015; Jamison and Gurevych, 2015; Basile et al., 2021b; Uma et al., 2021a). Accordingly, we argue for the necessity to preserve and examine disagreement when annotating and modelling plausibility, and represent inherent disagreement in annotation in order to devise a range of silver standards for analysis and modelling. More specifically, we disentangle subjectivity from annotation error, limitations of the annotation scheme, and interface (Pradhan et al., 2012; Poesio et al., 2019), and examine disagreements in physical and abstract plausibility annotation.

Overall, we find that our annotators tend to favor plausibility over implausibility, and we observe stronger disagreements for implausible in comparison to plausible events. Second, we explore the impact of abstractness on plausibility ratings. Here, our results reveal a positive relation between plausibility and events consisting of more abstract words, while implausibility is mostly found in predominantly concrete events.

2 Background and Related Work

2.1 Capturing (Semantic) Plausibility

The notion of plausibility has been approached from many perspectives. Inspired by the overview in Porada et al. (2021), we present distinctions and discuss viewpoints from previous work. Similarly to related notions such as selectional preference (Wilks, 1975; Resnik, 1993; Erk et al., 2010; Van de Cruys, 2014; Zhang et al., 2019; Metheniti et al., 2020) and thematic fit (Chersoni et al., 2016; Sayeed et al., 2016; Pedinotti et al., 2021), plausibility estimations capture non-surprisal in a given context. For example, the event kid-sleep with the agent kid is less surprising than tree-sleep and therefore considered more plausible. Within the context of (semantic) plausibility, however, plausible events are not necessarily assumed to be the most typical or preferred events. This stands in contrast with selectional preference or thematic fit, where whatever is not preferred is considered atypical albeit, in principle, a given event might be plausible. Wilks (1975) also discusses naturally occurring cases where the most preferred option does not yield the only correct interpretation: “[t]he point is to prefer the normal, but to accept the unusual.”

In this vein, Wang et al. (2018) propose the task of semantic plausibility as “recognizing plausible but possibly novel events”, where a “novel” event might be an unusual but nevertheless plausible event. Porada et al. (2021) further point out that “[p]lausibility is dictated by likelihood of occurrence on the world rather than text”, and attribute this discrepancy to reporting bias (Gordon and Van Durme, 2013; Shwartz and Choi, 2020). For example, it is much more likely that the event human-dying is attested than the event human-breathing. The sum of all plausible events in a given world thus encompasses not only the sum of all attested events in a corpus (including modalities other than text), but also possibly plausible events which are not necessarily attested in a corpus.

In our definition what is preferred is considered the most plausible, but what is unusual might still be highly plausible. Plausibility therefore (i) exceeds the boundaries of (selectional) preference. Further, plausibility (ii) is a matter of degree as the preferred is considered more plausible. In turn, what is unusual is still considered plausible albeit to a lesser degree. Moreover, plausibility (iii) captures non-surprisal in a given context, and (iv) denotes what is generally likely, but not necessarily attested in a given corpus.

2.2 Measuring Semantic Plausibility

There are various positions on how to model, measure, and evaluate whether an event triple is plausible. In this study, we model plausibility as the proportion of what is considered plausible, requiring a minimal label set of {implausible, plausible} (Wang et al., 2018). Note that a value regarding what is “true” is not involved in measuring plausibility. Consider the examples eat-strawberry, eat-pebble, and eat-skyscraper. Given our label set, the first two events would be considered plausible (even though they strongly vary in their degree of plausibility and likelihood to be attested in text with eating a strawberry considered more plausible than the less, but still plausible process of eating a pebble)\(^1\), while the last event is physically implausible. Derived label sets such as {implausible, neutral, plausible} may include a “neutral” label which is considered to not carry plausibility information, as it does not provide insight into whether an expression is (im)plausible (Anthonio et al., 2022).

\(^1\)Using e.g., Google n-grams, eat-strawberry is clearly attested more often than eat-pebble, while eat-skyscraper is not attested at all.
When annotating plausibility, drawing hard lines between labels is difficult and increases in complexity when considering free-standing events where no information on limiting factors regarding interpretation can be inferred. An example would be *human-breathe* which is plausible unless the human in question is dead. A more complex example would be *human-have-human_rights*, which is likely to be considered plausible by the majority of people and mirrored by corresponding laws in many countries, but (a) not universally accepted by each individual, and (b) not formalized as such by all countries.

### 2.3 Physical and Abstract Plausibility

Concepts can be described in accordance with the way people perceive them. While concepts that can be seen, heard, touched, smelled, or tasted are described as *concrete*, those that cannot be perceived with the five senses are referred to as *abstract* (Barsalou and Wiemer-Hastings, 2005; Brysbaert et al., 2014). Examples of concrete concepts include *apple, house* and *trampoline*, abstract examples encompass *absurdity, luck*, and *realism*. While instances at each extreme of abstractness occur, the notion is not binary but rather continuous, including many concepts between each extreme. Mid-range examples include concepts such as *inflation, punctuality* and *espionage*.

The grounding theory of cognition argues that humans process abstract concepts by creating a perceptual representation that is inherently concrete as it is generated through exposure to real world situations using our five senses (Van Dam et al., 2010; Brysbaert et al., 2014). However, more recent work brings forth evidence suggesting that such representations incorporate both perceptual and non-perceptual features (Dove, 2009; Naumann et al., 2018; Frassinelli and Schulte im Walde, 2019).

Regarding suitable abstractness ratings, we find a variety of datasets of growing size and diversity for many languages. A widely used collection are the concreteness norms devised by Brysbaert et al. (2014), who collected ratings for approx. 40K “generally known” English words such as *sled* and *dream*, referring to strength of sense perception.

### 2.4 Disagreement in Dataset Construction

While humans excel at assessing plausibility, they might naturally disagree regarding the plausibility of an event such as *law-prohibit-discrimination*. In the course of the last decade, a growing line of research argues for the preservation and integration of disagreement in dataset construction, modelling, and evaluation (Aroyo and Welty, 2015; Pavlick and Kwiatkowski, 2019; Basile et al., 2021b; Fornaciari et al., 2021; Uma et al., 2021a). While highly subjective tasks such as sentiment analysis (Yin et al., 2012; Kenyon-Dean et al., 2018) and offensive language detection (Leonardelli et al., 2021; Almanea and Poesio, 2022) have gathered particular attention, prior work has also presented evidence for seemingly objective tasks requiring linguistic knowledge such as PoS tagging (Gimpel et al., 2011; Hovy et al., 2014; Plank et al., 2014). We thus argue for the necessity to disentangle, devise, and examine disagreement when annotating and modelling plausibility. In contrast to previous work on plausibility assessments, we represent inherent disagreement in annotation and devise a range of silver standards for analysis and modelling.

### 3 Construction of Event Targets

Our first goal is to create a dataset that systematically (a) covers both plausible event triples that are selectionally preferred or unusual, (b) captures events attested in the real world, i.e., extracted from triples produced in natural language, (c) measures plausibility on a degree scale from plausible to implausible, and (d) puts equal emphasis on both abstractly and physically plausible events. We visualize the dataset construction process in Fig. 2.

#### 3.1 Extracting Natural Language Triples

To compile a set of natural language triples, we first extract all text from an English Wikipedia dump using *gensim* (Řehůřek and Sojka, 2010). We then randomly sample $k$ articles with $k=50,000$ and syntactically parse the articles using *stanza* (Qi et al., 2020). Next, we extract a triple $(s,v,o)$ whenever the following conditions are satisfied: $s$...
is the lemma of the head of nsubj, o is the lemma of the head of obj, and v is the lemma of the head of the root verb. We only allow nouns in subject and object positions and disregard proper names and pronouns as well as nouns and verbs that are part of a compound, yielding 62,843 triples. We extract each triple once, keeping track of frequency w.r.t sampled text data. Triples containing nouns or verbs that are explicit or have offensive connotations are filtered out using existing tools. In total, this leaves us with 62,473 triples.

3.2 Creating Physically and Abstractly Plausible Triples

To discern triples containing highly concrete words from triples which encompass more abstract words, we assign abstractness scores to all nouns and verbs in a triple, drawing on the concreteness ratings by Brysbaert et al. (2014). We use a reduced collection\(^7\) encompassing 12,880 noun and 2,522 verb targets to assign concreteness ratings to all 62,473 triples where a rating \(r\) exists for each word \(w \in \{s, v, o\}\). Instances with nouns or verbs for which no rating exists are discarded. Overall, the assignment step yields 35,602 triples\(^8\) with ratings. As we are specifically interested in distinctive features of abstractness vs. concreteness and cases which can be found in the middle of the continuous scale, we partition each constituent and each triple into 5 bins [highly abstract, abstract, mid-range, concrete, highly concrete]. To construct our dataset, we then only consider the bins at each extreme as well as the mid-range bin. Each constituent of a triple \(t\) can be either highly abstract (a), mid-range (m), or highly concrete (c). Taking the Cartesian product, we thus define 27 possible triple combinations, e.g., triples consisting of words with very high concrete ratings only, e.g., \((c, c, c)\) or fully mixed triples, e.g., \((c, m, a)\). To extract triples satisfying the conditions of each of the 27 possible triple combination, we carry out the following steps:

(a) Partition each constituent in \(s, v, o\) in each triple \(t_1\ldots t_n\) into 5 bins of equal size, ranging from very abstract to very concrete. Whenever the relative threshold \(\theta\) between bins prohibits perfectly equal sizes, we trade perfect bin size for perfectly separated abstractness ratings.

(b) Extract all triples satisfying the conditions of a combination e.g., \((c, c, c)\) from our set of 35,602 triples.

The distribution of all naturally occurring triples for each triple combination \(\in \{(a, a, a), \ldots (c, c, c)\}\) is presented in Fig. 6, App. A.2. To select plausible triples for annotation, we randomly sample 40 triples for each combination, yielding a total of 1,080 plausible triples.

3.3 Constructing Physically and Abstractly Implausible Triples

To construct implausible triples, we use the 35,602 cleaned triples for which an abstractness rating as provided by Brysbaert et al. (2014) exists. This restriction makes the task of implausible triple generation non-trivial as the set of possible constituents in each function is now limited to subjects, verbs, and nouns.
verbs and objects that are attested to be plausible in their given function. Generating perturbations of attested triples as used by Porada et al. (2021)—where only one constituent, e.g., the subject, is perturbed while verb and object are kept—also results in disproportionately many plausible triples, e.g., jurisdiction-evaluate-reaction.

We thus use only the following perturbations: For each \( t \in \) attested triples, we obtain a randomly perturbed \( t' \) serving as a pseudo-implausible natural language triple. We uniformly generate perturbations of the form \((s', v', o), (s', v, o')\) and \((s, v', o')\), where \( s', v', \) and \( o' \) are arguments randomly sampled from the plausible triple collection taking into account corresponding functions, e.g., only words for which the use as object is attested in the corpus are randomly sampled as an object perturbation. We discard all triples that exist in the plausible triple collection and only keep unique instances, thus yielding 35,600 pseudo-implausible triples. After profanity filtering, we are left with 35,447 triples. We assign abstractness ratings and apply the binning method as described in the previous section 3.2.

The distribution of physically and abstractly pseudo-implausible triples per combination is shown in Fig. 6 (b), App. A.2. In analogy to plausible triple construction, we sample 40 triples for each abstractness combination to obtain 1,080 implausible triples.

4 Human Annotation

Our second goal targets the annotation of the collected event triples with respect to subjective assessments of plausibility on a degree scale (1–5) ranging from implausible to plausible. For this, we perform a human annotation study.

4.1 Collecting Ratings for (Im)Plausibility

Task We collect plausibility judgements on Amazon Mechanical Turk\(^9\) for our 2,160 plausible and implausible triples. Each triple is annotated by 10 annotators. In particular, we ask annotators to indicate whether a given sentence is implausible or plausible using a sliding bar (corresponding to a scale from 1 to 5). An example of the task with full instructions as presented to annotators in our Human Intelligence Task (HIT) is illustrated in Fig 7, App. B.1. To avoid bias, the slider is by default set to the middle of the bar. Annotators are required to move the slider and thereby make a decision for either plausible or implausible. Task instructions clearly inform about the possibility of submission rejections if the slider remains in the middle position.

Annotators Participation is limited to annotators based in the United States and the United Kingdom. We further require annotators to have a HIT Approval Rate > 98% and a number of \( \geq 1,000 \) approved HITs from previous work.

Quality Checks To track annotation quality, we use an initial set of 20 manually produced check instances (cf. App. B.2) that were judged clearly plausible/implausible by the authors and an additional English native speaker. Annotators are presented batches of 24 randomly shuffled plausible or implausible triples, plus one randomly sampled check instance. In case of failed check instances, we discard all annotations submitted by the corresponding worker.

4.2 Annotation Post-Processing

After discarding submissions where the slider is set to the default (rating=3) as well as submission from workers who failed a check instance, we collect a total of 21,317 plausibility ratings.\(^{10}\) We further perform the following post-processing steps in order to minimise the impact of spam and low-quality annotations regarding the plausibility of a given event (Roller et al., 2013; Rodrigues et al., 2017; Leonardelli et al., 2021), with datasets statistics at every processing step shown in Table 3, App. B.3. We first filter out ratings from workers who submitted annotations for <10 instances. Assuming that events observed in Wikipedia represent plausible events, we then exclude ratings from workers whose annotations disagree with the original label plausible in more than 75% of their corresponding submissions.

After these steps, our number \( n \) of annotators \( A \) still amounts to a large set of \( nA > 500 \) annotators. To ensure sufficient agreement between annotators, we calculate a \textit{soft} pairwise Jaccard Coefficient \( J \) (Jaccard, 1902)\(^{11}\) for all annotator combinations, and only keep annotations from workers whose submissions yield an average \( J > 0.4 \), following

\( ^9 \)https://www.mturk.com/

\( ^{10} \)After our main collection round, we experiment with basic post-processing steps and perform a small second collection round to collect 5 ratings for 84 triples with <8 ratings.

\( ^{11} \)See App. B.3 for details on the calculation.
Bettinger et al. (2020). Finally, we keep only triples in the dataset if they received at least 8 ratings.

4.3 Dataset Statistics

After post-processing, we are left with 15,571 plausibility ratings for 1,733 triples (80% of the original triple set). With respect to instance coverage per abstractness combination, we have an average number of 32 triples per combination for both plausible and implausible triples with a minimum of 27 triples for the combinations \((a, a, m)\) and \((m, c, c)\) for plausible and implausible triples, respectively. Triples receive between 8 and 12 ratings, with an average of 8.9 ratings.

Estimated average Inter-Annotator Agreement (IAA) across our post-processed dataset using the previously introduced soft pairwise Jaccard Coefficient reaches 0.64. This indicates reasonable agreement among annotators; cases of disagreement we will explore in the next section.

5 Analysis of Human Judgements and Disagreement

5.1 Examining Rating Distributions

Fig. 3 (a) shows the distribution of ratings across the four rating options, with green and pink bars indicating originally plausible and implausible label, respectively. The distribution is skewed towards plausibility with 68.98% ratings \(\{4, 5\}\). We aggregate all individual ratings as average median rating per triple and show the resulting distribution in Fig. 3 (b). While the distribution for originally plausible triples (green bars) evens out as expected with a peak number of average median rating for average plausibility (avg. median ratings \(\{3, 4\}\)), a similar peak can be observed given the distribution for originally implausibly triples (pink bars). The graph also shows differences, namely substantially more triples with a median rating indicating weak implausibility (avg. median rating \(\{2, 3\}\)) for originally implausible triples. On the other hand, high plausibility (rating \(\{4, 5\}\)) is annotated for mostly originally plausible triples.

To further investigate the skew towards plausibility, we visualize the average median rating for originally plausible and implausible triples in Fig. 4. The plot also illustrates the standard deviation of the values as a cloud. We observe that annotator ratings tend to show more overlap for plausible triples, with standard deviation decreasing with higher plausibility. In contrast, rating triples labeled as implausible result in greater deviation from the average mean rating decreasing only with implausibility. Taking into account the black horizontal line at a median rating of 3, we clearly see that median ratings for originally plausible triples are mostly above the cut line, thus indicating an overlap with the original label. On the other hand, median ratings for originally implausible triples are mostly below the cut line, thus indicating a clash with the original label.

These observations suggest (i) that humans favor plausibility over implausibility, while avoiding the extreme on the plausibility end of the scale, and (ii) that implausibility yields higher disagreement, as annotators disagree more when rating triples that were originally labeled as implausible.
5.2 Exploring the Impact of Abstractness on Plausibility Ratings

Abstractness at Event Level

To assess the relation between degrees of abstractness for combinations of words and plausibility on physical and abstract levels, we first examine the proportion of plausibility ratings across triples from each of our 27 abstractness combinations. For this, we calculate a strict majority (≥70%) for each triple. Whenever ratings do not point to a majority, i.e., 50% plausible vs. 50% implausible, we mark the triple as unsure. We present a visualization in Fig. 5 where green bars denote a strict majority of plausible ratings $P_t^4$, pink bars refer to a strict majority of implausible ratings $P_t^1$, and orange bars illustrate the lack of clear majorities.

For attested plausible triples, original label and proportional majority rating overlap in all cases. In only three cases we observe majority ratings proportions below 50%, namely for the mostly concrete combinations $(c,c,m)$, $(a,c,c)$, and $(a,c,m)$. In contrast, majority rating proportions are generally higher for more abstract combinations, e.g., $(a,a,a)$, $(m,a,a)$. While a very low average of majority ratings for implausibility (1.3) can be observed, an average of 26.2 is obtained for triples with no majority. These observations suggest that (i) implausibility is most likely assigned to triples with concrete words, inducing higher disagreement among annotators, (ii) plausibility is most likely assigned given more abstract words.

For perturbed implausible triples, the picture looks different with only one abstractness combination for which original and majority rating proportions overlap, namely $(a,c,c)$. For four highly abstract combinations $(a,m,a)$, $(m,a,a)$, $(m,m,a)$, a plausible majority is observed. However, in comparison with attested plausible triples, disagreement and uncertainty is much higher with no clear majority for 80% of abstractness combinations. These findings underline the observations for attested plausible triples with (i) implausibility being easier to catch given concrete words, and (ii) plausibility connected to more abstract words.

Abstractness at Event Constituent Level

We further examine abstractness at constituent level, i.e., we explore whether abstractness degrees of individual constituents play a role. For this, we again calculate strict majority ratings across triples for each abstractness combination in a binary label setup (cf. 5.2). We focus on triples with a $\geq 70\%$ majority for either plausible or implausible and calculate the proportion of concrete, mid-range, and abstract constituents $P^s,v,o_u P_t$.

Results are presented in Table 1. For constituents of triples receiving plausible majority votings, no particular pattern stands out: we find relatively equal shares for all constituents across abstractness levels. For originally implausible triples rated plausible, we observe a slightly higher share of mid-range and abstract constituents. In contrast, abstractness levels seem to play a more important role.
role for constituents of triples with implausible majority votings. For both originally plausible and implausible triples, percentage shares clearly increase for concrete subjects and objects as compared to triples with plausible majorities. We also observe more abstract verbs, while shares of concrete and mid-range verbs decrease. In addition, a decrease in abstract subjects and objects as well as mid-range subjects can be observed. Regarding verb constituents, the line seems to be clear-cut between verbs as we find an increase in abstract, a decrease in mid-range, and relatively equal shares for concrete verbs.

These examinations suggest that abstractness levels of event constituents are especially important when assessing the absence of plausibility. Generally, events with a majority voting for implausible tend to include more concrete subjects and objects. However, the picture gets more diverse with clear increases in abstract verbs. Interestingly, these observations hold irrespective of the original label.

The exploration of abstractness at event constituents underlines our findings from the previous analysis focusing on abstractness at event level. We again find that the majority of human annotators tend to agree on what is plausible, while implausibility seems to be harder to catch and introduces more disagreement. Moreover, assignment likelihood of plausibility increases with abstractness of triple constituents, whereas assignment likelihood of implausibility increases with concreteness of triple constituents – no matter the underlying original label.

6 Final Dataset: Aggregations

To foster learning with and from disagreement, we release not only (i) the raw annotator ratings, but also (ii) provide the following standard aggregations to enable various perspectives for interpretation and modelling: for further aggregation options see e.g., Uma et al. (2021b). We account for both multi-class (label \{4, 5\}) and binary (label either plausible \{4, 5\} or implausible \{1, 2\}) categorizations. The dataset is available at https://github.com/AnneroseEichel/PAP.

(a) Strict Majority with Disagreement
Classes are assigned based on a 70% majority for a multi-class or binary setup. In case of no clear majority, a label denoting disagreement is assigned to reflect conflicting perspectives of annotators.

(b) Distribution
To account for fine-grained disagreement and uncertainty, we calculate class distributions for a multi-class or binary setup.

(c) Probabilistic Aggregation
As we work with crowd workers, we also provide probabilistic label aggregations using Multi-Annotator Competence Estimation (MACE)\(^12\) (Hovy et al., 2013). MACE leverages an unsupervised item-response model that learns to identify trustworthy crowd annotators and predicts the correct underlying label. We
provide both predicted silver labels and class distributions for a multi-class and binary setup.

7 Discussion

We formulated the task of automatically distinguishing abstract plausible events from implausible ones as an extension of Wang et al. (2018) who focused specifically on physical plausible events. Based on the presented findings, we affirm our hypothesis as to (i) whether plausible and implausible events can be systematically captured on physical and abstract levels by (ii) integrating degrees of abstractness for combinations of words.

We further note differences in collected annotations with assignment likelihood of plausible ratings increasing with abstractness of events’ constituents, while concreteness seems to facilitate the detection of more implausible events. We hypothesize that more concrete words evoke a more stable mental image grounded in the real world. Events like our introductory example rain-breaks-belly that represent a violation of quite fixed mental images are thus more often recognized as implausible. In contrast, more abstract words that lack a tangible reference object seem to open up a greater space of potentially plausible interpretations. This possibly invites annotators to cooperate and use their imagination resulting in more plausible ratings for more abstract triples.

Our findings further suggest that it is the recipient who comes up with an interpretation, thus making sense of the seemingly implausible. Moreover, generating fully implausible events is not trivial, which should be taken into account when using automatically generated implausible triples.

Lastly, while events based on s-v-o triples or comparably simple constructions have been successfully leveraged for exploring selection preference and thematic fit (Erk et al., 2010; Zhang et al., 2019; Pedinotti et al., 2021), the addition of context exceeding sentences constructed from s-v-o triples could potentially resolve present ambiguity and possibly reduce disagreement. We thus encourage future work extending this work by collecting and analyzing plausibility ratings for more complex constructions within broader contexts.

8 Conclusion

We presented a novel dataset for physical and abstract plausibility for events in English. Based on naturally occurring sentences extracted from Wikipedia, we infiltrated degrees of abstractness, and automatically generated perturbed pseudo-implausible events. We annotated a filtered and balanced dataset for plausibility using crowd-sourcing and performed extensive cleaning steps to ensure annotation quality. We provided in-depth analyses to explore the relationship between abstractness and plausibility and examined annotator disagreement. We hope that the presented dataset is used for both analyzing and modelling the notion of plausibility as well as the exploration of closely related tasks such as selectional preference and thematic fit and relevant downstream tasks including commonsense reasoning, NLI, and coreference resolution. Moreover, we make both raw annotations and a range of aggregations publicly available to foster research on disagreement and enable interpretation from various perspectives.

Table 1: Overview of constituent analysis focusing on triples with a $\geq$ 70% majority (maj.) for either plausible or implausible triples (# triples). We present the proportion of concrete, mid-range, and abstract constituents $\in \{s, v, o\} \in t$ for each abstractness level (concrete, mid-range, abstract) and constituent (subject, verb, object), in %. For completeness, we also show constituent proportions for triples with no strict majority (no maj.).
Limitations

In this paper, we present a collection of plausibility ratings for simple sentences in English that are automatically constructed from s-v-o triples that are extracted from natural language. We are aware that, for example, events such as *eat-skyscraper* might have a plausible interpretation in a given fictional world. When constructing our dataset, we do not explicitly account for triples which might originate from Wikipedia articles with content where other possible worlds are assumed.

As we conduct a relatively large annotation experiment via AMT crowd-sourcing, we aim to apply post-processing methods minimising the impact of unreliable annotations on our analyses. With more than 500 different final annotators and a very subjective annotation task, we however note the possibility of potentially wrong annotations due to errors, limitations of task instructions, or the interface (Pradhan et al., 2012; Poesio et al., 2019; Uma et al., 2022). This is especially true for the implausible portion of the dataset where no comparison with an attested triple label is possible. Approaches of mitigation could be concentrating on triples with high (im)plausibility ratings or use e.g., probabilistic methods to aggregate labels. We thus provide a dataset version with labels aggregated using MACE (Hovy et al., 2013).

As far as the transfer of the suggested approach of dataset construction to languages other than English is concerned, we call attention to the potential need to adapt the event extraction. Further, abstractness ratings might not readily be available in every language. In addition, AMT annotation for languages other than English potentially requires more time and resources, as annotator population is heavily skewed towards speakers of English.
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A Dataset Construction

A.1 Filtering the Brysbaert Norms

To assign abstractness scores to all nouns and verbs in a given event triples, we draw on the concreteness ratings for approximately 40,000 English words devised by Brysbaert et al. (2014). The Brysbaert norms were collected in an out-of-context setting and without providing information about the part-of-speech (POS). POS tags were added
in a post-processing step, utilizing the SUBTLEX-US corpus (Brysbaert et al., 2012). To account for this, we follow Schulte im Walde and Frassinelli (2022) and Tater et al. (2022) in adding the most frequent POS tag associated with each target word based on the English web corpus ENCOW16AX (Schäfer, 2015). We then filter for noun and verb target words where the POS tag provided by (Brysbaert et al., 2014) and the POS tag extracted using the ENCOW16AX correspond to each other. We filter out all words with a frequency below 10K to remove infrequent words. This way, we obtain a collection of 12,880 noun and 2,522 verb targets.

A.2 Triple Binning and Distributions

The distribution of all naturally occurring triples for each triple combination \( ((a, a, a), ..., (c, c, c)) \) is presented in Fig. 6 (a). While triple numbers accumulate on the extremes highly abstract and highly concrete, the number drops for triples consisting of mid-range constituents. Mixed triple combinations \((a, m, c)\) and \((c, m, a)\) yield minimum numbers of triples as well as triples with highly concrete or abstract subjects and verbs \((a, a, c)\) and \((c, c, a)\).

Similarly, the distribution of all automatically generated pseudo-implausible triples for each triple combination is shown in Fig. 6 (b). Note that a substantially higher number of valid implausible triples is extracted using the binning process with minimum numbers achieved for mostly medium-range abstractness.

B Human Annotation

B.1 HIT Interface

Fig. 7 shows a full example of the HIT interface as presented to HIT workers.

B.2 Check Instances

We list check instances in Table 2. In a post-processing step, we exclude three implausible check instances, e.g., *water cuts ball*, which might be interpreted as plausible in the context of high-pressure water systems which might be able to cut a ball (marked in italics). We use the check instances mainly after the annotations process to increase annotation quality by filtering out all submissions where annotators failed a valid check instance.

B.3 Annotation Post-Processing

We show an overview of dataset statistics at each post-processing step in Table 3. Specifically, we present changes in number of ratings, validated annotators, and number of triples with >8 ratings across annotation post-processing. Post-processing methods are applied in the order listed. Results in a given row correspond to dataset statistics having applied a given step.

### Soft Jaccard Coefficient

We estimate Inter-Annotator Agreement (IAA) by calculating the Jaccard Coefficient for all pairwise annotator combinations

\[
J(A, B) = \frac{|A \cap B|}{|A \cup B|}
\]

where the intersection of \( A \) and \( B \) captures all cases where annotators agree that a triple is either plausible (ratings \( \in \{4, 5\} \)) or implausible (ratings \( \in \{1, 2\} \)), and the union of \( A \) and \( B \) denotes all cases where both annotators provided a rating for the same sentence regardless of their agreement. As we are not enforcing strict rating agreement, we refer to this way of calculating IAA as *soft* Jaccard Coefficient.

<table>
<thead>
<tr>
<th>plausible</th>
<th>implausible</th>
</tr>
</thead>
<tbody>
<tr>
<td>grandmother drinks tea</td>
<td>grandmother drinks stone</td>
</tr>
<tr>
<td>child eats banana</td>
<td>child eats dream</td>
</tr>
<tr>
<td>baker bakes cake</td>
<td>baker bakes air</td>
</tr>
<tr>
<td>kid plays game</td>
<td>sun beats banana</td>
</tr>
<tr>
<td>rabbit eats carrot</td>
<td>baby eats storm</td>
</tr>
<tr>
<td>man builds house</td>
<td>man breaks air</td>
</tr>
<tr>
<td>man opens window</td>
<td>ant opens window</td>
</tr>
<tr>
<td>teenager drinks coke</td>
<td>sun breaks door</td>
</tr>
<tr>
<td>woman drives car</td>
<td>woman drinks bridge</td>
</tr>
<tr>
<td>player throws ball</td>
<td>water cuts ball</td>
</tr>
</tbody>
</table>

Table 2: Plausible and implausible check instances. Instances marked in italics are filtered out in a post-processing step due to possible plausible interpretations.
Figure 6: Distribution of attested plausible (left) and perturbed implausible (right) triples per combination.

Figure 7: HIT interface including task instruction and requirements for successful answer submission (ratings where the slider is set to the middle can be rejected).

<table>
<thead>
<tr>
<th>Instructions</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Task:</strong> Please read the sentence carefully. Then decide whether the sentence is plausible or implausible and move the slider in the corresponding direction.</td>
</tr>
<tr>
<td>Try not to think too much and trust your gut feeling!</td>
</tr>
<tr>
<td>- Note that you have to move the slider in one direction. Ratings where the slider is set to the middle will be rejected.</td>
</tr>
<tr>
<td>- Please answer all 25 HITs.</td>
</tr>
<tr>
<td>- This experiment is for English native speakers only.</td>
</tr>
</tbody>
</table>

| Your Task: |
| Is the following sentence plausible or not? |
| *paper introduces innovation* |
| Move the slider in the corresponding direction. |
| implausible | plausible |

| Any comments? |

Table 3: Overview of changes in number of ratings, validated annotators, and number of triples with >8 ratings across annotation post-processing. Post-processing methods are applied in the order listed. Results in a given row correspond to dataset statistics having applied a given step, e.g., filtering out submission from annotators who failed check instances as well as all submissions where annotators submitted a default rating of 3 results in the number of 21,317 valid ratings, including both ratings for plausible and implausible triples.
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Abstract
The Turkish particle dA is a focus-associated enclitic, and it can act as a discourse connective conveying multiple senses, like additive, contrastive, causal etc. Like many other linguistic expressions, it is subject to usage ambiguity and creates a challenge in natural language automatization tasks. For the first time, we annotate the discourse and non-discourse connective occurrences of dA in Turkish with the PDTB principles. Using a minimal set of linguistic features, we develop binary classifiers to distinguish its discourse connective usage from its other usages. We show that despite its ability to cliticize to any syntactic type, variable position in the sentence and having a wide argument span, its discourse/non-discourse connective usage can be annotated reliably and its discourse usage can be disambiguated by exploiting local cues.

1 Introduction
Discourse connectives are one of the most important aspects of discourse structure. They are lexico-syntactic elements that signal a pragmatic or semantic relation (contingency, expansion, contrast, etc.) between two discourse units such as verb phrases, clauses or sentences (Asher, 1993; Prasad et al., 2008). While the most well-known discourse connectives belong to syntactic classes such as coordinating and subordinating conjunctions (and, but, because), adverbs (however) or prepositional phrases (in sum), it is known that clitics can also function similarly as discourse connectives (König, 2002), and may convey additive, contrastive or concessive senses (Forker, 2016; Fuller, 2020).

Clitics are particles that are phonologically dependent on the lexical item to which they are attached and in many languages, they play a role in expressing focus. Usually, all types of phrases (noun phrases, verb phrases, etc.) can function as foci of a particle. In Turkish, too, most clitics are attached to phrases. The enclitic dA is a special particle, which is both focus- and topic-associated. In this respect, dA (orthographically “de”, “da”) is even more worth investigating.1

The focus-sensitive characteristics and the discourse connective role of dA have long been noticed in the Turkish linguistics literature (Kerslake, 1992; Ergin, 1975; Erdal, 2000; Göksel and Özsoy, 2003). However, its discourse connective usage has not been annotated in the existing discourse-level Turkish corpora and, to the best of our knowledge, it has not been the topic of a computational discourse analysis so far. The existing experiments are limited to the disambiguation of the orthographic forms da (one of the representations of dA) and -da (one of the representations of the locative suffix, -DA) (Arıkan et al., 2019).2

It is known that connectives are susceptible to usage ambiguity, that is “whether or not a given token is serving as a discourse connective in its context” (Webber et al., 2019a), and this has initiated usage disambiguation tasks over connectives in many languages. Well-known works that disambiguate English connectives involve Pitler and Nenkova (2009) and Lin et al. (2010). Similar tasks have been carried out in Chinese (Shih and Chen, 2016), French (Laali and Kosseim, 2016), German (Dipper and Stede, 2006; Schneider and Stede, 2012) and Turkish (Başbıyık and Zeyrek, 2023). To facilitate Natural Language Processing (NLP) tasks such as text summarization, automatic translation, knowledge extraction, etc., usage ambiguity tasks have to involve clitics as well as other types of discourse connectives. Given that there

1The upper case letter “A” is used to represent the alternation of vowels (“-e”, “-a”) with respect to the last syllable of the preceding word.

2“da”, one of the representations of the clitic dA, can be misspelled and written as a suffix, in which case it becomes a homograph of one of the variants of the locative suffix -DA, i.e. -da. This motivates the work on the disambiguation of the orthographical forms. In the current work, the upper case letter “D” represents the alternation of the alveolar consonants (“t” and “d”) with respect to consonant assimilation rules.
is a research gap in the usage disambiguation of dA in particular and Turkish clitics in general, this paper describes an annotation study followed by a classification task over a corpus where dA’s various non-discourse connective roles are distinguished from its discourse connective roles. The summary of our contributions are:

- We construct a reliably annotated dataset of the discourse and non-discourse connective usages of dA following the principles of the PDTB (Prasad et al., 2008; Webber et al., 2019b) in terms of discourse connective spotting.
- By using a set of simple linguistic features, we run machine learning experiments to disambiguate the cases where dA is used as a discourse connective.
- We show that our basic features can distinguish between dA classes to a significant extent.

The outline of the paper is as follows: Section 2 focuses the linguistic behavior of dA. It provides a description of its various functions demonstrating its usage ambiguity. In Section 3, the data creation stage of our work is described, the annotation style and inter-annotator agreement results are presented. In Section 4, we describe our experimental setup by introducing the feature set, data processing (e.g. lemmatization, tagging) and the classification algorithms we used. An evaluation of the success of the models and an error analysis are presented. In Section 5, we summarize our work also discussing its limitations and contributions, and offer some ideas for future work.

2 Background

Turkish is a verb-final, agglutinating language, where suffixation plays an important role both in derivation and inflection. It has clitics such as ml (the marker of yes/no questions), (y)DI and (y)mls (copular markers), and dA. An important grammatical fact that teases apart clitics and affixes is that while clitics can attach to material already containing clitics, affixes cannot (Erdal, 2000).

2.1 Basic facts regarding dA

As shown by previous researchers, many clitics are multifunctional, and the Turkish dA is no different from the clitics in other languages in its multifaceted behaviour. It is basically an additive (akin to English too, also, as discussed in the extensive typological study by Forker (2016)). This function goes together with dA’s focalizer or intensifier role. Moreover, dA has a variable position in the sentence as it can cliticize to any syntactic type and, as it is the case with most of the connectives, it is not easy to demarcate the boundaries of its arguments, i.e. ARG1, ARG2. In the current work, the arguments to dA were not annotated.3

Syntactically, dA is placed at the right outermost boundary of a word to the right of all other case suffixes (Göksel and Özsoy, 2003). Like other clitics mentioned by Zwicky (1977), it cannot be moved independently of its host without change in meaning, but it can be moved with its host as long as the constraints on word order configurations permit. Göksel and Özsoy (2003) show that dA can occur with focused or unfocused constituents, but always in a sentence that contains focus. In sentences with dA, a set of alternatives is evoked by focus (Rooth, 1992), or by dA itself, and dA asserts the truth of one of these alternatives. In our work, as also stated by Göksel and Özsoy (2003), we consider dA not an additive marker itself; rather, when the presupposition it carries is interpreted together with the rest of the utterance, the additive sense arises.

Throughout the paper, the use of “a” and “b” in the examples denotes the discourse segments linked by a discourse connective. The discourse and non-discourse connective role of the clitic is abbreviated as DC and NDC, respectively. Morpheme-by-morpheme4 analyses are provided to indicate the variable position of dA in the sentence as well as the word to which it cliticizes (shown in bold fonts).

2.2 The discourse connective and non-discourse connective usages of dA

Following the principles of the PDTB, we consider dA a DC when it links two segments that have an “abstract object” interpretation (propositions, eventualities, etc.) (Asher, 1993; Prasad et al., 2008).

3 In the PDTB framework, the text spans with an abstract object interpretation are legal arguments to a connective; connectives link two text spans with an abstract object interpretation referred to as ARG1 and ARG2.

4 The morpheme abbreviations we use throughout this article are as follows: ABIL abilitative marker, ACC accusative case, AUX auxiliary, CAUS causative, COND conditional, CV converb marker, DAT dative case, GEN genitive case, MOD modifier, NEG negative, OPT optative, PL plural, POSS possessive, PRES present, PROG progressive, PST past, SG singular, VN verbal noun marker, 1 first person, 2 second person, 3 third person.
In its DC role, it always invites a continuative inference: It allows the extension of information expressed in the first segment by providing further detail in the second segment. The second segment is a “separate but parallel” piece of information (König, 2002) and it is often the host clause for dA, as shown in (1) - (2):

(1) a. Sen-i sev-iyor-um de-di, you-ACC love-PROG-1.SG say-PST
    b. ben de ian-di-m. I dA believe-PST-1.SG
    ‘He said I love you’, and I believed him.’ (DC)

(2) a. Halil’in gel-di˘g-in-i Halil-GEN come-VN-2.SG.POSS-ACC
    fark et-me-di-ler. do-NEG-PST-3.PL
    ‘They did not notice that Halil came,
    and Halil decided to play a joke on
    the ladies.’ (DC)

dA can also occur in the first segment, attached to the predicate as in examples (3), (4) or an auxiliary, as shown in (5).

(3) a. Bekle de, Wait dA,
    gel-ince konu¸s. come-CV speak.
    ‘Wait, and then speak when he comes.’ (DC)

(4) a. Iyi güzel de, okay nice dA
    bir bak-alum. have.a look-OPT
    ‘Okay, it’s nice, but let’s have a look.’ (DC)

(5) a. Beni ara-dın mu da, me call-PST.2SG AUX dA,
    b. yani t bekli-yor-sun answer expect-PROG.2SG
    ‘Is it the case that you’ve called me so
    you’re expecting an answer?’ (DC)

In (6), dA has a different function, namely, it introduces a new topic rather than conveying a discourse relation. In this excerpt, two friends (A and B) are in an exhibition. Pointing to one of the paintings, A starts the conversation (segment a) and B responds (segment b). We consider dA an NDC in this role.


dA may appear in a discontinuous form, acting as a coordinator. In this usage, it often corresponds to the conjunction both ... and in English. We consider it a DC in its VP coordination role as illustrated in (7), an NDC otherwise, e.g. when adjectives are coordinated, as in (8).

(7) a. Çocuk kedici-˘gi oksa-du da child kitty-ACC caress-PST dA
    b. öp-tü de. kiss-PST dA
    ‘The child both caressed and kissed the kitty.’ (DC)

(8) Kız-ın saçlar-ı kızıl da kıvırcık da. Girl-GEN hair-POSS red dA wavy dA
    ‘The girl’s hair is both red and frizzly.’ (NDC)

In addition to these, dA can cliticize to conjunctions and adverbs, yielding the emphatic form of that conjunction or adverb. For example, ve de ‘and dA’ is the emphatic form of ve ‘and’ (9). In these cases, the head of the discourse relation (ve) is considered the discourse connective and dA its modifier (Zeyrek et al., 2013). That is, we do not consider dA as the sole discourse connective in such cases and mark it as NDC.

(9) a. Komik ol-malı-yım, Funny be-ABIL-PRES-1.SG
    gül-dür-meli-yim laugh-CAUS-ABIL-PRES-1.SG
    b. ve de a¸sık and MOD love
    ol-malı-yım. fall.in.love-ABIL-PRES-1.SG
    ‘I should be funny, make [people] laugh; and furthermore, I should fall
    in love.’ (NDC)

On the other hand, dA also cliticizes to the conditional, (y)sA (10), contributing a concessive sense to the sentence, akin to the role of ‘even though’. Thus, we annotate its use with (y)sA as DC in examples like (10).

(10) a. Komik ol-malı-yım, Funny be-ABIL-PRES-1.SG
    gül-dür-meli-yim laugh-CAUS-ABIL-PRES-1.SG
    b. ve de a¸sık and MOD love
    ol-malı-yım. fall.in.love-ABIL-PRES-1.SG
    ‘I should be funny, make [people] laugh; and furthermore, I should fall
    in love.’ (NDC)
a. Aynı öneriyi same suggestion-ACC sun-du-k-sa da, offer-PST-1.PL-COND dA

b. yana¸s-ma-di-lar. accept-NEG-PST-3.PL ‘Even though we made the same suggestion, they didn’t accept it.’ (DC)

Forbes-Riley et al. (2006) show that there are clausal adverbs (probably, usually) and discourse adverbials (as a result, in addition, consequently). These are semantically different forms; while clausal adverbs are interpretable with respect to just their matrix clause, discourse adverbials require an abstract object interpretation from prior discourse. So, clausal adverbs are not discourse connectives. dA can cliticize to clausal adverbs such as belki de ‘perhaps dA’, gercen de ‘indeed dA’ (11). It can also attach to discourse adverbs (ozellikle de ‘in particular dA’), but it is always considered a modifier (hence NDC) when it is cliticized to an adverb.

(11) Gercen de onun eli a¸cık-tı. Indeed MOD his hand open-PST ‘Indeed dA, he was very generous.’ (NDC)

3 Data Construction and Reliability Analysis

3.1 Data

To build a corpus for the current study, we started with the TDB 1.1 (Zeyrek and Kurfalı, 2017), an annotated corpus of explicit and non-explicit discourse connectives, their binary arguments and senses in the PDTB 2.0 style (Prasad et al., 2008). Due to having linguistic characteristics quite different than other connectives such as conjunctions and adverbs, dA was not systematically annotated in the TDB 1.1; its analysis was postponed until a new annotation study that solely focuses on clitics or dA itself could be launched. For the current work, we had initially planned to work on the TDB to extend it with a systematic annotation of dA.

A manual inspection of the TDB 1.1 showed that it does not have an adequate number of discourse and non-discourse dA occurrences. We decided to create a new dataset, referred to as the dA Corpus, by combining selected dA samples from the TDB 1.1 with those extracted from another Turkish corpus, namely, the TS Corpus v2 (Sezer and Sezer, 2013; Sezer, 2017). Table 1 shows the distribution of the sources of selected samples in the corpus.

<table>
<thead>
<tr>
<th># samples with dA</th>
<th>TDB 1.1</th>
<th>TS Corpus v2</th>
</tr>
</thead>
<tbody>
<tr>
<td>436</td>
<td>438</td>
<td></td>
</tr>
</tbody>
</table>

Table 1: The dA corpus.

3.2 Annotation Style and Inter-annotator Agreement (IAA)

Discourse connectives are clear signals that show how discourse units are linked by a pragmatic/semantic relationship. Taking this description and the PDTB 2.0 annotation guidelines as our starting points, we wrote a set of guidelines describing how to recognize the discourse connective and non-discourse connective uses of dA mentioned in the current paper. Each sample minimally contained clauses to the immediate right and left context of dA, but there were samples that had more than one clause on each side, as they were deemed necessary to infer the meaning of the text. Since a piece of text may have multiple dA instances, the tokens to be annotated were highlighted. All the dA samples were annotated by two independent, native speaker annotators. They were asked to annotate all the text pieces where the clitic is highlighted.

Although the annotation of dA’s discourse senses is out of our scope, we asked our annotators to pay attention to the senses of dA when they infer a discourse relation made salient by dA. The annotators were told that the basic sense of dA is to indicate addition. They were also told that they may infer additional senses such as temporal succession (3), concession (4), result (5). Since dA lacks such

---

5The TDB 1.1 is a 40,000-word, multi-genre (research surveys, articles, interviews, news articles, novels), written corpus of modern Turkish. The TS Corpus is based on the BOUN Web Corpus (Sak et al., 2008), containing data from news and other internet websites. It is composed of over 491M units, where all units are marked on the basis of word type (POS tag), morphological structure tag (Morphological Tagging) and root word (Lemma).

6The corpus is available at https://github.com/TurkishdA/dA-Corpus.

7In the current work, the additive discourse sense corresponds to Expansion.Conjunction or Expansion.Detail.Arg2-as-detail senses in the PDTB 3.0.

8In cases like (3) a sense in addition to the additive sense is inferred. These are a type of multiple relations introduced in the PDTB 3.0. In other examples such as (4) and (5), dA conveys a single sense. But the annotators are not required to differentiate between single sense versus multiple senses of dA tokens, which is left for further work.
additional senses in its non-discourse connective roles, to notice them in the data would further help the annotators while tagging its DC usage.

The annotation cycle involved two steps. First, annotator 1 annotated the entire occurrences of dA as DC or NDC. In two sessions, which lasted approximately two hours, the guidelines were explained to the independent annotator and a few examples that are not involved in the data were annotated jointly; then annotator 2 tagged all the dA occurrences highlighted in the corpus.

To measure the inter-annotator agreement, we adopted the method used in Zeyrek et al. (2020) and took one set of annotations (namely those created by annotator 1) as the correct annotations since the annotations were created by one of the members of our research team. We calculated the IAA with the standard metrics of Precision, Recall and F1 in formulas\(^9\) 1, 2 and 3, respectively. The results are presented in Table 2.

We also evaluated the IAA with the kappa statistic (Cohen, 1960) to assess base level agreement. The result showed a substantial agreement between annotators with a \(\kappa\) score of 0.74.

\[
\text{Precision} = \frac{\# \text{ of correct DC assg.}}{\# \text{ of DC assg.}} \quad (1)
\]

\[
\text{Recall} = \frac{\# \text{ of correct DC assg.}}{\# \text{ of DC samples}} \quad (2)
\]

\[
F1 = \frac{2 \times \text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}} \quad (3)
\]

<table>
<thead>
<tr>
<th>Precision</th>
<th>Recall</th>
<th>F-score</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.89</td>
<td>0.86</td>
<td>0.87</td>
</tr>
</tbody>
</table>

Table 2: IAA results.

Once we obtained the inter-annotator results, in the second step, we spotted and discussed the disagreed cases in a series of meetings, and reached a unanimous agreement as to whether a disagreed dA token is DC or NDC. We thus obtained the gold standard data. Table 3 provides the number of adjudicated DC and NDC tokens in the dA corpus. Table 4 lists the different word classes to which dA cliticizes and their frequencies (see Appendix A for the distribution of POS tags across DC/NDC instances).

<table>
<thead>
<tr>
<th>POS</th>
<th># of dA</th>
<th>POS</th>
<th># of dA</th>
</tr>
</thead>
<tbody>
<tr>
<td>NOUN</td>
<td>307</td>
<td>ADP</td>
<td>22</td>
</tr>
<tr>
<td>VERB</td>
<td>263</td>
<td>ADJ</td>
<td>22</td>
</tr>
<tr>
<td>PRON</td>
<td>70</td>
<td>NUM</td>
<td>7</td>
</tr>
<tr>
<td>CCONJ</td>
<td>67</td>
<td>AUX</td>
<td>3</td>
</tr>
<tr>
<td>ADV</td>
<td>59</td>
<td>DET</td>
<td>3</td>
</tr>
<tr>
<td>PRN</td>
<td>51</td>
<td>Total</td>
<td>874</td>
</tr>
</tbody>
</table>

Table 3: Total number of DC/NDC gold standard annotations.

Table 4: Distribution of grammatical classes that host dA.

4 The Machine Learning Approach

4.1 Features Used

We used a canonical set of features provided in Table 5 enabling a simple exploitation of local cues. Earlier work has revealed that the connective’s syntactic context is a strong predictor of its DC role ((Lin et al., 2010; Gopalan and Lalitha Devi, 2016), among others). Semantic associations as simple as lexical cohesion manifested on surface through repeating words, or links inferred among propositions pose the harder problem in disambiguation. We observed that these hold for our data as well. The former is addressed by a reduction to parts of speech. The latter is crudely approximated via forms, assuming word-level selection is a signal for relevant constraints. Given that Turkish is a highly inflectional and agglutinating language, morphological variation entails the risk of leading the models to overlearn the declensions over a shared word root and result in the misclassification of dA, primarily because semantic information encapsulated in affixes is often tangential to our scope. To alleviate this potential noise, we implemented lemmatization and proceeded with the root forms. Finally, we integrated proper nouns to the feature set so as to capture cases like (2).

To model the context of dA, a discrete window size is defined according to standard locality and symmetry assumptions. Preliminary experiments hinted at an inverse relation between performance and text span, outputting a range of (-3, +3). Each line in Table 5 shows how we modeled the relation of three different features with dA’s context.
In Table 6, we illustrate what a data point looks like by showing various representation levels of example (2) above (see Table 7 for English glosses).

<table>
<thead>
<tr>
<th>Features</th>
<th>Range</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>POS</td>
<td>(-3,+3)</td>
<td>The POS tags of 3 words before and 3 words after <em>da</em></td>
</tr>
<tr>
<td>LEMMA</td>
<td>(-3,+3)</td>
<td>The lemmas of 3 words before and 3 words after <em>da</em></td>
</tr>
<tr>
<td>ISPROPER</td>
<td>(-3,-1)</td>
<td>Whether one of the 3 words before <em>da</em> is a proper noun or not</td>
</tr>
</tbody>
</table>

Table 5: The feature set for the usage disambiguation of *da*.

<table>
<thead>
<tr>
<th>Level</th>
<th>Form</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>Halil‘in geldiğini fark etmediler.</td>
</tr>
<tr>
<td></td>
<td>Halil <strong>de</strong> kadınlara bir şaka yapmaya karar verdi.</td>
</tr>
<tr>
<td>II</td>
<td>[[Halil<strong>de</strong> kadınlara bir şaka yapmaya karar verdi]], <strong>Halil</strong> DC</td>
</tr>
<tr>
<td></td>
<td>[They didn’t notice <strong>Halil</strong> came], and <strong>Halil</strong> DC [<strong>Halil</strong> decided to play a joke on the ladies]</td>
</tr>
<tr>
<td>III</td>
<td><strong>FARK</strong>(-3,N) <strong>ET</strong>(-2,V) <strong>HALIL</strong>(-1,N) <strong>KADIN</strong>(1,N) <strong>BIR</strong>(2,DET) <strong>ŞAKA</strong>(3,N)</td>
</tr>
</tbody>
</table>

Table 6: A demonstrative example of three levels of representation of the data, namely, the raw, *annotated* and *encoded* levels of example (2). Level III is a projection of II onto a [-3,+3] window of *da*’s immediate context. The boxed words in II correspond to the respective tokens in III. Each token is further lemmatized and tagged with POS information, resulting in the forms exploited by the learning model. The tags N, V, DET stand for noun, verb, determiner, respectively. The ISPROPER feature is excluded here for the sake of simplicity.

4.2 Experiments and Results

The *da* corpus was processed before running ML algorithms over it. Firstly, since the number of DC and NDC samples in the corpus were not evenly distributed (cf. Table 3), we ran a few tests, and noticed a slight performance bias towards the more populated class. So, we pseudo-randomly excluded 72 DC samples and conducted the experiments on 802 data points (401 DC, 401 NDC).

The raw excerpts were processed by the UD-Pipe 2.0 pipeline (Straka et al., 2016; Straka and Straková, 2017) to obtain tagged and lemmatized discourse segments.

After constructing the final representations over POS tags, lemmas and proper nouns, on the transformed data, three supervised binary classifier models are trained based on Logistic Regression (LogRes) (Fan et al., 2008), Support Vector Machine (SVM) (Cortes and Vapnik, 1995), and Random Forest (RF) (Ho, 1995) algorithms for comparison.

We used the *scikit-learn* (Pedregosa et al., 2011) library in a Python environment, and designed the sessions in 10 epochs all including 5-fold cross validation (CV), as standard test set evaluations may not be consistent about the impact of features when the characteristic variation throughout data is considered (e.g. Shi and Demberg, 2017). Each epoch contains 5 cycles shifting between 5 static slices on shuffled (randomly reindexed) data with 1-4, or 20%-80% test-train allocations. Then, the performance rate of the models is calculated by using the standard *classification report* and *confusion matrix* functions to obtain accuracy scores.

The models correctly disambiguated *da* with the average accuracy of 0.77. Table 8 shows how performance oscillated across CV-cycles and epochs.\(^\text{10}\)

4.3 Important Features for Classification

We trained each of our models to examine the predictive strength of each feature (and feature group) we used. Table 9\(^\text{11}\) shows that POS is the most

\(^\text{10}\)The highest scores achieved are written in **bold**.

\(^\text{11}\)lem and prn are the abbreviations of *lemma* and *proper noun*, respectively.
predictive feature solely achieving a minimum accuracy of 0.76. With all the features combined, the model reached an accuracy of 0.82 in the best case.

Table 9: Accuracy of the individual features used in the classification and the best combination.

<table>
<thead>
<tr>
<th>Features</th>
<th>LogRes</th>
<th>SVM</th>
<th>RF</th>
</tr>
</thead>
<tbody>
<tr>
<td>pos+lem+prn</td>
<td>0.82</td>
<td>0.80</td>
<td>0.80</td>
</tr>
<tr>
<td>pos+lem</td>
<td>0.76</td>
<td>0.76</td>
<td>0.77</td>
</tr>
<tr>
<td>pos+prn</td>
<td>0.77</td>
<td>0.77</td>
<td>0.76</td>
</tr>
<tr>
<td>pos</td>
<td>0.76</td>
<td>0.77</td>
<td>0.76</td>
</tr>
<tr>
<td>lem+prn</td>
<td>0.73</td>
<td>0.73</td>
<td>0.74</td>
</tr>
<tr>
<td>lem</td>
<td>0.72</td>
<td>0.71</td>
<td>0.71</td>
</tr>
</tbody>
</table>

5 Conclusion, Limitations and Further Work

Our work has two main parts; in the first part, we worked on a challenging annotation task not targeted before in Turkish NLP: the task of how the multi-faceted clitic *da* can be annotated for its discourse and non-discourse connective usage. In the second part, we showed that with an ML approach, we can achieve success rates of an average of 0.77 in disambiguating the usage of *da*.

However, our work is not without its limitations; for example, it is limited by the size of the corpus. It is assumed that as the dataset grows, more linguistic features of a discourse connective can be attested (Zeldes et al., 2019). Secondly, we are aware that the linguistic features we used in the ML experiments are not novel, but we believe we have shown that with a minimal set of rules, we can reach promising results in disambiguating the usage of *da*.

Our work not only contributes to Turkish but also to discourse studies in general as we have brought to light the discourse role of a clitic through an annotation study and a computational analysis. It is therefore hoped to set the stage for other languages that have clitics with a discourse function. The results presented here can be used as a benchmark for Turkish clitics, and they can serve as a reference point for other languages that have clitics with a discourse function.
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A Appendix

In the figures below, we present the distribution of POS types across DC/NDC instances.

![Figure 1: Distribution of POS tags by their relative positions to da within a [-3,+3] window, for DC and NDC samples](image)
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![Figure 2: Distribution of POS types by their relative positions to da within a [-3,+3] window, for DC and NDC samples](image)
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![Figure 3: Distribution of POS types by their relative positions to da within a [-3,+3] window, for DC and NDC samples](image)
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Abstract

High-quality labeled data is paramount to the performance of modern machine learning models. However, annotating data is a time-consuming and costly process that requires human experts to examine large collections of raw data. For conversational agents in production settings with access to large amounts of user-agent conversations, the challenge is to decide what data should be annotated first. We consider the Natural Language Understanding (NLU) component of a conversational agent deployed in a real-world setup with limited resources. We present an active learning pipeline for offline detection of classification errors that leverages two strong classifiers. Then, we perform topic modeling on the potentially mis-classified samples to ease data analysis and to reveal error patterns. In our experiments, we show on a real-world dataset that by using our method to prioritize data annotation we reach 100% of the performance annotating only 36% of the data. Finally, we present an analysis of some of the error patterns revealed and argue that our pipeline is a valuable tool to detect critical errors and reduce the workload of annotators.

1 Introduction

Modern machine learning methods rely heavily on the availability of high-quality labeled data (Ouyang et al., 2022; Schuhmann et al., 2022). As a consequence, annotating large volumes of data has become a priority across organizations. However, data annotation is a time-consuming and costly process: it requires, first, to train human experts who, then, have to manually examine large collections of raw data and assign labels. Since assigning labels is often an ambiguous task, it is a standard that each sample is labeled by multiple annotators and labels are assigned based on inter-annotator agreement (Artstein, 2017). The complexity of this process makes data annotation a common bottleneck when it comes to deploying data-driven systems that should operate reliably in production environments.

A relevant example of these data-driven systems are conversational agents that interact directly with human users. These agents typically have at least two components, one for Natural Language Understanding (NLU) and another for Dialogue Management (DM). The NLU component extracts intents and entities from the user utterance at each conversation turn, while the DM component decides on the next action based on the NLU output (Bocklisch et al., 2017). Once deployed, these assistants can have access to large amounts of raw data in the form of user-agent conversations. At scale, the amount of data available for annotation may soon exceed the capacity of the human annotators. The challenge then becomes how to select samples for annotation. On the NLU side, it is desirable to prioritize the annotation of utterances whose intent was misclassified during inference in order to correct existing flaws in the agent. However, automatically finding those utterances is challenging, since intent mis-classifications do not necessarily result in failed conversations and conversations can fail due to the misbehavior of other components of the digital assistant, not only due to the NLU.

In this work, we consider a real-world scenario where an intent classifier needs to run with limited resources, specifically, in CPUs and with low latency. This discards modern Large Language Models (LLMs) as a valid option. Nevertheless, LLMs can be used offline to detect potentially mis-classified data. We present a simple yet effective method based on voting that leverages two LLMs to detect problematic utterances. In particular, we compare the prediction of two LLMs with the intent assigned by the production classifier and if there is no unanimity between the three intents, we mark the utterance as problematic to
prioritize its annotation and analysis. We embed this method in an active learning pipeline consisting of error detection, clustering and topic modeling, followed by expert annotation. This way, the human expert receives a curated set of problematic utterances clustered by topic, which facilitates the discovery of error patterns and greatly reduces the required workload.

In our experiments, we simulate a real-world environment, where an intent classifier is periodically exposed to new data that can be potentially labeled and incorporated to the training data. We evaluate on a held-out test set and show that on a real-world dataset, an intent classification model trained with data labeled following the priority given by our pipeline can reach with 36% of the train data the same performance as with 100%, which represents a major reduction in annotation costs. Furthermore, we show a qualitative analysis of the error patterns discovered by our method on two public datasets and argue that our pipeline is a valuable tool to early-detect intent classification errors that could be critical for the operation of a conversational agent.

2 Related Work

Error Discovery: Error discovery strategies in machine learning can be categorised into machine-initiated (or, active learning) and human-initiated. While human-initiated approaches put a significant load on humans (Attenberg and Provost, 2010; Attenberg et al., 2015), machine initiated approaches are either based on dialogue failure (Khaziev et al., 2022), disagreement with the expectation (Bhardwaj et al., 2020, 2022), or confidence of the classifier (Lewis and Catlett, 1994). To label individual data instances, existing active learning strategies mainly leverage crowds (Yan et al., 2011; Yang et al., 2018) or components of a machine learning system (Nushi et al., 2017). Detecting feature blindness errors, namely unknown unknowns, with active learning methods is hard, since these methods generally rely on the model’s training results (Attenberg et al., 2015; Lakkaraju et al., 2017). To mitigate this limitation, our error prediction workflow involves different machine learning models, diversifying in this way the type of errors discovered.

Interactive machine learning (IML): IML is a growing field in machine learning that has demonstrated its success in building well-performing classifiers using fewer features (Fails and Olsen Jr, 2003; Ware et al., 2001; Chen et al., 2018). Moreover, it improves user’s trust and understanding of the system (Stumpf et al., 2009). In this context, our approach stands out as we provide a visualization of topic clusters to the annotators to facilitate their task.

3 Methodology

Our active learning pipeline consists of three stages, intent classification, error detection and topic modeling. The full pipeline is depicted in Figure 1 as a block diagram.

Intent Classification This is the production model that predicts the intent of the user utterance. Due to the scalability constraints in terms of latency and computing resources, this model must have low inference time and run on CPUs. Without loss of generality, in this work we employ the Universal Sentence Encoder (USE) (Cer et al., 2018) as embedder, followed by linear Support Vector Classification (SVC). During live conversations, both the user utterance and the predicted intent are stored and passed to the next stage of the pipeline for offline error detection.

Error Detection We fine-tune two LLMs for intent classification with the same training set used to train the production classifier. Then, for each utterance collected in production, we predict their intent with the two LLMs and compare these results with the intent predicted by the production model. If there is disagreement between the three intents we mark the utterance as problematic. The LLMs used are DistilBERT (Sanh et al., 2019) and DeBERTa-v3-base (He et al., 2021b,a) since they differ significantly in size and pre-training objectives, which diversifies the predictions of hard-to-classify utterances.

Clustering and Topic Modeling We divide the set of utterances marked as problematic in the previous stage by the intent given in production. Then for each intent, we perform clustering and topic modeling following a similar approach to BERTopic (Grootendorst, 2022) but with USE embeddings. We use UMAP (McInnes et al., 2018) for dimensionality reduction, HDBSCAN (McInnes et al., 2017) for clustering and c-TF-IDF for topic modeling i.e. for generating topic keywords that help the annotators to categorize the error type within the cluster. We perform a random search
to select hyperparameters and pick the combination that minimizes the amount of data points labeled as noise. Formally, we want to minimize the proportion of data clustered with confidence score smaller than 0.05.

For each intent, the topic modeling stage returns a set of clusters of problematic utterances with three topic words describing the cluster. This is the final output of our pipeline which is then given to the human experts for analysis and annotation. This way, the human experts receive a curated and ordered set of potentially critical utterances that can be quickly labeled and integrated in the training data.

4 Experiments and Results

Here, we conduct a quantitative and a qualitative evaluation. In our quantitative evaluation we assess to what extent our pipeline reduces the amount of labeled data needed to reach certain performance; and in the qualitative evaluation we analyze discovered error patterns. We run our experiments on two public datasets: ATIS (Hemphill et al., 1990) and SNIPS (Coucke et al., 2018); and an internal dataset (AUTO) consisting of real-world data from the automotive domain. ATIS is a dataset of queries about flight information of 4,978 training samples and 893 test samples. SNIPS is a dataset of interactions between users and virtual assistants like Siri or Alexa. We use the version with 26,000 utterances and we set as label the joint fields “intent” and “scenario”, which results in 64 classes.

4.1 Data Annotation

We simulate a real-world scenario where a production model \( f_{prod} \) classifies the intent of a large number of samples. This prediction is combined with that of two other models \( f_{err1} \) and \( f_{err2} \) to perform offline error detection. As explained in Section 3, \( f_{prod} \) consists of USE for embedding followed by linear SVC, while \( f_{err1} \) and \( f_{err2} \) are DistilBERT and DeBERTa-base respectively.

To simulate our production setting for a given dataset, we perform a 10-90 split of the training data, where we use the 10% split to train the initial model. This corresponds to the first model deployed in production, trained with a small amount of initially available data. The remaining 90% of the train data simulates the data progressively acquired in production. We follow an iterative process with each iteration corresponding to an annotation campaign where human experts annotate a set of production samples. These samples are incorporated to the training data of \( f_{prod} \), which is then re-trained with the expanded training set. At each iteration \( i \), we denote the training data as \( D_i^{train} \) and the rest as \( D_i^{test} \). Furthermore, we use the held-out test set \( D_{test} \) to assess the performance of the intent classification model at each iteration.

In detail, each iteration \( i \) starts with training the intent classification model \( f_{prod} \) and fine-tuning the error detection models \( f_{err1} \) and \( f_{err2} \) with \( D_i^{train} \). At this point, to keep track of the evolution of the performance of the model, we evaluate \( f_{prod} \) on \( D_{test} \) by computing the macro-averaged F1 score. Then, we predict with the three models the intent of 15% of \( D_i^{test} \). Those samples for which the three models do not agree on the prediction are added with their ground-truth labels to \( D_{train}^{i+1} \) and removed from \( D_{test}^{i+1} \). This simulates the annotation by human experts. The process is repeated until no new data is added to \( D_{train}^{i+1} \).

In Table 2, we report for each dataset the macro F1 score obtained by \( f_{prod} \) when training with 100% of the data as well as the percentage of data needed to reach the same performance (within a ±0.005 error) with our active learning pipeline (AL). We also report the maximum F1 attained with our pipeline and the percentage of train data needed to reach it. The results shown are the

\[^{2}15\% \text{ is an arbitrary amount to simulate incoming data. Proportions like 5\% or 10\% would serve the same purpose.}\]
Table 1: Examples of error patterns discovered per dataset by our pipeline.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Topic Examples</th>
<th>Ground Truth</th>
<th>Predicted Intent</th>
</tr>
</thead>
<tbody>
<tr>
<td>ATIS</td>
<td>How much is a flight from Washington to Montreal</td>
<td>flight</td>
<td>airfare</td>
</tr>
<tr>
<td></td>
<td>What is the airfare for flights from Denver to Pittsburgh on Delta airline</td>
<td>flight</td>
<td>airfare</td>
</tr>
<tr>
<td></td>
<td>List airlines that fly from Seattle to Salt Lake City</td>
<td>flight</td>
<td>airline</td>
</tr>
<tr>
<td></td>
<td>Please show me airlines with flights from Denver to Boston with stop in Philadelphia</td>
<td>flight</td>
<td>airline</td>
</tr>
<tr>
<td>SNIPS</td>
<td>When is my next dentist appointment</td>
<td>query_event_calendar</td>
<td>delete_event_calendar</td>
</tr>
<tr>
<td></td>
<td>Show up the events for me today</td>
<td>query_event_calendar</td>
<td>delete_event_calendar</td>
</tr>
<tr>
<td></td>
<td>Tell me what is on my calendar for tomorrow</td>
<td>query_event_calendar</td>
<td>delete_event_calendar</td>
</tr>
<tr>
<td></td>
<td>Remind me about the meeting tomorrow at six</td>
<td>set_reminder</td>
<td>notification_calendar</td>
</tr>
<tr>
<td></td>
<td>Schedule a reminder one hour before the meeting</td>
<td>set_reminder</td>
<td>notification_calendar</td>
</tr>
</tbody>
</table>

Table 2: Results of the data annotation experiments; performance numbers are macro F1 scores. % Match AL is the amount of data labeled by the active learning (AL) pipeline that matches the 100% Data score; Max AL is the maximum performance reached with AL and % Match AL is the amount of data to get that score.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>100% Data</th>
<th>% Match AL</th>
<th>Max AL</th>
<th>% Match AL</th>
</tr>
</thead>
<tbody>
<tr>
<td>ATIS</td>
<td>0.699</td>
<td>25.6</td>
<td>0.725</td>
<td>26.6</td>
</tr>
<tr>
<td>SNIPS</td>
<td>0.745</td>
<td>54.8</td>
<td>0.745</td>
<td>54.8</td>
</tr>
<tr>
<td>AUTO</td>
<td>0.784</td>
<td>36.0</td>
<td>0.795</td>
<td>35.7</td>
</tr>
</tbody>
</table>

mean across five different splits of the data.

For the three datasets, the amount of data needed to match the performance of the full training set with our pipeline (AL) is much smaller. In particular, for ATIS we need only 25.6% of the data, for SNIPS 54.8% and for AUTO 36.0%. Furthermore, for ATIS and AUTO we outperform the model trained with the full train set with only 26.6% and 35.7% of the data respectively. These results demonstrate the large savings in terms of data annotation that can be obtained with our pipeline, which in turn can represent a major reduction in costs for an organization.

4.2 Error Analysis

Next, we conduct a qualitative analysis of the error patterns discovered by our pipeline, similar to the analysis that would be performed by human experts during error exploration. We report results for the two public datasets, ATIS and SNIPS. For each dataset, we simulate an imperfect production classifier by training $f_{prod}$ on 50% of the data. Then, we run intent classification, error detection and topic modelling on the remaining 50% of the data, as well as, on the test set. We manually analyze the clusters produced to understand where the model is failing and in Table 1 we report some patterns discovered in this way.

For ATIS, some utterances that should be classified as “flight” are mis-classified as “airfare” or “airline”, while for SNIPS, we see that instead of querying the calendar, the model is misunderstanding to delete events, and instead of setting reminders it is adding notifications. We argue that certain intent mis-classifications, such as the ones shown here, can be critical for the operation of a virtual assistant and should be detected as early as possible.

The analysis shown in this section requires little technical knowledge for the human experts, since they only need to look at the generated clusters and assess which ones represent a major risk. This can greatly speed up the error analysis process, helping in the early detection of critical errors and in reducing the amount of time that the annotators need to spend looking at the data.

5 Conclusion

In this work we have presented an active learning pipeline for conversational agents which consists of intent classification, unsupervised error detection and topic modeling. In the experiments, we show that our approach helps in prioritizing data for annotation: in our real-world dataset (AUTO) we reach the same performance with 36% of the data when selected by our pipeline as with 100% without prioritization. Therefore, this method can provide major savings for organizations with limited annotation capabilities. Furthermore, we argue that our approach helps to discover intent classification errors that may be critical for the correct operation of the dialogue agent and which, if not detected on time, could jeopardize the viability of the system. In future work, we plan to extend our proposed pipeline to support also named entity recognition.
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Abstract

This work presents two corpora based on excerpts from two German novels with an informal narration style. We performed fine-grained multi-layer annotations of animate referents, assigning local and global prominence-lending features to the annotated referring expressions. In addition, our corpora include annotations of intra-sentential segments, which can serve as a more reliable unit of length measurement. Furthermore, we present two exemplary studies demonstrating how to use these corpora.

1 Introduction

The rapid development of NLP increases the need for high-quality corpora and corpora of different registers and languages. However, most of the available corpora are in English, and on formal written genres such as Wikipedia (Belz et al., 2010), and newspaper articles (Taylor et al., 2003). But in order to study or generate more naturalistic, colloquial, and spoken language, corpora based on less formal registers must be created and investigated. Due to the high complexity of handling spoken data, spoken corpora are less common than written corpora in NLP studies. Using written corpora that resemble conversational language is one way to reduce the gap between colloquial and formal speech data. In the current work, we present two corpora based on excerpts from the German novel *Tschick*¹ (Herrndorf, 2010) and the Austrian novel *Auferstehung der Toten*² (Haas, 1996). These corpora both have a conversation-like narrative style.

We are building a conversation-like corpus to study the choice of Referring Expressions (REs) in naturalistic language use. Our motivation to use a corpus other than the ones using formal language is that the register of a text can influence the choice of REs. For instance, some referential forms are restricted to formal registers, whereas other forms occur more often in informal language. An example are the German demonstrative pronouns *dieser* and *der*, where *dieser* is more likely to occur in formal texts, and *der* in informal texts or spoken language (Patil et al., 2020).

We find the creation of this corpus and the extensive annotations valuable for the following reasons: (1) Most written corpora are based on formal texts such as newspaper or Wikipedia articles. However, in this work, we investigate narrative texts with a conversation-like narration style. (2) In addition to third-person referents, we also include annotations of singular and plural first- and second-person REs, which extends the research of reference to speech act participants. (3) Most available corpora rely on punctuation marks, particularly full stops, for sentence boundary detection. Thus, sentences of widely varying lengths are compared with each other. The current work includes an intra-sentential layer of sentence segment annotations in order to obtain comparable units for sentences. This also allows us to account for insertions in a more precise way. (4) Various corpora have an annotation of coreference (e.g., OntoNotes (Weischedel, Ralph et al.)), but the annotation of RE forms is missing. Few others offer RE form annotation; however, they are majorly limited to coarse-grained annotations such as the distinction between pronouns, proper names, and definite articles. In this work, we offer a fine-grained annotation of RE types in line with the accessibility hierarchy of Ariel (2001).

The structure of this paper is as follows: in section 2, we present an overview of available corpora for the study of reference. Section 3 sets out the motivation for our annotations. In section 4, we introduce the corpora we are developing, followed by a detailed overview of our annotation practice in section 5. In section 6, we demonstrate the application of the annotation by presenting case studies.
Finally, we conclude the paper with discussion and conclusion in sections 7 and 8.

2 Related Work

There are numerous corpora that include annotations of referring expressions. According to Vi-ethen (2012), these corpora can be classified as either collected or found. Collected corpora consist of data gathered in systematically designed experimental settings, whereas found corpora are composed of naturally occurring language data obtained in real-life situations, such as those found in newspapers or telephone conversations.

Most well-known collected corpora that include referring expression annotations are based on elicited language, using giver-director games (e.g. Stoia et al., 2008; Di Eugenio et al., 1998; Gatt et al., 2008; Howcroft et al., 2017). Therefore, they do not include a rich character / protagonist structure. Also, these elicited corpora do not show a consistent, long-lasting narrative structure, but rather short exchanges about mostly inanimate entities. For instance, the SCARE corpus (Stoia et al., 2008) is based on spontaneous instruction-giving dialogues that were collected in a virtual reality game. The corpus, however, only contains annotations of REs referring to inanimate entities such as a door, cabinet, and buttons that are entailed in the virtual reality world. The COCONUT corpus (Di Eugenio et al., 1998) is another corpus including naturalistic language. It is based on computer-mediated dialogues collected in an experiment in which two human subjects collaborated via typed dialogue on the task of buying furniture to decorate two rooms of a house. The corpus includes only annotations of REs that describe task objects. Therefore, it only includes REs referring to inanimate entities. Also, the popular TUNA corpus (van Deemter et al., 2006; Gatt et al., 2008) of elicited spoken English only includes REs referring to inanimate entities. There is also a German pendant, the G-TUNA corpus (Howcroft et al., 2017), which also does not include annotations of animate referents. In addition, there are two other corpora associated with the analysis of German REs, namely the GIVE-2 corpus (Gargett et al., 2010) and the PENTOREF corpus (Zarrieß et al., 2016). Both corpora rely on elicited naturalistic spoken language and only include annotations of REs referring to inanimate entities.

There are also a few narrative corpora that have been elicited through experiments, which offer the advantage of language production in a more “real-life” context. A shortcoming of this approach is that the elicited narratives usually describe a rather random topic (in order to ensure comparability) and are comparatively short and less complex. For instance, the INSCRIPT corpus (Modi et al., 2016) provides simple English narratives that are centered around a specific scenario. The narratives were elicited by asking participants to describe a given scenario in narrative form, pretending to be explaining it to a child (Modi et al., 2016). The corpus includes coreference annotations of REs referring to both inanimate and animate referents. But the corpus does not include detailed annotations of the referential form or additional syntactic and semantic features.

In addition to the above-mentioned corpora that were collected in experiments, there are also various found corpora containing reference annotation. An example is the GNOME corpus that consists of texts describing museum objects and patients’ information leaflets (Poesio, 2004a; Poesio et al., 2004). The corpus contains extensive annotation on the sentence and reference level. The annotation of referents contains information such as animacy, referential form, grammatical role, and gender. Two other corpora which have been built specifically for investigating the form of referring expressions in context are GREC-2.0 and GREC-People (Belz et al., 2010). The data in the GREC-2.0 corpus contains the introductory paragraphs of almost 2000 Wikipedia articles classified into five categories: people, city, country, river and mountain. The GREC-People corpus consists of 1,000 introductory sections of Wikipedia articles in the category people, with subcategories chefs, composers and inventors. A limitation of these corpora is that in GREC-2.0, only references to the main subject of the text have been annotated, and in the GREC-People corpus, only references to human referents are marked. Additionally, since the texts consist of only the introductory section of an article, they are relatively short.

The Narrative Corpus (Rühlemann and O’Donnell, 2012) includes conversational narratives, extracted from the demographically-sampled subcorpus of the British National Corpus. However, the corpus does not include annotations of referring expressions, but rather of broader concepts such as speaker (social information on
speakers), text (text Ids, title, type of story, type of embedding, etc.), textual components (pre-/post-narrative talk, narrative, and narrative-initial/final utterances), and utterance (participation roles, quotatives, and reporting modes).

To build annotated reference corpora, various annotation schemes were also developed along the way. The GNOME corpus is annotated using a comprehensive set of guidelines from the MATE/GNOME annotation scheme (Poesio, 2004b). Extensions of this scheme facilitated additional reference annotations, including the annotation of abstract anaphora, i.e., cases where linguistic antecedents are verbal phrases, clauses, and discourse segment (Navarretta and Olsen, 2008). Reflex, as a more recent reference annotation scheme, facilitated the annotation of information status (including coreference and bridging) as well as lexical information status (semantic relations) of referents (Riester and Baumann, 2017).

3 Linguistic motivation for annotations

It is well known that the form of an RE corresponds to the cognitive status of the discourse referent (e.g., Ariel, 2001; Givón, 1983). Psycholinguistic research has shown that so-called prominence-lending features (von Heusinger and Schumacher, 2019) influence the referential form of REs and their interpretation (e.g., pronoun resolution of ambiguous pronouns). It has been shown that multiple local and global prominence-lending features contribute to the interpretation of REs (Bosch et al., 2007; Schumacher et al., 2016; Hinterwimmer, 2019; Givón, 1983). For instance, for pronoun resolution, many cross-linguistic studies have examined the grammatical role of the previous mention as an influential feature (Bosch et al., 2007; Kaiser and Trueswell, 2008). Other studies have highlighted the importance of thematic roles (Schumacher et al., 2016) as well as information structural cues at the discourse level and distance (Givón, 1983). Also, perceptual features have been shown to influence the RE form (Hinterwimmer, 2019).

4 Our corpora

The Tschick corpus was formed from 9 chapters of the novel Tschick (Herrndorf, 2010): chapter 28 to 31, and 42 to 46. The novel can be described as a road novel (Krammer, 2021) or a coming-of-age novel (Lorenz, 2019). The AdT corpus was formed from the first four chapters of the crime novel Auferstehung der Toten (Haas, 1996). Both novels represent immensely successful contributions to contemporary German literature and have been recognized with awards. Table 1 presents a brief general overview of the corpora’s length. Both corpora are stored on the Open Science Framework website (https://osf.io/bjn5a/) and are publicly available for educational, research, and non-profit purposes under appropriate attribution.³

<table>
<thead>
<tr>
<th></th>
<th>Tschick</th>
<th>AdT</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tokenized sentences</td>
<td>723</td>
<td>799</td>
</tr>
<tr>
<td>Sentence segments</td>
<td>1633</td>
<td>1823</td>
</tr>
<tr>
<td>Mean chapter length (segments)</td>
<td>181.44</td>
<td>455.75</td>
</tr>
<tr>
<td>Total REs</td>
<td>1559</td>
<td>1705</td>
</tr>
</tbody>
</table>

Table 1: Overview of the corpora’s length.

From a linguistic perspective, the novel Tschick is interesting for two main reasons: First, the novel is characterized not only by a naturalistic and conversation-like narration style, but especially by the very authentic and timeless use of youth language. This allows the investigation of the use of REs in a more ecologically valid setting. A side effect of its colloquial language is that Tschick includes very explicit swearwords and invective. Further, the novel consists largely of a dialogue structure, which is another factor supporting the naturalistic language of the novel. Second, the novel is written from the point of view of the first-person narrator Maik and is thus characterized by an autodiegetic narrator, i.e. a first-person narrator is at the same time the main character, the narrator in a way tells his own story. The narration style of Tschick and its characteristics is illustrated in example (1), where the protagonists try to steal fuel. From the example, the dominant dialogue structure of the novel becomes clear. Square brackets and bold words indicate sentence segments and annotated REs, respectively (cf. section 5 below).

(1) [«Was willst du mir erzählen?»] [Dass das Wasser von unten nach oben läuft?] [«Du musst ansaugen.»] [«Noch nie was von Erdanziehung gehört?»] [Das läuft nicht nach oben.] [«Weil es ja danach nach unten läuft.»] [Es läuft ja insgesamt mehr nach unten.] [de-

³A dataframe containing only the annotated REs and the additional information is freely accessible for download. The entire corpus is only available via a password-protected link due to copyright restrictions. Please contact us if you would like to access this corpus.
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“What are you trying to tell me? That the water runs from the bottom to the top?”
“You have to suck it in.”
“Never heard of gravity? It doesn’t run upwards.”
“Because it’s going down afterwards. It’s running down more overall, that’s why. “
“But the gasoline doesn’t know that it’s going down afterward."

In the novel Auferstehung der Toten (but also all other Brenner volumes), the events are narrated by an omnipresent, auctorial narrator, who never appears as a protagonist. At the same time, the private detective Brenner is present almost exclusively and his thoughts, impressions, and feelings are described. The narrator always comments and evaluates what is going on. But most importantly, the narrator uses a style strongly reminiscent of oral language. The sentences are usually quite short and contain few embeddings, but they contain numerous left and right shifts, along with repeated omissions and sentence breaks. Additionally, elliptical structures are used with notable frequency. Moreover, the corpus is characterized by a simulated dialogicity (Nindl, 2009), i.e. the narrator repeatedly addresses the reader directly by using the second-person personal pronoun, which reinforces the oral language impression (Hinterwimmer, 2020; Nindl, 2009). By using these stylistic features, the author creates an artificial illustration of oral communication patterns. The following example (2) illustrates the characteristics mentioned.

(2) [Das gehört jetzt eigentlich nicht hierher.]
[Aber dem Brenner ist es auch nicht anders gegangen.] [Der sitzt in seinem heißen Zimmer] und soll (zero) über seine Arbeit nachdenken,] aber statt dessen denkt er über seine Wohnung nach. [Und jetzt paß (zero) auf.] [was ich dir sage.] [Zufall ist das keiner gewesen.] [weil Zufall in dem Sinn gibt es keinen.] [das ist erwiesen.] That doesn’t really belong here. But it didn’t happen any differently to the Brenner. He sits in his hot room and is supposed to think about his work, but instead he thinks about his apartment. And now pay attention to what I’m telling you. It wasn’t a coincidence, because there is no such thing as a coincidence, that’s been proven.

5 Annotation practices in current work

In the current work, we present two corpora based on excerpts from two novels with a very conversation-like narration style. Although the two corpora are relatively short, they stand out for their extensive annotations. We annotated all REs that refer to an animate referent and assigned specific grammatical and semantic features to them. Additionally, the sentences were separated into segments to create a comparable sentence equivalent, since the length of the sentences often varied greatly. This approach is not often found in comparable corpora but becomes important when dealing with a text that contains very long sentences due to many insertions.

5.1 Annotation scheme

The annotations were performed with the web-based multi-layer annotation software WebAnno 3.6.7 (Yimam et al., 2013, 2014). A screenshot of the annotation window of WebAnno can be found in the appendix, section 9. Prior to the annotations, the data has been automatically sentence-segmented. Inconsistencies were manually checked and corrected. Sentence boundaries were indicated by sentence-final punctuation (such as period, question mark, and exclamation point). The sentences appeared on separate lines in the WebAnno platform. The annotation process was carried out in parallel by three linguistically trained annotators, all being native German speakers. Both corpora underwent multiple rounds of annotation, during which the annotation scheme was refined gradually. Therefore, no inter-annotator agreement was calculated. First, the Tschick corpus was annotated, followed by the AdT corpus. The chapters were always annotated chronologically. The annotation procedure was as follows: [Step 1] annotation of sentence segments, [Step 2] annotation of all REs that refer to an animate referent, [Step 3] specification of the RE type for each RE annotated in step 2, [Step 4] adding information on grammatical and thematic roles to each annotated RE from step 2, and [Step 5] marking the referential chains between the previous antecedent and RE.

Sentence segments Both corpora are characterized by their colloquial narration style. In colloquial speech, however, syntactic constructions do
not usually appear as neatly bounded sentences or clauses, but as unstructured fragments (Hopper, 2004). And indeed, even though the corpora are based on written texts, they both include several instances of non-sentential, fragmented, or elliptical utterances, which are commonly observed in spoken language. First, since sentences varied greatly in length, intra-sentential segments (also called segments in short) were annotated in order to create a comparable sentence equivalent (step 1 of the annotation process). For this purpose, the layer ‘segment’ was used. For the segmentation, the previously performed sentence segmentation was crucial, in which the sentence boundaries were signaled by punctuation. Our goal was to annotate all clausal elements as segments. For this, we treated all main clauses and subordinate clauses as separate clausal elements. The only exception was restrictive relative clauses, which are dependent on the entity they modify. Also, commas were taken to signal segment boundaries in most cases. See example (1) and (2) for an illustration of the annotated segments.

REs In the current version of the corpus, we have only annotated the REs that refer to animate discourse referents, using the layer ‘coreference’ for this purpose (cf. (1) and (2) for the annotated REs marked in bold). For each annotated RE, additional features were specified by using different tagsets. The specified features were the type of RE, the grammatical role, and the thematic role. In order to assign the respective RE type to each annotated RE, a selection was made from the following list: personal pronoun (e.g., sie, er, es), d-pronoun (die, der, das), demonstrative pronoun (diese, dieser, dieses, jene, jener, jenes), proper name (Maik Klimgenberg), definite DP (die Tänzerin), indefinite DP (eine Tänzerin), coordinated DP (die Tänzerin und die Pianistin), relative pronoun (die, der, das, welche, welcher, welches), resumptive d-pronoun, resumptive personal pronoun, indefinite pronoun (beide), possessive pronoun (mein, dein), possessive proper name (Maiks), quantifier (keiner, jeder, alle), reflexive (sich), and zero pronoun.

For each annotated RE, the grammatical role and the thematic role were identified. For grammatical role, it was indicated whether the RE is the subject (nominative), the direct object (accusative), or the indirect object (dative) of the sentence. These annotations were always relative to the predicate. All other forms carry the grammatical role oblique. For the thematic role annotation, not only the verb semantics but also the larger (pragmatic) context was considered. Following the proto-role approach, it was indicated whether the marked RE is the Proto-Agent, Proto-Patient, or Proto-Recipient (Primus, 2012) of the sentence. If none of these thematic roles fitted, no thematic function was annotated in order to reduce annotation efforts. In some cases, grammatical and thematic roles were not annotated, for instance for possessive expressions.

Regarding the annotation of REs, there was some uncertainty among the annotators, especially in the case of predicative constructions, since at first glance these expressions look like normal REs (cf. underlined NPs in (3)). Predicative constructions, however, are not referential, as shown, for example, by the fact that they cannot be referred to with a pronoun. Rather, NPs used predicatively attribute another information to a discourse referent.

(3) Und Anfang März taucht der Brenner auf einmal wieder auf. Aber nicht als Polizist, sondern als Privatdetektiv. And at the beginning of March, the Brenner suddenly reappears. But not as a policeman, but as a private detective.

5.2 Additional (ongoing) annotations

When dealing with longer more naturalistic discourse, investigating the simple antecedent-anaphora relation is not enough to describe the underlying referential behavior of the text. Rather, the dynamically unfolding referential usage must also be described. In addition to the features described above, we, therefore, added further annotations that relate to global discourse properties such as proper referential chains and perspectival features.

Character names Since the referential chains in our corpora were not annotated across chapter boundaries (this was not possible in the WebAnno software), the chain numbers for each referential chain in each chapter start with the number one. Within the context of a novel, however, one can assume that the referential chain of a given referent continues across chapter boundaries. Thus, it is assumed that referents that have been introduced in a certain chapter can be reintroduced by a simple proper name in another chapter and won’t be re-introduced by an indefinite description or a modified proper name. To adequately analyze reference chains, chain IDs were mapped to character names.
to obtain chain information across chapter boundaries. Combined referential chains that consist of at least 15 REs were mapped to character names to indicate recurring characters in the corpus. All referential chains with less than 15 REs were marked by ‘other’. The corresponding column in the corpus is called referent_name. Therefore, by offering information on the referent names, we not only provide a way to analyze referential chains across chapter boundaries, but also provide information about which (recurring) character a particular RE refers to; this is particularly useful for unspecified REs such as pronouns or generic DPs. Another advantage of having this layer of annotation is that we can later use it to build WebNLG-like reference corpora (Castro Ferreira et al., 2018) that can be used in End-to-End neural modeling of RE generation.

**Perspective**

In a current, ongoing annotation process, we annotate the perspective information of each RE. In doing so, we would like to assign for each RE the character of the story that uttered that expression. So far, we have assigned perspective information for the third-person singular personal and d-pronouns that occur in subject and protoagent positions. Such information is of particular interest in stories that contain several perspectival shifts. For example, in stories that contain a lot of direct speech, the perspective constantly switches between that of the narrator and that of the character who is uttering the direct speech act.

### 6 Studies

In the following, we show examples of analyses that can be performed using our corpora.

Together, both corpora contain a total of 3264 REs that refer to an animate referent. Table 2 shows the distribution of the 11 most frequent RE types. The row ‘other’ summarizes the RE types that have been annotated less than 20 times. For the Tschick corpus, those RE types are quantifier, relative pronoun, coordinated DP, demonstrative DP, possessive proper name, and demonstrative pronoun; and for the AdT corpus, those REs are coordinated DP, possessive proper name, reflexive pronoun, resumptive d-pronoun, and demonstrative DP.

As it becomes clear from Table 2, almost half of the annotated REs are personal pronouns. A striking factor of the current corpus is that it also includes null cases (here referred to by ‘zero’), which are typically absent in German formal texts.

<table>
<thead>
<tr>
<th>RF</th>
<th>Freq</th>
<th>%</th>
<th>% Cum.</th>
</tr>
</thead>
<tbody>
<tr>
<td>PersPron</td>
<td>1390</td>
<td>42.59</td>
<td>42.59</td>
</tr>
<tr>
<td>Proper name</td>
<td>390</td>
<td>11.95</td>
<td>54.53</td>
</tr>
<tr>
<td>defDP</td>
<td>350</td>
<td>10.72</td>
<td>65.26</td>
</tr>
<tr>
<td>zero</td>
<td>306</td>
<td>9.38</td>
<td>74.63</td>
</tr>
<tr>
<td>PossPron</td>
<td>250</td>
<td>7.66</td>
<td>82.29</td>
</tr>
<tr>
<td>D-Pron</td>
<td>152</td>
<td>4.66</td>
<td>86.95</td>
</tr>
<tr>
<td>IndefPron</td>
<td>133</td>
<td>4.07</td>
<td>91.02</td>
</tr>
<tr>
<td>indefDP</td>
<td>109</td>
<td>3.34</td>
<td>94.36</td>
</tr>
<tr>
<td>other</td>
<td>89</td>
<td>2.73</td>
<td>97.09</td>
</tr>
<tr>
<td>Quant</td>
<td>47</td>
<td>1.44</td>
<td>98.53</td>
</tr>
<tr>
<td>RelPron</td>
<td>25</td>
<td>0.77</td>
<td>99.30</td>
</tr>
<tr>
<td>Refx</td>
<td>23</td>
<td>0.70</td>
<td>100.00</td>
</tr>
<tr>
<td>Total</td>
<td>3264</td>
<td>100.00</td>
<td>100.00</td>
</tr>
</tbody>
</table>

Table 2: Distribution of the annotated referring expressions.

As mentioned earlier, dialogues contain references to speech act participants. For referring to a participant of a speech act, other referential forms are used than when referring to referents that do not take part in the conversation, but only occur in the surrounding scene. For instance, second-person pronouns are mainly used to refer to an interlocutor or a future interlocutor, whereas third-person pronouns refer to referents that appear outside the conversational setting or are used by a narrator who is not part of the story. Table 3 shows how ‘person’ of personal pronouns is distributed. We see that in AdT most personal pronouns occur in third-person singular. Almost equally often we find first-person singular personal pronouns in the Tschick corpus.

<table>
<thead>
<tr>
<th>Person</th>
<th>Tschick</th>
<th>AdT</th>
</tr>
</thead>
<tbody>
<tr>
<td>1-sg</td>
<td>371 (44.86)</td>
<td>99 (17.58)</td>
</tr>
<tr>
<td>2-sg</td>
<td>76 (9.19)</td>
<td>85 (15.10)</td>
</tr>
<tr>
<td>3-sg</td>
<td>184 (22.25)</td>
<td>302 (53.64)</td>
</tr>
<tr>
<td>1-pl</td>
<td>163 (19.71)</td>
<td>26 (4.62)</td>
</tr>
<tr>
<td>2-pl</td>
<td>19 (2.30)</td>
<td>2 (0.36)</td>
</tr>
<tr>
<td>3-pl</td>
<td>12 (1.45)</td>
<td>40 (7.10)</td>
</tr>
<tr>
<td>Formal</td>
<td>2 (0.24)</td>
<td>9 (1.60)</td>
</tr>
<tr>
<td>Total</td>
<td>827 (100.00)</td>
<td>563 (100.00)</td>
</tr>
</tbody>
</table>

Table 3: Distribution of person among all personal pronouns in the two corpora. Percentages of frequencies within a corpus are indicated in parentheses.

To get an overview of the broader distribution of the REs, we grouped the RE types (see Table 2) into three main categories of pronouns, determiner-noun-combinations (henceforth called DP), and names. We see that the largest share belongs to pronouns (69.82 %, N=2279), followed by DPs (14.06 %, N=459), and names (11.95 %, N=1195). Additionally, REs that cannot be classified within these categories constitute 4.17 % of the total.

Moving on to feature specification, the mosaic
plots in Figure 1 and Figure 2 show the distribution of grammatical roles and thematic roles among the three main groups of RE types. Horizontally, the plots are divided into the three main RE types: name (N=100), DP (N=177), and pronoun (N=1243). Vertically, the plots are divided into different classes of grammatical roles (Figure 1) and thematic roles (Figure 2).

Looking at Figure 1, it becomes clear that pronouns in subject position overall account for the largest share (55.1%). In addition, when comparing the different grammatical roles (vertically), it can be noted that the grammatical role subject also accounts for the largest share of grammatical roles: 72.5% of the REs in the three main groups are in the subject position. By a large margin, the grammatical role oblique occurs second most frequently (8.1%), followed by the grammatical roles direct object (7.6%), REs with no grammatical role (6.4%), and indirect object (5.5%). If we look at the distribution within the grammatical role subject, we see that with 76.0%, pronouns have the largest share. Vice versa, within the pronoun group, subjects have the largest share (75.6%).

Looking at Figure 2, we see that pronouns in the proto-agent role comprise the majority of REs (57.0%) among the three main groups. When comparing the thematic roles, we see that the thematic role proto-agent accounts for the largest share among all thematic roles (75.5%). The thematic role proto-patient is the second most frequent (12.1%), followed by REs with no thematic role (11.6%), and the thematic role recipient (0.8%). A look at the distribution of the thematic role proto-agent shows that pronouns account for the largest group (75.6%), and again vice versa, within the pronoun group, the thematic role proto-agent has the largest share (78.3%).

In addition to our corpus analysis, we conducted feature importance analyses to find out (1) which features contribute the most to the choice of the RE form, and (2) how they affect this choice. In this analysis, our focus is solely on third-person anaphoric REs within the AdT corpus. We first trained an XGBoost model from the family of Gradient Boosting trees (Chen and Guestrin, 2016) using the features annotated in our corpus. Concretely, we looked at the following features: the grammatical role of the current RE and its antecedent (gm and prev_gm), the thematic role of the current RE and its antecedent (tm and prev_tm), the segment distance between the current RE and its antecedent (seg_dist), and the RE form of the antecedent (prev_ref_type). To determine the importance ranking of the features, we compute the model-agnostic permutation-based variable importance of the model (Biecek and Burzykowski, 2021). In particular, we measure the extent to which performance changes when a particular feature is removed. Figure 3 shows the change in performance for each feature in the case of a 3-way classification task (pronoun vs. proper name vs. DP). As shown in the figure, the distance calculated in the number of segments and the RE form of the antecedent have the highest contribution.

We then conducted a SHAP (SHapley Additive exPlanations) analysis to evaluate the positive and negative contributions of each feature to the prediction of each class. The SHAP analysis decomposes the predictions of the model into contributions that...
Figure 3: Feature importance analysis of the RE form prediction model. A higher loss indicates the greater importance of a feature.

Figure 4: Shapley values with box plots for 100 random orderings of explanatory variables in the XGBoost model. The green and red bars represent positive and negative contributions, respectively.

can be additively attributed to different variables (Lundberg and Lee, 2017). According to Figure 4, the segment distance with the value longDist (>6 segments) promotes the use of non-pronominal forms, i.e., name and DP, the most. Interestingly, contrary to the variable importance graph, we see a significant contribution of the thematic role features to the choice of classes.

7 Discussion

The goal of this work was to promote the development of more naturalistic and conversation-like corpora that reflect the nuances of colloquial speech. The analysis of REs in informal language is particularly interesting, since the use of REs may differ from that in formal language (Patil et al., 2020).

Moreover, this work offers fine-grained annotations of the REs on local (referential form, grammatical role, thematic role) and global (referential chains, perspectival features, character name) prominence levels. Although there are several corpora that include coreference annotations (Weischedel, Ralph et al.; Zeldes, 2017), only a few corpora include detailed information on the referential form (Poesio, 2004a); additional annotations of prominence-lending features are even rarer.

We have shown that in our narrative corpora, pronouns make up a very high proportion of the referential forms used. This large count of pronouns, especially personal pronouns, seems to be connected to the informal narrative structure. It appears that in (more) formal registers such as newspaper articles or in mixed collections of texts, the proportion of pronouns is radically lower than what we observed in our corpora. We examined the proportion of pronouns in the training set of two datasets from the CorefUD 1.1 collection: the English GUM corpus (Zeldes, 2017), which includes texts from various genres, and the German Potsdam commentary corpus (Nedoluzhko et al., 2022), which contains commentaries on German newspaper articles. The former had 22% pronouns (7798 out of 35369 REs), while the latter had only 14% pronouns (654 out of 4671 REs). The significant variation in the distribution of RE forms across different corpora highlights the importance of incorporating more diverse text registers, such as the narrative texts analyzed in this study. In addition, we have shown that our corpora can be used for modeling and predicting the referential form of REs. However, since the referential forms in our corpora are unbalanced with a strong tendency towards pronouns, modeling attempts might be biased. As the next step, we will annotate more REs and leverage state-of-the-art models like the German BERT (GBERT) to find out how reliably the RE forms can be predicted.

8 Conclusion

All in all, our two corpora show a comprehensive, diverse picture of the REs that refer to animate referents. By annotating a variety of prominence-lending features, a fine-grained characterization of the use of the REs in the two corpora emerges. It is therefore worthwhile to expand the corpus annotations in the future to create a larger data set.
Limitation

As the current corpora are still work in progress, a number of limitations emerge. The biggest limitation of our corpora is their size. But expanding the corpora for further chapters of the novels is planned. Another limitation is that our corpora only include annotations on animate discourse referents. For future work, annotating inanimate entities and assigning the same features introduced in section 5 would be fruitful. The fact that the perspectival information is only annotated for a subset of REs is another drawback. We intend to expand these annotations for other referential forms.
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9 Appendix

Figure 5 shows the multi-layer annotations in WebAnno. It shows segment annotations, the annotated features grammatical role, thematic role and referential form of the referential expressions referring to an animated referent as well as referential chains of coreferential referents. The translation of the example illustrated in figure 5 is as follows:

We looked around depressed.

Tschick said that we would never get gasoline, and I suggested that we simply open the next car with the tennis ball.

"Way too busy," said Tschick.

"Let’s just wait until it’s less busy."
Figure 5: Screenshot of the annotation window of Webanno.
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Abstract

Most tasks in NLP require labeled data. Data labeling is often done on crowdsourcing platforms due to scalability reasons. However, publishing data on public platforms can only be done if no privacy-relevant information is included. Textual data often contains sensitive information like person names or locations. In this work, we investigate how removing personally identifiable information (PII) as well as applying differential privacy (DP) rewriting can enable text with privacy-relevant information to be used for crowdsourcing. We find that DP-rewriting before crowdsourcing can preserve privacy while still leading to good label quality for certain tasks and data. PII-removal led to good label quality in all examined tasks, however, there are no privacy guarantees given.

1 Introduction

For supervised NLP tasks, large amounts of labeled data are needed. In many cases, only unlabeled data is available and labeling is then performed via crowdsourcing/crowdworking platforms like Amazon Mechanical Turk (AMT). These crowdworking platforms are used because they provide a time-efficient way to obtain labels for unlabeled data, making the annotation task easily scalable.

However, data should only be published on crowdsourcing platforms if it contains no privacy-relevant information. Unfortunately, it is not always obvious what is privacy relevant and what is not (Narayanan et al., 2012). As a consequence, most textual datasets cannot be annotated on crowdworking platforms if the privacy of affected persons contained in the data needs to be respected.

A common practice is to automatically replace personally identifiable information (PII) in a text. However, not all privacy-relevant information is contained in PII (Narayanan et al., 2012) and the automatic detection of PII does not work perfectly. Therefore, PII-removal alone is no guarantee that privacy is preserved.

An approach that can actually give privacy guarantees is differential privacy (DP). DP offers formal mathematical guarantees for privacy-preserving data publishing, which has most recently also been applied to textual data (Igamberdiev et al., 2022; Krishna et al., 2021; Bo et al., 2021). The benefit of using differential privacy is that it is possible to set an upper boundary for privacy risks. Therefore, one exactly knows how large the privacy risk is and can set it to a sufficiently low level when using DP.

In this work, we want to explore different privacy preservation techniques for textual data in the context of crowdsourcing. We do this by performing crowdsourcing on data which has been modified by using DP rewriting, PII-removal, or a combination of both. We show that there is a tradeoff between privacy and utility (label quality) when deciding for one of these methods, how this tradeoff is expressed and how it depends on the chosen task and data. Furthermore, we provide recommendations which task properties might lead to the most desirable results.

2 Related work

Privacy leakages can have harmful consequences for individuals. Therefore, privacy protection is regulated by law in some parts of the world, e.g., by the GDPR in Europe (European Commission, 2016) or the HIPAA Act (Centers for Medicare & Medicaid Services, 1996) for medical data in the US. Unfortunately, it is impossible to fully prevent the risk of privacy leakages. Therefore, the ultimate goal is to reduce this risk.

A common practice to reduce the risk of privacy leakages in textual data is to automatically detect and replace personally identifiable information (e.g. Ge et al., 2020; Pilán et al., 2022; Eder et al., 2020). This approach is called PII-removal in the following. However, there are two problems with PII-removal. First, without PII-labeled training data, in most cases named entity recognition or
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regular expressions are used for PII-removal (Ge et al., 2020; Pilán et al., 2022; Eder et al., 2020). This narrows down which kind of PII can be detected. Second, there is no possibility to quantify the remaining privacy risk. Additionally, when using PII-removal the privacy risk is not equally distributed, but often higher for e.g. structurally discriminated parts of the population. Named entity recognition, which is often the basis for PII-removal, is for example better in identifying names commonly given to white people than names commonly given to black, Hispanic or Muslim people (Mishra et al., 2020). Similar problems have been found with commonly female names compared to commonly male names (Mehrabi et al., 2020).

Differential privacy (DP) solves the problem of estimating privacy risks and distributes the privacy risk more equally. It is a mathematical concept, supposed to enable sharing datasets containing private information without giving away this private information (Dwork and Roth, 2014). It has recently been applied in NLP for rewriting texts in a differentially private way (Krishna et al., 2021; Bo et al., 2021; Igamberdiev et al., 2022). The basic idea of ‘local’ differential privacy rewriting for textual data is to add noise to each data point. As a result, the probability of distinguishing data belonging to one individual from data of any other individual in the dataset is bounded.

Furthermore, we can quantify the amount of differential privacy provided by defining how much two data points are allowed to differ after we added noise to their data. This is commonly done by using the privacy budget $\varepsilon \in \mathbb{R}^+$. However, in $(\varepsilon, \delta)$-DP this is not a clean cut but we allow the privacy budget $\varepsilon$ to be overstepped in $\delta$ of all data points. A randomized algorithm $M : X \rightarrow Z$ is considered as fulfilling $(\varepsilon, \delta)$-DP iff for every data point $x, y \in X$ and every possible output $z \in Z$ the following condition holds:

$$Pr[M(x) = z] \leq \exp(\varepsilon) * Pr[M(y) = z] + \delta$$

with $Pr[\cdot]$ being the probability, either defined as a density or a probability mass function.

3 Data

Three corpora were used for the experiments: ATIS (Tur et al., 2010), SNIPS (Coucke et al., 2018) and TripAdvisor (TA) (Li et al., 2013). The ATIS corpus consists of transcriptions of flight information requests and the task is to classify them based on their intent. There are different versions of the ATIS corpus available, we use it in the form provided by Tur et al. (2010). SNIPS (Coucke et al., 2018) is an intent classification dataset as well and consists of instructions for voice assistants. TripAdvisor (TA) contains hotel reviews. We use only the titles of these hotel reviews because the full review texts were too long.

We chose those datasets based on multiple criteria. First, we had some task-specific criteria. The task should be relevant in real-world use cases, it should not require previous knowledge and it should be simple and quick to solve. Second, we had some text-specific criteria. The texts should contain privacy relevant information, it should be in clear and generally understood language and the text snippets should be short. Furthermore, all datasets should have high-quality gold labels so that we could compare the labels obtained in our experiments with these gold labels. Finally, these datasets have been used in related works on privacy-preserving text rewriting.

To simplify the tasks further, we reduced all of them to binary labelling tasks. This means we chose one class per dataset (e.g. “Airfare” for ATIS) and defined the task as deciding whether a given data point belonged to that class or not. So for the ATIS corpus we then had the two classes “Airfare” and “Not Airfare”, for SNIPS we had “Add to playlist” and “Not Add to playlist” and for TripAdvisor we had the classes “Positive” and “Not Positive”. For simplification reasons we will call the classes “Airfare”, “Add to playlist” and “Positive” the target classes in the following, while we will call “Not Airfare”, “Not Add to playlist” and “Not Positive” the not target classes.

Furthermore, we only included data points which consisted of less than 200 characters for the crowd-sourcing, but still used the longer texts for the DP pretraining in order to have enough pretraining data. An overview of the properties of all corpora in the modified versions used in this work can be found in Table 1. Additionally, example sentences are shown in Table 2. More details on the corpora will be explained in more detail in the following.

The ATIS corpus consists of audio recordings of flight information requests and the task is to classify them based on their intent. The privacy-relevant information contained are the information on e.g. when people want to fly, where to and where from which allows us to e.g. guess their location...
Table 1: Number of data points (“data points”) and average number of characters per data point (“avg length”)

<table>
<thead>
<tr>
<th>corpus</th>
<th>data points</th>
<th>avg. length</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>target</td>
<td>rest</td>
</tr>
<tr>
<td>ATIS</td>
<td>403</td>
<td>4100</td>
</tr>
<tr>
<td>SNIPS</td>
<td>1936</td>
<td>11681</td>
</tr>
<tr>
<td>TA</td>
<td>19663</td>
<td>9974</td>
</tr>
</tbody>
</table>

at specific times. We chose "Airfare" as the target class. An example for the class "Airfare" is the request "cheapest airfare from tacoma to orlando". While requests like "what flights are available from pittsburgh to baltimore on thursday morning", or "what is the arrival time in san francisco for the 755 am flight leaving washington?" do not belong to the target class. There are different versions of the ATIS corpus available, we use it in the form provided by Tur et al. (2010).

SNIPS (Coucke et al., 2018) is an intent classification dataset as well, but instead of flight information requests, it consists of instructions for voice assistants. Those requests contain information about e.g. favorite restaurants, places and persons. We chose the intent category "Add to Playlist" as target class. An example for the class "Add to Playlist" is "add The Crowd to corinne’s acoustic soul playlist", while examples for data points that do not belong to the target class are "Play a chant by Mj Cole" or "Book a restaurant in El Salvador for 10 people."

TripAdvisor (Li et al., 2013) is a corpus consisting of hotel reviews from the platform TripAdvisor. Each review consists of a written text as well as additional information, like for example a star based rating. We defined the task as deciding whether a given review title indicates that a review is "Positive" or "Not Positive". The reviews contain information about where the reviewers stayed and when as well as, in some cases, names and personal information about the hotel’s staff. An example for the class "Positive" is "Best Hotel in Philly" while "Bugs and terrible housekeeping" is an example for "Not Positive". The reviews with ratings around three stars often contain positive and negative sentiment. To make the task simpler, we therefore excluded reviews with ratings of two, three and four stars.

4 Model

PII-removal The PII-removal is based on regular expressions and on spacy (Honnibal et al., 2020) which we used for named entity recognition and part of speech tagging. With spacy, we detected names of persons, locations, dates and times. Those were then replaced with the strings "<NAME>", "<LOCATION>", "<DATE>" and "<TIME>". Additionally, we used regular expressions, to replace other personal information like mail addresses and phone numbers.

DP-rewriting For DP-rewriting we used the work of Igamberdiev et al. (2022). They provide an open-source framework for DP rewriting with a trainable model based on the idea behind ADePT (Krishna et al., 2021). This model consists of an auto-encoder which is pretrained first to learn how to compress texts. Afterwards, the texts to be rewritten are transformed into a compressed version, noise according to either a Gaussian or Laplacian distribution is added and then the text is reconstructed based on this vector. We used Gaussian noise and set $\delta = 1 \times 10^{-4}$, as this turned out to be the most privacy-preserving setting providing basic utility. For $\epsilon$, different values were used in different experiments. We state which value has been used when explaining each of the experiments. Furthermore, we did not append the class labels (as proposed in (Krishna et al., 2021)), because usually class labels are only crowdsourced if there are none yet.

For each corpus, we split the data into three different subsets, one for pretraining, one for validation of the pretraining and one that will be rewritten for the crowdsourcing. Based on this, we created six differently pretrained models. For each corpus, we had one model pretrained with the unchanged pretraining data and one pretrained with the PII removed.

Figure 1: We used three different rewriting pipelines: PII-only, DP-only and PII + DP. They are depicted here.

Rewriting pipelines We created three different
rewriting pipelines so that we can compare the two chosen rewriting methods and the combination of them. For each rewriting method, there is one pipeline where only this rewriting method is applied to privatize the data (PII-only and DP-only). Furthermore, there is one pipeline where we first perform PII-removal and then DP-rewriting (PII + DP). They are visualized in Figure 1. After the data has been rewritten in different ways, we requested annotations based on our binary labeling task on Amazon Mechanical Turk. An example HIT can be found in the Appendix C. All crowdworkers were from the US. Therefore, the payment per HIT was calculated based on the US minimal wage in order to guarantee fair payment.

5 Results

PII-only vs. DP-only vs. PII + DP First, we wanted to explore general differences between the three rewriting pipelines. Therefore, we run the data through all pipelines and requested annotations from 5 crowdworkers per pipeline and data point. For the DP-rewriting in DP-only and PII + DP we set $\epsilon = 10000$. This is a very high choice for $\epsilon$. However, it was the smallest value which ensured that the resulting text still had some very basic utility.

After the annotation, we aggregated the individual annotations per data point by using MACE (Hovy et al., 2013) with a threshold of 1. Then we compared these aggregated labels to the original gold labels by calculating F1-scores (see Table 3).

PII-only performed best for all corpora regarding the F1-score. Furthermore, DP-only led to better F1-scores than PII + DP. However, this depicts only the performance regarding gold label quality.

Regarding privacy, it is the other way around. This will be discussed in more detail in Section 6.

Apart from this, in Table 3 we can see that there are differences between the corpora, especially regarding DP-rewriting. For the SNIPS corpus, the DP-rewriting had a far smaller negative effect on the F1-scores than on the TA corpus or even the ATIS corpus.

The effect of $\epsilon$ In DP-rewriting, the $\epsilon$-parameter is the most important parameter, because it represents the privacy guarantee. A high value stands for high privacy risks. To investigate the effects of this $\epsilon$-parameter, we reran the DP-only pipeline with $\epsilon = 3333$ and requested annotations from three different crowdworkers per pipeline and data point. Then, again, we aggregated the annotations per pipeline and data point by using MACE (Hovy et al., 2013) and calculated the F1-scores in comparison to the original gold labels.

We compared the F1-scores to the F1-scores of the data rewritten with $\epsilon = 10000$. To guarantee a fair comparison, we only used 3 annotations per data point as well and reaggregated them with

<table>
<thead>
<tr>
<th>Pipeline</th>
<th>ATIS</th>
<th>SNIPS</th>
<th>TA</th>
</tr>
</thead>
<tbody>
<tr>
<td>PII + DP</td>
<td>0.377</td>
<td>0.828</td>
<td>0.588</td>
</tr>
<tr>
<td>DP-only</td>
<td>0.549</td>
<td>0.935</td>
<td>0.698</td>
</tr>
<tr>
<td>PII-only</td>
<td><strong>0.949</strong></td>
<td><strong>0.991</strong></td>
<td><strong>0.932</strong></td>
</tr>
</tbody>
</table>

Table 3: F1-scores of the original gold labels compared to the labels obtained in our experiments. The highest value per column is indicated in bold. Differences per row were statistically significant with $\alpha = 0.05$ for all values.
MACE (see Table 4). For all corpora, the lower $\epsilon$ resulted in statistically significantly lower F1-scores. With the lower $\epsilon$, the performance difference between SNIPS and the other corpora decreased.

**Multiple rewritten versions** While lower $\epsilon$ values increase privacy, they decrease the utility drastically. But what if we rewrite multiple times with the same $\epsilon$, but different random seeds and then aggregate the crowdsourced annotations? Can the differently added noise be counterbalanced by this so that utility is overall increased?

For each data point, we created two other versions rewritten with DP-only and $\epsilon = 3333$. Then we requested three annotations per version from crowdworkers and aggregated the annotations per data point over all versions. This time, we could not use MACE (Hovy et al., 2013) to aggregate the data, because for using MACE the annotations need to be independent when conditioned on the true labels. However, in our case, they are only independent when conditioned on the true labels and the corresponding rewritten version. Therefore, we could only use MACE to aggregate the annotations per version and aggregated the results of this by using majority voting. The whole process is illustrated in Figure 2.

![Figure 2: Process of generating multiple differently rewritten versions and aggregating their annotations.](image)

Again, we calculated F1-scores between our aggregated labels and the original gold labels. The results, as well as a comparison to the previous results, can be found in Table 4. Interestingly, using multiple differently rewritten versions did not increase, but decreased the F1-scores for all corpora except SNIPS.

We explored different aggregation methods. They can be divided into two types: two-step-aggregation and one-step-aggregation. The two-step-aggregation methods consist of two steps: In the first, there is an aggregation per rewritten version and in the second step, these aggregations are aggregated again. The aggregation we used for Table 4 and illustrated in Figure 2 is a two-step aggregation method with MACE as the first step and majority voting as the second step. In the one-step-aggregation methods, all annotations of all versions are aggregated in one single step with one aggregation technique.

The aggregation methods were chosen based on commonly occurring problems in our experiments. In general, it was very noticeable, that there were far more cases where data points that belong to the target class were not recognized as belonging to the target class than the other way around. Therefore, we created a threshold-based aggregation method for this. It is a one-step-aggregation method and the idea is, that the target class is chosen if more than $x$ annotations of one data point are target class annotations. So if we have a threshold of $x = 3$ and a data point with four target class annotations and five non-target class annotations, the aggregated label will be the target class label. If there were only three target class annotations and six non-target class annotations, the aggregated label would be the non-target class annotation. This method will be abbreviated as $tx$ in the following, where $x$ is replaced with the used threshold.

Based on that threshold idea, we also created a two-step-aggregation method where first, annotations per version were aggregated with MACE and afterwards the aggregated labels were aggregated with a threshold of 0. This method will be abbreviated as $MACE_t0$. Furthermore, we tried plain majority voting in a one-step-aggregation (MV), majority voting in a two-step-aggregation (MV_MV) and the previously discussed two-step-aggregation with MACE and majority voting (MACE_MV).

Per aggregation method, we calculated the F1-Scores of the resulting labels and the original gold labels (see Table 5). The methods which do not take into consideration that target class data points

<table>
<thead>
<tr>
<th>Corpus</th>
<th>$\epsilon = 3333$</th>
<th>multiple versions</th>
<th>$\epsilon = 10000$</th>
</tr>
</thead>
<tbody>
<tr>
<td>ATIS</td>
<td>0.229</td>
<td>0.180</td>
<td>0.517</td>
</tr>
<tr>
<td>SNIPS</td>
<td>0.519</td>
<td>0.519</td>
<td>0.920</td>
</tr>
<tr>
<td>TA</td>
<td>0.426</td>
<td>0.350</td>
<td>0.687</td>
</tr>
</tbody>
</table>

Table 4: F1-scores of the same data rewritten with DP-only and different values for $\epsilon$. The highest value per row is highlighted in bold.
Table 5: Comparison of different aggregation methods for the annotations of multiple rewritten versions. The highest value per column is highlighted in bold.

<table>
<thead>
<tr>
<th>Aggregation</th>
<th>ATIS</th>
<th>SNIPS</th>
<th>TA</th>
</tr>
</thead>
<tbody>
<tr>
<td>MV</td>
<td>0.050</td>
<td>0.297</td>
<td>0.260</td>
</tr>
<tr>
<td>t0</td>
<td>0.448</td>
<td>0.799</td>
<td>0.638</td>
</tr>
<tr>
<td>t1</td>
<td>0.368</td>
<td>0.730</td>
<td>0.581</td>
</tr>
<tr>
<td>t2</td>
<td>0.322</td>
<td>0.648</td>
<td>0.503</td>
</tr>
<tr>
<td>MV_MV</td>
<td>0.078</td>
<td>0.313</td>
<td>0.269</td>
</tr>
<tr>
<td>MACE_MV</td>
<td>0.180</td>
<td>0.519</td>
<td>0.350</td>
</tr>
<tr>
<td>MACE_t0</td>
<td>0.431</td>
<td>0.777</td>
<td>0.604</td>
</tr>
</tbody>
</table>

Table 6: Percentage of data points in the crowdsourcing set labeled as target class according to the original gold labels (“Gold”) and according to the labels gained by crowdsourcing after using DP-only with $\epsilon = 10000$ (“DP-only”).

<table>
<thead>
<tr>
<th>Corpus</th>
<th>Gold</th>
<th>DP-only</th>
</tr>
</thead>
<tbody>
<tr>
<td>ATIS</td>
<td>29.41%</td>
<td>13.10%</td>
</tr>
<tr>
<td>SNIPS</td>
<td>50.00%</td>
<td>42.64%</td>
</tr>
<tr>
<td>TA</td>
<td>50.00%</td>
<td>36.86%</td>
</tr>
</tbody>
</table>

Table 7: Distribution of indicator words for the target class (ATIS and SNIPS) or the non target class (TA) before and after DP-only.

<table>
<thead>
<tr>
<th>Corpus</th>
<th>Version</th>
<th>Target</th>
<th>Rest</th>
</tr>
</thead>
<tbody>
<tr>
<td>ATIS</td>
<td>original</td>
<td>232</td>
<td>21</td>
</tr>
<tr>
<td></td>
<td>DP-only</td>
<td>104</td>
<td>24</td>
</tr>
<tr>
<td>SNIPS</td>
<td>original</td>
<td>520</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>DP-only</td>
<td>596</td>
<td>6</td>
</tr>
<tr>
<td>TA</td>
<td>original</td>
<td>5</td>
<td>142</td>
</tr>
<tr>
<td></td>
<td>DP-only</td>
<td>48</td>
<td>118</td>
</tr>
</tbody>
</table>

Corpus differences The negative effect on the utility of DP-rewriting in our experiments has been corpus dependent. In the following, we will explore reasons for this.

As already discussed before, the lower F1-scores can mainly be traced back to data points which belong to the target class but have not been recognized as belonging to the target class. While this problem exists for all corpora, it is least prominent for SNIPS, see Table 6.

To explore potential reasons for the indifference of target class non-recognition, we will use a concept we call indicator words. Indicator words are words which do not appear equally often in the target class and the non-target class data. For example, for ATIS the target class is “Airfare”, meaning that all requests asking about prices for flights belong to that class. Words that therefore often occur in the target class, but not in the non-target class data are “fare”, “airfare”, “cost”, etc. While it is not possible to correctly identify the class based on only these indicator words in all cases, they are helpful signals in many cases and therefore a useful approximation to explore the indifference in the class recognition further. The used indicator words per class can be found in the appendix A.

For ATIS and TA, the usefulness of indicator words has been substantially decreased by the DP-rewriting, as we can see in Table 7. Based on the given tasks, indicator words indicate the affiliation to the target class (like in ATIS and SNIPS) or the affiliation to the non-target class (like in TA). After DP-rewriting, we see that in ATIS the target class indicator words occurred only half as often in target class texts as before, while this was not the case in non-target class texts. In TA, the non-target class indicator words appeared less often in the non-target class texts than before. In both cases, the difference between the target class and the non-target class, as approximated by indicator words has been decreased. For SNIPS, however, no such clear effect could be observed.

This assimilation of both classes according to the indicator words in ATIS and TA, but not in SNIPS
is due to the relative uncommonness of these indicator words. The basic idea of the version of DP we use is that uncommonness in the dataset is correlated with the probability of being removed. Therefore, uncommon words have a higher probability of being removed than common words. For SNIPS, we had only two indicator words and they occurred 522 times in the original dataset. For ATIS, we had six different indicator words and all of them only occurred 253 times. This is even more extreme in TA, where we used basically all negatively connoted words as indicator words and nevertheless there were only 147 of them in the original corpus. This relative uncommonness of the indicator words in ATIS and TA is the reason why they have often been replaced during DP-rewriting.

However, based on this argumentation, the F1-score as well as the difference between the classes regarding the indicator words should have been higher for ATIS than for TA. Why is this not the case? It can probably be traced back to the pretraining data. For ATIS, the original dataset was very small and imbalanced. Therefore, only 4.28% of the pretraining data (compared to 29.41% of the crowdsourcing data) has been from the target class. This further reduced the uncommonness of the indicator words, especially in comparison to TA where 50% of the pretraining data came from the target class.

Another important factor is the amount of difference between the two classes. If the target class and the non-target class are very similar, changing one word might already change the class. If they are very different, a change of one word does not affect which class a text belongs to. An illustration of the class differences per corpus in the form of wordclouds can be found in the appendix B.

For SNIPS, the indicator words “add” and “playlist” are very prominent in the target class, but not in the non-target class. For ATIS, the used words in the two classes are less different. Furthermore, in ATIS relatively small changes can cause a class change. The sentence “How much is the cheapest flight from Pittsburgh to Baltimore?” belongs to the class “Airfare”, while “What is the cheapest flight from Pittsburgh to Baltimore?” does not belong to the class “Airfare” because the answer to this question would not be a price. There are many more examples like this in ATIS, but not in SNIPS.

For TA, there is less difference between the used words per class than for SNIPS. Additionally, there are also cases where changing one word changes the whole class. For example “Best hotel in Philly” could be changed to “Worst hotel in Philly” and would then belong to the other class. However, there are fewer cases like this in TA than in ATIS.

All in all, there are multiple reasons explaining the corpus differences. First, the balance in the pretraining data is important, especially for very small corpora. Second, the diversity of the corpus, in relation to the corpus size affects the utility. And third, the difference between classes influences how often class distinctions will be removed.

**Comparison to baselines** Previously we argued that the indicator words were helpful signals for identifying the class of a given text snippet. This leads to the question of how helpful they are exactly and how well a classification based on only the indicator words would perform compared to the manual labeling of the DP-only data. Therefore, we built a baseline classifier using only the indicator words as well as a random classifier and let them label the data. The results can be found in Table 8.

<table>
<thead>
<tr>
<th>Corpus</th>
<th>Random</th>
<th>IW</th>
<th>DP-only</th>
</tr>
</thead>
<tbody>
<tr>
<td>ATIS</td>
<td>0.369−</td>
<td>0.881+</td>
<td>0.549</td>
</tr>
<tr>
<td>SNIPS</td>
<td>0.5−</td>
<td>0.895</td>
<td>0.935</td>
</tr>
<tr>
<td>TA</td>
<td>0.5−</td>
<td>0.674</td>
<td>0.698</td>
</tr>
</tbody>
</table>

Table 8: F1-Scores for a random classifier (“Random”) compared to a classifier based on the indicator words (“IW”) and DP-only. “+” means that the baseline performed statistically significantly better than DP-only and “−” means that it performed statistically significantly worse than DP-only, both with α = 0.05

While the F1-scores of the DP-only annotations were significantly better than random annotations for all corpora, the indicator words baseline performed comparably well to DP-only for SNIPS and TA and significantly better than DP-only on the ATIS corpus. These findings, again, underline that the performance of DP is very corpus dependent and that more research on this topic is needed.

**Privacy versus utility** When comparing PII-removal and DP-rewriting, we saw that the F1-scores approximating the utility have been far better when using PII-removal than when using DP-rewriting. However, this is not the case for privacy. We will discuss this further in the following.

In general, we know that one of the key points of
DP-rewriting is that we can control the privacy risk, while in PII-removal there are no privacy guarantees. By setting the \( \epsilon \) value in DP-rewriting, we can essentially set an upper boundary for the probability of a privacy leakage. For PII-removal, there are no guarantees at all. If we want to ensure that there are no privacy leakages, we would need to check every rewritten text for potential privacy leakages. Of course, this is unfeasible for larger datasets. Therefore, in practice, one would try to improve the PII-removal as much as possible and then hope that there are no privacy leakages, without knowing how high the risk for such a leakage exactly is.

We will discuss what this means for our data in the following. For this, we will look at how many words of the input text have been changed or replaced. Of course, changing the wording is required but not sufficient to guarantee privacy. However, measuring the exact level of privacy preservation is hard and looking at the number of changed and replaced words is enough to give us a rough impression of how this minimal requirement was fulfilled on our data.

The heatmap in Figure 3 shows the results of this analysis per corpus and rewriting method. For a better understanding of this heatmap, we will explain one row as an example. The first row represents the PII-only version of the ATIS corpus. The value of the first column ("0") is 5.6%. This means, that for 5.6% of all data points of the ATIS corpus, zero ("0") words of the original sentence have been replaced or changed during PII-removal. So all words of the original sentence were copied into the PII-only version. In the next column ("1"), the value is 14%, which means for 14% of all data points of the ATIS corpus there is one word of the original sentence which has been changed or replaced during PII-removal. It continues like this for the next few columns. Then there is a column called "7 - 11", which is an aggregated column. The value 2.9% tells us that for 2.9% of all data points of the ATIS corpus between seven and eleven words of the original sentence have been replaced in the PII-only version of that sentence. The following columns are to be understood the same way.

In general, we see that with PII-only fewer words have been replaced than with DP-only. Especially for the SNIPS and TA data, there were many sentences which have not been changed at all (SNIPS: 48.1%, TA: 36.3%). Privacy preservation completely failed for these data points. Additionally, the amount of sentences where only a few words have been changed is also quite high when using PII-only. The privacy preservation to expect from those few changes might also be quite low. Therefore, the minimal requirement for privacy preservation, to change and/or replace words, has been fulfilled far better by DP-only than by PII-only.

However, there is one exception, where PII-only did not work that badly regarding privacy preservation. In the ATIS corpus, we see that in general a lot more words have been replaced by PII-only than in the other corpora. This is due to the fact that there are many easy-to-detect and therefore easy-to-replace PII in ATIS. Locations, dates and times can be detected quite well and ATIS is full of locations, dates and times. In SNIPS and TA, there are in general fewer of these easy-to-detect PII and additionally, the often uncommon sentence structures in SNIPS and TA make it harder to detect them. Therefore, PII-only was able to detect and therefore replace more PII in the ATIS corpus than in the SNIPS and TA corpora.

Nevertheless, there were also a noticeable number of examples in which PII-only failed in the ATIS corpus. For example, the original sentence “what flights from indianapolis to memphis” has been changed to “what flights from <LOCATION> to memphis” by PII-only. Obviously, “memphis” has not been recognized as a location. There are more examples like this. While one could try to further improve the PII-removal, as discussed before, there is no way to know how well privacy is preserved if you do not either have data in which all PII are labeled or manually check all texts.

All in all, we see that the performance of PII-only regarding privacy preservation is very domain specific. In general, PII-only replaces fewer words than DP-only. Furthermore, with DP-only one can set the upper bound for the probability of a privacy leakage, while with PII-only you do not have any guarantees.

7 Conclusion and future work

In this work, we explored the effects of applying different privacy-preserving rewriting methods on textual data used for crowdsourcing. We compared PII-removal and DP-rewriting as well as a combination of both regarding utility and privacy.

PII-removal turned out to be a simple-to-implement approach that affects the utility least. However, there are no privacy guarantees given.
DP-rewriting decreases the utility while at the same time giving privacy guarantees and decreasing the risk of privacy leakages. The utility decrease is highly dependent on the type of task and data. Nevertheless, even when applying high $\epsilon$-values for DP rewriting to ensure utility, the privacy of the persons whose data we use can be protected better than with only removing PII.

Therefore, based on our findings, we can give the following recommendations when using DP-rewriting. First, it is important to ensure that the pretraining data has an appropriate size based on the corpus and task. The higher the similarity between classes as well as the diversity in sentence structures and wording of the corpus is, the more pretraining data is needed. Second, pretraining data should in the best case be balanced. This decreases the probability that class differences are not removed. And third, the texts to be rewritten should be as short as possible. Shorter original texts lead to a lower utility loss in the DP-rewriting step in our experiments.

For deciding between DP-rewriting and PII-removal, the properties of the data as well as the needed level of privacy should be taken into consideration. In some cases, DP-rewriting can not be used, because the utility loss would be too high. If both approaches seem possible, DP-rewriting should be preferred if privacy guarantees are needed. If privacy, however, plays only a subordinate role and utility is more important, PII-removal might be the better choice, especially if the privacy risk can mainly be traced back to easy-to-detect PIIs.

Future work should focus on overcoming the current shortcomings of current DP text rewriting approaches, namely the need to use very high values for $\epsilon$ which results in very low privacy guarantees.

**Limitations and ethical impact**

Regarding the corpora, important limitations are that we only requested annotations for three corpora of which at least two had quite simple tasks. With only three corpora there is not that much diversity in the selected corpora so that generalizing our results to other corpora is harder. Therefore, we originally aimed to experiment with more corpora. However, DP-rewriting did not work well enough for half of the originally chosen corpora, therefore we needed to exclude them. While the low number of corpora was one problem, another problem was that the selected corpora and their corresponding tasks were mostly quite simple. We were able to identify a very small set of what we called indicator words for ATIS and SNIPS and a larger set of indicator words for TripAdvisor. Probably, auto-
matic labeling dependent on these indicator words might have already worked quite well. We suggest to carry out the discovery of indicator words with a structured approach in future work, e.g. using chi-squared tests.

Apart from the used corpora, also the used rewriting methods cause some limitations. First, we needed to use very high \( \epsilon \)-values for DP-rewriting in order to guarantee some basic utility. However, these high \( \epsilon \)-values might not guarantee sufficient privacy in most scenarios. Second, also PII-removal causes some limitations. PII-removal is very domain dependent. Therefore, transferring our results to other domains is difficult. Furthermore, PII-removal did not work that well for SNIPS and TripAdvisor, since in these corpora PII were harder to identify. Therefore, there were many cases where PII-removal just resulted in copying the input text which resulted in zero privacy.
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### A Used Indicator Words

For ATIS and SNIPS, we used a manually curated list of indicator words. These words indicate that a text belongs to the target class. All used indicator words / phrases can be seen in Table 9.

<table>
<thead>
<tr>
<th>Corpus</th>
<th>target class indicator words</th>
</tr>
</thead>
<tbody>
<tr>
<td>ATIS</td>
<td>airfare, cheapest, cost, fare, fares, how much, price</td>
</tr>
<tr>
<td>SNIPS</td>
<td>add, playlist</td>
</tr>
</tbody>
</table>

Table 9: Used target class indicator words for ATIS and SNIPS.

For TripAdvisor, the absence of negatively connoted words indicated that a review was positive. We used the lexicon of VADER (Hutto and Gilbert, 2014) to determine negatively connoted words. We only included words where the sentiment was clear. Therefore, we excluded all words where adding or subtracting the doubled standard deviation from the polarity value would change the polarity.

### B Wordclouds

To illustrate the differences between target and non-target class, we created wordclouds containing the 25 most common non-stopwords per class (see Figures 4, 5, 6). For this, we used the PII-only version of the datasets, because then e.g. locations were summarized by “location” and the wordclouds are easier to grasp.

#### SNIPS Wordclouds

![SNIPS Wordclouds](image1)

Figure 4: Wordcloud for the 25 most common non-stopword words per class of the PII-only version of SNIPS

#### ATIS Wordclouds

![ATIS Wordclouds](image2)

Figure 5: Wordcloud for the 25 most common non-stopword words per class of the PII-only version of ATIS

#### TripAdvisor Wordclouds

![TripAdvisor Wordclouds](image3)

Figure 6: Wordcloud for the 25 most common non-stopword words per class of the PII-only version of TA

### C Example HIT
Read each of the following hotel review titles and decide if the corresponding review is **Positive** or **Not Positive**. Please be aware that the review titles may contain grammatical errors. As long as they are comprehensible, please ignore grammatical mistakes. Furthermore, the review titles might contain placeholders like `<location>`, `<date>`, etc., please understand them as if a real location, date, etc. would have been named instead.

**Guidelines:**
- Mark a review title as **Positive** if it is reviewing the hotel in a positive way (e.g. "very nice hotel")
- Mark a review title as **Positive** if the review title is positive, but the hotel is not explicitly mentioned (e.g. "had a great time")
- Mark a review title as **Not Positive** if it is negative or neutral about the hotel (e.g. "would not recommend")
- Mark a review title as **Not Positive** if it is indistinguishable if a review is positive or not (e.g. "my wife and I spent several days at the hotel")
- Please make sure that your personal opinion about the topic does not affect your decision

After marking all ten sentences, press the submit button to finish this HIT.

<table>
<thead>
<tr>
<th>Sentence</th>
<th>Positive</th>
<th>Not Positive</th>
</tr>
</thead>
<tbody>
<tr>
<td>a very bad experience</td>
<td></td>
<td></td>
</tr>
<tr>
<td>good location - with dirty room staff being head over heels sweet fruit</td>
<td></td>
<td></td>
</tr>
<tr>
<td>simply stay stay any comfort . comfort comfort of service of price a</td>
<td></td>
<td></td>
</tr>
<tr>
<td>exceptional hotel &amp; staff</td>
<td></td>
<td></td>
</tr>
<tr>
<td>best place in a silver bar ... bar. a.m. entrust entrust mansion</td>
<td></td>
<td></td>
</tr>
<tr>
<td>stay reason i cancelled</td>
<td></td>
<td></td>
</tr>
<tr>
<td>a wonderful central 5 star hotel</td>
<td></td>
<td></td>
</tr>
<tr>
<td>the magnolia pacific lex</td>
<td></td>
<td></td>
</tr>
<tr>
<td>wonderful chicago hotel i loved it to</td>
<td></td>
<td></td>
</tr>
<tr>
<td>description with hotline</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Feedback on this HIT is highly appreciated.

Submit

---

Figure 7: Screenshot of an example HIT. This HIT is filled with DP-only data of the TA corpus.
Abstract

In this project, we have investigated the use of advanced machine learning methods, specifically fine-tuned large language models, for pre-annotating data for a lexical extension task, namely adding descriptive words (verbs) to an existing (but incomplete, as of yet) ontology of event types. Several research questions have been focused on, from the investigation of a possible heuristics to provide at least hints to annotators which verbs to include and which are outside the current version of the ontology, to the possible use of the automatic scores to help the annotators to be more efficient in finding a threshold for identifying verbs that cannot be assigned to any existing class and therefore they are to be used as seeds for a new class. We have also carefully examined the correlation of the automatic scores with the human annotation. While the correlation turned out to be strong, its influence on the annotation proper is modest due to its near linearity, even though the mere fact of such pre-annotation leads to relatively short annotation times.

1 Introduction

Annotation of highly-dimensional, voluminous data is expensive, time-consuming and in addition, in case of deep-niche domains, depending on expertly trained specialists, such as linguists or medical experts. Therefore it may be advantageous to organize, prioritize and provide suggestions to guide further annotation efforts efficiently. Especially in a situation with a rich, constantly growing set of classes, such as it is the case with ontologies.

Specifically, given an already partially labeled set of examples with yet unfinished set of classes, classifier based on large language models (LLMs) can be leveraged to navigate the landscape of possible annotations.

Our showcase is an event-type ontology, the SynSemClass 4.0 (Uresova et al., 2022), populated with synonymous verbs denoting events or states.

The set of events is currently dynamically evolving and encompasses classes in English, Czech, German and Spanish, so far limited to verbs.

As any ontological resource is never complete, we have investigated various methods to facilitate efficient extension of such ontologies in two ways: adding classes for greater coverage on new texts, and adding verbs to existing classes to allow for more accurate human understanding of the classes in the ontology for a particular form of the given class expression.

We suggest to achieve these by

1. examining examples with consistently low class affiliation scores across a large corpus as potential candidates for new classes;

2. on the other side of the spectrum, examining high-certainty decisions of a supervised classifier to locate highly-affiliated lemmas to a particular class, corresponding to “low-hanging fruit” for a quick manual review and confirmation of the inclusion of the lemma into the suggested class.

In all cases, classifier prediction serves as guidance and the annotators are briefed to consider the suggestions as election votes. The final decision is always the annotator’s, who can accept or dismiss the suggestions.

The organization of this paper is as follows: Sect. 2 introduces the SynSemClass v4 ontology and the current state of annotations. Sect. 3 describes the fine-tuned LLM classifier used to generate the annotation suggestions. Sect. 4 describes the manual annotations post-processing. Results are presented in Sect. 5 and discussed in Section 6. Finally, we conclude in Sect. 7.

We release the source code at https://github.com/strakova/synsemclass_ml.
2 The Ontology

In our experiments, we have used the Czech part of the SynSemClass 4.0\(^1\) (Uresova et al., 2022) in which contextually-based synonymous verbs in various languages are classified into multilingual synonym classes according to the semantic and syntactic properties they display. There is no specific model or lexicographic theory behind building the database. However, from the linguistic point of view, the notion of synonymy used is based on the “loose” definition of synonymy by Lyons and Jackson (Lyons, 1968; Jackson, 1988), or alternatively and very closely, on both “near-synonyms” and “partial synonyms” as defined by Lyons (Lyons, 1995; Cruse, 2000) or “plesionyms” as defined by Cruse (Cruse, 1986).\(^2\)

From the ontological point of view, the classes are meant to reflect different event types (concepts) and collect various information about the possible forms of expression of the event type in language. The following main basic features are distinguished in SynSemClass (Fig. 1) (Uresova et al., 2022):

- The name of each multilingual class stands for a single concept (e.g., of accelerating)\(^3\) and corresponds to the verb that represents the prototypical sense in each of the languages included: class member (CM) abuse for English, zneužívat for Czech, and missbrauchen for German. So far, SynSemClass focuses on verbal synonyms since they carry the key syntactic-semantic information for language understanding.\(^4\)

- Each class is also provided with a brief language-dependent general class definition, which characterizes the meaning, or concept

\(\text{abuse (ev-w16/1)}\)
\(\text{zneužívat (v-w9720/1)}\)
\(\text{missbrauchen (GUP-ID: missbrauchen-01)}\)

Figure 1: SynSemClass example entry as presented on its public access website, Class ID: vec00591 (simplified)

---

\(^1\)https://lindat.mff.cuni.cz/repository/xmlui/handle/11234/1-4746

\(^2\)The “loose” definition of synonymy covers synonyms that fulfill some of the conditions stipulated for synonymy in the strictest sense but not all and does not work with the “absolute” synonymy covering the total identity of meaning. The “partial synonymy” is defined (Lyons, 1995) as a relationship holding between two lexemes that satisfy the criterion of identity of meaning, but do not meet all the conditions of absolute synonymy. The “near-synonymy” (Lyons, 1995) and “plesionyms” (Cruse, 1986) is defined as “expressions that are more or less similar, but not identical, in meaning”.

\(^3\)This is different from the commonly used term of “semantic classes of verbs” as represented, for example, in VerbNet, where the class is defined much more broadly – such as for all verbs of movement.

\(^4\)As described in detail in (Urešová et al., 2019, 2018a,c,b).
of the class, i.e. the meaning of all synonymous verbs contained in it. The class is viewed as a substitute for an ontology unit representing a single concept, similar to the treatment of WordNet synsets in (McCrae et al., 2014).

• For each class, SynSemClass also provides a fixed set (called “Roleset” (RS)) of defined “situational participants” (called “semantic roles” (SR)) that are common for all the members (the individual verb senses) of a particular class. The RS is mapped to the valency frame of the individual synonymous verbs securing for each synonymous verb to be characterized both meaning-wise (SR) and structurally (valency arguments). For example, the class vec00591 abuse, as concept of “abusing”, has two semantic roles, Abuser and Abused (Fig. 1). Every role in SynSemClass is provided with a brief language-dependent general role definition as well as every class. While the SRs resemble FrameNet’s “Frame Elements” (and sometimes borrow their names from there), it should be pointed out that there is one fundamental difference: the SRs used in SynSemClass aim at being defined across the ontology, and not per class (as they would be if we follow the “per frame” approach used in FrameNet).

• Each individual language-dependent synonymous verb included in a given class is called Class Member and for each new CM to be added, it must be possible, in the prototypical case, to create a mapping between its syntactic arguments and the roles in that class’ RoleSet; see the example in our web-based lexicon (Fig. 1). Each CM of one class is denoted by a verb lemma and the valency frame ID which, roughly speaking, represents the particular verb sense.

• Each CM is further linked to one, or more existing online lexical resources for each language to support, e.g., comparative studies, or any other possible research in the community. In SynSemClass (SSC), there exist links to e.g., Vallex for Czech, FrameNet for English, E-VALBU for German, AnCori for Spanish. Each Class Member is exemplified by instances of real texts (and their translations to English) extracted from translated or parallel corpora. Specifically, data is extracted from the Prague Czech-English Dependency Corpus (PCEDT) for Czech-English, from the Paracrawl corpus for German-English and from the XSRL dataset for Spanish-English.

SynSemClass 4.0 includes 1200 classes (885 active after merging or deleting) with 8169 Class Members. All classes are annotated in Czech and English, 60 of them have also German annotation. Spanish is not included in the web version but is under construction (Fernández-Alcaina et al., 2023).

3 Generating Annotation Suggestions with Fine-tuned LLM Classifier

3.1 Data

The Czech part of the SynSemClass ontology yielded 12045 example sentences with 3313 unique verbs (lemmas) manually annotated in 965 classes. We have split the data randomly in proportion 80/10/10 in a stratified train/dev/test split, resulting in 9635/1205/1205 train/dev/test examples.

Our input is a list of 3389 completely new, unseen verbs (lemmas) and our motivation is to differentiate:

• verbs consistently poorly classified as class members of any of the existing classes, i.e., possible candidates for establishing new classes,

The public web version is available at https://lindat.cz/services/SynSemClass40/SynSemClass40.html

https://hdl.handle.net/11234/1-3524
https://framenet.icsi.berkeley.edu/fndrupal/
• verbs highly affiliate to some of the existing classes, i.e., possible candidates for adding them as one of the verbs characterizing an existing class.

To obtain the classification score for each lemma-class pair, we used a large raw corpus of written Czech, the SYN v4 (Křen et al., 2016; Hnátková et al., 2014). Specifically, we used the first 2,753,494 sentences of the corpus, which amounts to exactly 100-th of all its sentences, as classifying the corpus in its entirety (275,349,474 sentences) is above our GPU computation means. The classification took 20 hours on a single NVIDIA A100 GPU with 4 CPU threads.

3.2 Model

Classification tasks on a finalized set of target variables are usually modeled as a probability distribution over K targets (possible outcomes). However, we find ourselves in an untypical situation in which the output target set is not closed yet, which requires a different perspective. If we model the problem as multi-class probability distribution, we will face an out-of-distribution problem concerning verbs which do not belong to any of the classes. We therefore model the problem as K independent binary classifiers, one for each class, of which each predicts the probability of the input belonging to the particular class in question, much like a multi-label problem. Technically, this equals to replacing the output softmax activation function with the sigmoid activation function and accommodating the loss function accordingly, from sparse categorical cross entropy to sparse binary (focal) cross entropy, while the weights are estimated jointly by fine-tuning one shared large language model.

3.3 Training

Our classifier is a fine-tuned RemBERT (Chung et al., 2021), a rebalanced 559M-parameter mBERT, with sigmoid activation function on the output layer and sparse binary focal cross entropy (γ = 2.0) to model the target class probabilities independently (see also previous Section 3.2). We trained our model using the Adam optimizer (Kingma and Ba, 2015) with defaults β’s and with a batch size of 10. The model was fine-tuned on a single NVIDIA A100 GPU, using linear warm-up in the first training epoch (6.66% training steps) from 0 to peak learning rate 1 · 10−5 and then decaying with a cosine decay schedule (Loshchilov and Hutter, 2017). The model was trained for 15 epochs and we used dropout with probability 0.5. The hyperparameters were tuned on the development set; the model achieved development set accuracy 78.67% and test set accuracy 79.17%.

3.4 Related Work

We are not aware of a similar work using LLMs to classify words (and specifically, verbs) into synonym classes to enrich an existing ontology or lexicon. There are works building such resources from scratch, starting from (Brown et al., 1992) the model and its statistical, unsupervised class hierarchy building algorithm.

The ASFALDA project (“Analyzing Semantics with Frames: Annotation, Lexicon, Discourse and Automation”) aims at projecting English FrameNet frames to French also using machine learning but it is a recently started project and there are no published results yet.

The Predicate Matrix project (Lopez de Lacalle et al., 2016) aims at creating a resource similar to SynSemClass, by using similar resources that SynSemClass links to. The entries created automatically are not manually checked (for the most part) and we are not aware of publications describing if there were specific experiments on the comparison of the automatically created entries vs. human annotation.

There is also work on using DNNs (LSTMs specifically) to model lexical ambiguity (Aina et al., 2019), which is relevant for our task, but the method is not related to another existing ontological or lexical resource for training and/or fine/tuning the ML part of the system.
4 Post-processing with Manual Annotations

4.1 Input Data Preparation

In the output of the automatic classifier, each lemma has been associated with ten highest-scoring classes in which the lemma can potentially be inserted as a class member. The score is thus assigned to each lemma-class pair. These scores are numbers between 0 and 1, but it is not a probability but really just a "score" or a "weight." The smaller the score, the less is the used LLM sure that the verb lemma belongs to the class, and vice versa - the higher the score, the more convinced it is to be added to the class.

The data as received from the classifier (3073 lemmas, with 10 class suggestions and scores for each of them) have been converted to an Excel spreadsheet to be presented to the annotators as follows:

1. For each lemma (line in the resulting file), the first five classes suggested by the classifier with the highest scores as assigned by the classifier have been kept;
2. two disjunct sets of lemmas and their class membership suggestions, with 100 lemmas each, have been randomly selected from the 3073 lemmas scored by the classifier;
3. the two sets (called Set1 and Set2) have been converted to an Excel spreadsheet, keeping frequency information for the lemma, the five highest-scoring class membership suggestions, and the associated scores with each class;
4. in front of each class suggestion, an extra column has been inserted with the four-way list of decisions the annotators will have to make;
5. colors have been used to group all the information pertaining to one lemma-class pair and the decision requested;
6. for each class suggested, a web link has been inserted in its spreadsheet cell, to allow the annotator to get to the class definition and contents (which is available on the web as shown in Fig. 1) by a single click.

Then, each set has been duplicated and in the copy, the scores have been deleted. The four files have then been renamed to contain the annotator abbreviation and the order number (1 for the version without scores, 2 for the version with scores (see Fig. 2), i.e., in a cross-named way for the Set1 and Set2; see Table 1).

<table>
<thead>
<tr>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
<th>E</th>
<th>F</th>
<th>G</th>
<th>H</th>
<th>I</th>
<th>J</th>
<th>K</th>
<th>L</th>
<th>M</th>
<th>N</th>
<th>O</th>
<th>P</th>
<th>Q</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lemma</td>
<td>Freq</td>
<td>Class1</td>
<td>Score</td>
<td>Class2</td>
<td>Score</td>
<td>Class3</td>
<td>Score</td>
<td>Class4</td>
<td>Score</td>
<td>Class5</td>
<td>Score</td>
<td>Class6</td>
<td>Score</td>
<td>Class7</td>
<td>Score</td>
<td>Class8</td>
</tr>
<tr>
<td>tablet</td>
<td>115</td>
<td>0.622</td>
<td>0.05</td>
<td>0.016</td>
<td>0.05</td>
<td>0.010</td>
<td>0.05</td>
<td>0.001</td>
<td>0.05</td>
<td>0.05</td>
<td>0.05</td>
<td>0.05</td>
<td>0.05</td>
<td>0.05</td>
<td>0.05</td>
<td>0.05</td>
</tr>
<tr>
<td>graham</td>
<td>896</td>
<td>0.611</td>
<td>0.05</td>
<td>0.013</td>
<td>0.05</td>
<td>0.002</td>
<td>0.05</td>
<td>0.010</td>
<td>0.05</td>
<td>0.007</td>
<td>0.05</td>
<td>0.002</td>
<td>0.05</td>
<td>0.007</td>
<td>0.05</td>
<td>0.007</td>
</tr>
<tr>
<td>potato</td>
<td>176</td>
<td>0.747</td>
<td>0.05</td>
<td>0.006</td>
<td>0.05</td>
<td>0.003</td>
<td>0.05</td>
<td>0.001</td>
<td>0.05</td>
<td>0.002</td>
<td>0.05</td>
<td>0.001</td>
<td>0.05</td>
<td>0.001</td>
<td>0.05</td>
<td>0.002</td>
</tr>
<tr>
<td>grapefruit</td>
<td>152</td>
<td>0.943</td>
<td>0.06</td>
<td>0.009</td>
<td>0.06</td>
<td>0.007</td>
<td>0.06</td>
<td>0.006</td>
<td>0.06</td>
<td>0.006</td>
<td>0.06</td>
<td>0.006</td>
<td>0.06</td>
<td>0.006</td>
<td>0.06</td>
<td>0.006</td>
</tr>
</tbody>
</table>
|Table 1: Order and Assignment of Data to Annotators

4.2 Experiment Design

The Excel spreadsheets as described in the previous section (Sect. 4.1) have been sent to two annotators in two batches: first, both received the file with five suggestions for each lemma, but no scores. Each thus had 500 decisions to make (100 lemmas × 5 classifier suggestions per lemma) on a four-point scale, 0-3, denoting how strongly they recommend to include the lemma in the suggested class. The “no” decision corresponds to 0, “rather_no” to 1, “rather_yes” to 2, and “yes” to 3. These responses have been provided in the Excel spreadsheet as a fixed list, in order to avoid typos. In the second batch, the annotators received the other 100 lemmas, this time with scores denoting the classifier’s
view on the strength of the class membership recommendation, for the five classes presented.

In total, there were thus 200 lemmas manually classified twice (by the two annotators), with the classifier scores shown only for half of them to each annotator. No annotator annotated any lemma twice, and they worked independently without consulting each other. The annotators, native speakers of Czech, have been previously trained on the same task (with data coming from a different preprocessing method), so no additional training has been performed. Their pay has been based on hours worked, approx. $8/hour amounting to about 170% of the legal minimal salary valid in 2023 in the Czech Republic.

The order and cross-assignment of the data to the annotators allowed us to measure inter-annotator agreement and the correlation between the annotators' decisions (averaged) and the automatic classifier recommendations. Also, we could compare the speed of annotation with and without the additional clue, namely, the scores suggested by the automatic classifier.

5 Results

This section describes the results obtained as described in Sect. 3 and Sect. 4. For the discussion of the various outputs, see Sect. 6.

5.1 Human Annotation Statistics and IAA

There were 1000 pairs of Czech verb and suggested class in two sets (Set1 and Set2, see Sect. 4.1). The two annotators, A1 and A2, had to decide whether the verb could be a member of the class. Annotators could set 4 values: “yes,” “rather_yes,” “rather_no” or “no.” Agreement was calculated for only two values, Y and N, to which the four detailed levels of annotation have been mapped in a natural way (specifically, “rather_no” has been mapped to “N” and “rather_yes” to “Y”). The (dis)agreement figures have been counted based on each individual decision as made by the two annotators. The resulting counts are shown in the Tab. 2 and agreement rate and Cohen’s $\kappa$ value in the Tab. 3.

5.2 Human Annotation Time

The annotators have been asked to record the time it took them to annotate the data. Each Set entailed 500 decisions, which took slightly over three hours on average. The detailed breakdown is shown in Tab. 4.

<table>
<thead>
<tr>
<th>A1\A2</th>
<th>Y</th>
<th>N</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Y</td>
<td>129=66+63</td>
<td>43=15+28</td>
<td>172=81+91</td>
</tr>
<tr>
<td>N</td>
<td>122=57+65</td>
<td>706=362+444</td>
<td>828=419+409</td>
</tr>
<tr>
<td>Total</td>
<td>251=123+128</td>
<td>749=377+372</td>
<td>1000=500+500</td>
</tr>
</tbody>
</table>

Table 2: Annotation statistics: counts shown for the 1000 annotation decisions (500 from Set1, 500 from Set2). Mappings used: $y \rightarrow Y$, $r_y \rightarrow Y$, $r_n \rightarrow N$, $n \rightarrow N$. Counts are presented in the cells as Total-xy=Set1-xy+Set2-xy, where $x,y \in \{Y,N\}$.

<table>
<thead>
<tr>
<th>IAA</th>
<th>Cohen’s $\kappa$</th>
</tr>
</thead>
<tbody>
<tr>
<td>All</td>
<td>0.83</td>
</tr>
<tr>
<td>Set1</td>
<td>0.86</td>
</tr>
<tr>
<td>Set2</td>
<td>0.81</td>
</tr>
</tbody>
</table>

Table 3: Inter-annotator agreement and Cohen’s $\kappa$ between annotators, for the 500 decisions each annotated by both annotators, with the scaled values mapped to Y/N only.

<table>
<thead>
<tr>
<th>Batch 1 (no scores)</th>
<th>Batch 2 (with scores)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A1</td>
<td>192</td>
</tr>
<tr>
<td>A2</td>
<td>210</td>
</tr>
<tr>
<td>Average</td>
<td>201</td>
</tr>
</tbody>
</table>

Table 4: Time of annotation by annotators A1 and A2, in minutes. Batch 1 is Set1 and Set2 without showing the scores assigned by the automatic classifier, Batch 2 shows the scores.

5.3 Correlation between the Scores of the Automatic Classifier and the Human Annotation

To find if there is a relationship between the automatic scores and manually annotated data, we used the Pearson’s correlation (Pearson’s $r$) coefficient. Automatic scores and human annotations were found to be moderately correlated ($r(998) = .44$, $p < .001$). A Spearman’s correlation was also run to determine the relationship between 1000 automatic scores and human annotations. There was weak to moderate monotonic correlation between automatic scores and human annotations ($\rho = .39$, $n = 1000$, $p < .001$).

We visualize the correlation between the automatic scores assigned to the lemma-class pairs and annotation decisions in Fig. 3; human scores correspond to the annotation scale (3 - yes, 2 - rather_yes, 1 - rather_no and 0 - no) and automatic scores are bucketed (interval size: 0.05) and annotation decisions averaged in each bucket, effectively smoothing out the curve by reducing variance. The Pearson correlation between scores and human...
6 Discussion of Results

It is well known that trained annotators often create high-quality data, needed for many NLP applications, although their services are generally expensive. The experiment described here was designed to answer several questions:

• What is the usual inter-annotator agreement for the human assignment of verbs to classes, using pre-annotated data?

• Can a heuristics be defined to indicate which pre-assigned lemma-class pairs the annotators can trust and to what extent?

• Does the scoring mechanism, which provides scores for each of the lemma-class relation strength, make the annotation more efficient?

• Is the automatic classifier for computing the relation strength between an unknown lemma and an existing class(es), as described in Sect. 3, in any way correlated with the human decisions made by experienced annotators?

As seen from Sect. 5.1 (Tab. 3), the inter-annotator agreement is relatively high (0.83 on average over the two Sets), but the Cohen’s kappa \( \kappa \) is low (0.51 on average over the same two Sets annotated). However, the low kappa is caused by the highly skewed distribution of the decisions,\(^21\) the most of which lead to the rejection of the assignment of the lemma to the suggested class, caused mainly by the selection of a fixed number of five suggestions per lemma regardless of the score computed by the classifier. It would be possible - by using more pairs of annotators - to optimally select the number of suggested classes (i.e., most probably between 1 and 5), but it would only be relevant for the current number of classes in the ontology. As the ontology grows, the number of rejections will be different and the optimal number of classes might change.

For the size of the ontology on which it has been tested, the threshold separating the Yes/No decision (with the highest uncertainty being around the average of 0-3, i.e., 1.5) seems to be around 0.3 (see Fig. 3). However, due to the linearity of the correlation (which by itself is a positive result for the classifier—see below), it would still be necessary to provide careful manual inspection results on both sides of the threshold. The same holds for setting any thresholds at the low or high ends of the classifier score scale. In terms of annotation efficiency (providing scores to the annotators vs.

\(^{21}\)Almost 4:1 - the average number of (mapped) “No” decisions is 788.5 out of 1000.
not providing them), the result is largely negative. A small speedup has been observed only for A1, with A2 consuming the same time for both Sets. The absolute time as recorded by the annotators per lemma (i.e., 5 times the single decisions time, which was \(366 \times 60 \div 1000 \approx 22\) sec. for A1 and \(420 \div 1000 \approx 25\) sec. for A2) is about two minutes. This is in fact a positive finding which means that the whole set of pre-classified lemmas, as processed by the classifier (3073 lemmas) would be finished within approx. 6000 minutes (100 hours) per annotator, i.e., within 200 hours with double annotation, plus adjudication time.

Finally, the correlation between the automatic classifier and the human annotation is very strong. Of course, the bucketing to the 0.05 interval improves the correlation (see Sect. 5.3), but in any case, it seems that the classifier is able to assign the score denoting the strength of affiliation of the unknown lemma to a class with high correlation to the human annotation decisions.

7 Conclusions and Future Work

As discussed in the previous section (Sect. 6), the strongest result achieved in this study is the correlation between the classifier scoring buckets and the human decisions (Fig. 3, Sect. 5.3). While the scores themselves, when presented to the annotators, do not seem to bring higher efficiency, the selection of the classes and their presentation to the annotators (Sect. 3, Sect. 4.1) result in a reasonable time for the annotation of several thousand previously unseen (unassigned lemmas) to the ontology. Finally, there is no strong heuristics (for the score thresholds) that would allow to assign any unseen words to existing classes automatically – a human post-inspection and annotation is needed across the whole (or almost whole) range of scores as produced by the classifier, given the linear correlation.

In the future, we plan to repeat the experiment for a larger ontology (i.e., test the effort needed for sustainable development and maintenance for such an event-type ontology when it reaches high coverage), possibly with larger LMs or with some additional fine tuning given the large(r) coverage at such future time.

Limitations

We advocate for a moderate and restrained usage of automatic guiding methods and we must advise caution to take the automatic output with a grain of salt, both qualitatively and quantitatively. First, the classifier predictions can fall far from gold labels and should not be considered as such. Second, although measures have been taken to mitigate the out-of-distribution classification problem, one should be aware of the fact that by the very nature of the problem, which is annotation of completely new, possibly out-of-distribution data, the classification predictions are not to be trusted indiscriminately and should subsequently be approved by the annotators. The annotators should be instructed to consider the suggestions as election votes. Furthermore, we should refrain from overly automating the entire annotation process so as to achieve high alignment with the machine learning suggestions, which might lead to trivial and unimaginative annotations from the linguistic perspective. Finally, exhausting the informativeness of the pre-trained (albeit fine-tuned) model might prevent further learning from the annotated data.

Another limitation of the results, or the interpretation of the results, is the fact that the model is trained on an actual state of the ontology. It means that in fact the classifier would have to be retrained after adding a single new class or even a new lemma to an existing class; while in practice it would be OK to process several lemmas at once, it is still a limitation given the non-negligible training and prediction time (20 hours on a single GPU) which cannot be parallelized (see Sect. 3).

In addition, the correlation might decrease and the thresholds shift as the size (and thus coverage) by the ontology grows, since the unseen lemmas will be increasingly rare, with possibly less data available in the LM to reliably estimate the scores. Conversely, for ontologies with much smaller coverage (e.g., for ontologies the development of which has just started) the same shifts in correlation and thresholds are likely.

Finally, the whole experiment has been performed on Czech due to the lower coverage of the ontology than for English, and also in order to explore a morphologically rich language with a high form-to-lemma ratio. Results for other languages might differ.

Ethics Statement

The human subjects used in this study have been experienced, trained annotators who have been in personal contact with the authors, and who have been recruited by a call specifically suited for the
experiment and study presented here. The call has been sent to all trained annotators already working with the authors, and volunteers have been asked to respond, on a first-come first-chosen basis. The pay has corresponded to the standard pay for similar annotation tasks taking also the relatively short notice into consideration (for the numbers, see Sect. 4.2). Both annotators were males; this is a possible shortcoming, but there were no female volunteers and from the previous cooperation (with a mixed team of female and male annotators), no differences in the annotation results have been observed. No personal information has been among the lemmas extracted and used for the preselection. The data for the LLM might have contained it, but it would not show because the experiment and the ontology is currently limited to common verbs which do not describe any personal names or other personal information.
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Appendices

Classifier and Annotation Results

We are providing Supplemental material with the raw classifier file and the human annotation results. The open-source code and the data itself are provided at GitHub (https://github.com/strakova/synsemsclass_ml). Here, technical description of the supplemental material is provided on top of what has been mentioned in the paper.

Classifier output

The raw output of the classifier, with the 3073 previously unseen (unassigned) lemmas and their classification scores to 10 closest classes, is attached in the Supplemental material file (file all_buckets_2753494.txt).

The file contents is structured as follows (each lemma and classifier scores are on a single line):

```
lemma freq-in-data max-score suggested-class-1 score-class-1 ... suggested-class-10 score-class-10
```

where

- **lemma** is the lemma which has been classified to all the available classes in SynSemClass
- **freq-in-data** is the frequency of the lemma in the dataset used for building the LM
- **max-score** is the maximum score (score of the first class in the list)
- **suggested-class-n** is the ID and name (& Czech sense ID) of the n-th best class assigned to the lemma by the classifier
- **score-class-n** is the score assigned to the (lemma, suggested-class-n) pair.

Annotation Results

The annotation results are presented as four Excel Spreadsheets, named law-Am-n.xlsx, where m is the annotator ID and n is the batch number (i.e., the lemmas and classes are identical for A1-1 and A2-2 and for A1-2 and A2-1, except for the presence of scores and differing also of course in the assigned y/r_y/r_n/n labels by the annotators).

Each Excel file has 100 content lines (100 lemmas and 5 best classes for each as classified by the pre-annotation tool):

- **Lemma** is the lemma being classified
- **Freq** is the (informative-only) frequency of the lemma in the training text
- **Cn?** is the column where the annotators recorded their decisions
- **Classn** is the ID of the class (clickable)
- **Scorn** is the score of the lemma-class affiliation by the classifier (in ...-2.xlsx files only)
- **AnnotatorComment** is an optional annotator’s comment.
Abstract

Much work in natural language processing (NLP) relies on human annotation. The majority of this implicitly assumes that annotator’s labels are temporally stable, although the reality is that human judgements are rarely consistent over time.

As a subjective annotation task, hate speech labels depend on annotator’s emotional and moral reactions to the language used to convey the message. Studies in Cognitive Science reveal a ‘foreign language effect’, whereby people take differing moral positions and perceive offensive phrases to be weaker in their second languages. Does this affect annotations as well?

We conduct an experiment to investigate the impacts of (1) time and (2) different language conditions (English and German) on measurements of intra-annotator agreement in a hate speech labelling task. While we do not observe the expected lower stability in the different language condition, we find that overall agreement is significantly lower than is implicitly assumed in annotation tasks, which has important implications for dataset reproducibility in NLP.

1 Introduction

While inter-annotator agreement is commonly used in natural language processing (NLP) research to measure annotation reliability (how well annotators agree with each other) (Carletta, 1996), intra-annotator agreement (the extent to which individuals provide the same responses for the same prompts when asked repeatedly) is rarely reported (Abercrombie et al., 2023).

However, measurements of intra-annotator agreement are essential for NLP datasets as they indicate the consistency of each human annotator and thus the stability of the data they generate (Teufel et al., 1999). Intra-annotator measures can be used to control the quality of the annotation process (e.g. Akhbardeh et al., 2021; Cao et al., 2022; Hengchen and Tahmasebi, 2021) or to assess the difficulty and subjectivity of a particular task (Abercrombie et al., 2023). The field’s continuing failure to measure and report intra-annotator agreement, though, suggests that it is implicitly assumed (by omission) that annotators’ responses are 100% stable—even when this is intuitively and empirically not the case. In fact, there is widespread evidence from Psychology that the same people often make wildly inconsistent judgments depending on seemingly unrelated factors such as mood, time of day, the weather, or even how well their preferred sports team is performing (Kahneman et al., 2021). Here, we consider the following two aspects:

Time: There is some evidence that annotator inconsistency increases as a function of time (Kiritchenko and Mohammad, 2017; Li et al., 2010). However, in the majority of cases in which intra-annotator agreement is reported, repeat annotations are collected in the same session that annotators label the items in the first instance (Abercrombie et al., 2023). In those circumstances, annotators’ responses are likely influenced by the recency effects of priming on memory (Vriezen et al., 1995). In this study, we therefore re-examine annotators after substantial temporal intervals of between two and eight weeks.

Language: The kind of language to annotate is likely to affect annotations. Annotating or producing abusive language, such as hateful speech, can be understood as “morally motivated behavior[s] grounded in people’s moral values and perceptions of moral violations” (Hoover et al., 2019). However, there is evidence that people take different moral positions when presented with dilemmas in their first or second languages—the ‘foreign language effect’ (Costa et al., 2019; Stankovic et al., 2022).

Furthermore, Dewaele (2004) shows that bilingual people perceive the emotional force of swearwords and taboo words to be weaker in their second
languages, suggesting that they may judge toxic language differently when observed in different languages. We can therefore expect annotators to respond differently to text examples from hateful language datasets that feature moral issues and toxic slurs in their first (L1) or second language (L2). In this work, we investigate the stability of labels produced by bilingual annotators in response to near-identical (i.e., carefully translated) examples presented in both English and German.

We ask the following Research questions:

R1: Are annotators’ responses stable over time when labelling hateful language?

R2: Is label stability lower when repeated annotation items are presented in a different language than in the same language?

2 Bilingual hateful speech data

We use the XHate999 corpus (Glvaš et al., 2020), the test set of which consists of (999) abusive and non-abusive texts that have been translated from English to five other target languages. Translations were made by experts with an emphasis on maintaining the level and nuance of abuse, hatefulness, and aggression present in the texts. We use the English and German language versions of the ‘Gao’ hatefulness subset (Gao and Huang, 2017) (the data is originally sourced from three separate datasets). We chose German as it is the most widely-spoken of the target languages, which we expect to expedite annotator recruitment. We chose the ‘Gao’ subset as we judged the domain or language and topics of the other two to be somewhat esoteric for primarily Europe-based annotators: Wulczyn et al. (2017) consists of disputes on the content of Wikipedia pages among their authors; and Kumar et al. (2018) is comprised of Hindi-English political discussions. While many examples from the Gao subset concern specific events, we expected the subject matter (e.g. the #BlackLivesMatter movement, Israel-Palestine conflict) to be more well-known internationally. The test set comprises 99 items.1

3 Experimental Setup

We recruited 30 bilingual German (L1) and English (L2) speaking annotators from the Prolific crowdsourcing platform,2 chosen for its capacity to facilitate longitudinal studies, ethical participant payment policies, and data quality (Peer et al., 2022). We presented the participants with 96 examples from the test data: 48 in English and 48 in German. With these, we interspersed four items taken from HATECHECK (Röttger et al., 2021), which we used as attention check questions (Abbey and Meloy, 2017), as they were designed to be clearcut examples of hateful language.

We use a ‘descriptive dataset paradigm’ (Röttger et al., 2022), with annotators provided with minimal instructions to encourage the emergence of subjective perspectives. As such, annotators were presented with the original definition of hateful language from Gao and Huang (2017):

We define hateful speech to be language which explicitly or implicitly threatens or demeans a person or a group based upon a facet of their identity such as gender, ethnicity, or sexual orientation.

We also provided one example each of hateful and non-hateful items taken from the three unused test set items. In order to maintain concentration and to regularly provide the option of withdrawing participation, we split the task into 20 pages with five items to be annotated on each. The instructions, definition, and examples were repeated on each page, and are available in Appendix A.

We made the task available to all German-speakers on the platform that are also fluent in English, as managed by Prolific’s in-built participant filtering functions. Based on the findings of Kiritchenko and Mohammad (2017) and Li et al. (2010), we then waited two weeks before opening a second round of the task to the same annotators, filtering by their Prolific identification codes. Here, the annotators were presented with a further four attention check items and the 96 items from the test set. Again, half of these were in English and half in German. 50% were presented in the same language as in round one, and 50% in the alternative language. To control for order-effect bias, we split participants into two groups, and presented the items to each in a different order, also shuffling within-item response options (hateful/not hateful).

Following the principles of perspectivist data practices (Abercrombie et al. (2022); Cabitza et al. (2023)) and the recommendations of Prabhakaran et al. (2021), full set of collected labels is available at https://github.com/
For reproducibility, we include the question item order and full instructions. We also provide a full data statement and annotator demographic information in Appendix B.

4 Analysis

Of the 28 participants that completed both rounds of annotation, 22 labelled all attention check items in agreement with the original HATECHECK labels, and we report results for these annotators only.

4.1 Reliability

To evaluate reliability, we report Fleiss’ kappa, which can account for multiple annotators to show overall agreement, as well as average pair-wised Cohen’s kappa and raw percentage agreement for completeness. We also evaluate agreement between the labels most commonly assigned by our participants (majority vote) with the original labels collected by Gao and Huang (2017).

<table>
<thead>
<tr>
<th></th>
<th>Bilingual participants</th>
<th>Majority vote v. Original labels</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Fleiss</td>
<td>Cohen</td>
</tr>
<tr>
<td>All</td>
<td>0.28</td>
<td>0.29</td>
</tr>
<tr>
<td>EN</td>
<td>0.29</td>
<td>0.29</td>
</tr>
<tr>
<td>DE</td>
<td>0.27</td>
<td>0.27</td>
</tr>
</tbody>
</table>

Table 1: Reliability as measured by inter-annotator agreement (Fleiss’ κ and Cohen’s κ and raw percentage agreement). Cohen’s κ and % are calculated pairwise.

As shown in Table 1, the participants do not agree with each other to a high degree. Kappa scores for agreement between them are below 0.3, suggesting that the task is highly subjective.

Aggregating their responses by majority vote and comparing to the original labels, produces similarly modest agreement (κ < 0.5). This somewhat calls into question the reliability of the original Gao labels, on which the authors reported almost perfect agreement between two annotators. All agreement measurements are poorer still on the German examples, which also casts some doubt on the feasibility/validity of translating text and keeping the labels applied to items annotated in a different language, as was the case for XHate999.

4.2 Stability

As we argue in section 1, most dataset developers implicitly assume annotator consistency to be 100% stable. We therefore use raw percentage agreement as the primary metric for stability and examine deviations from full agreement. For completeness, we also report Cohen’s kappa (Table 2).

<table>
<thead>
<tr>
<th></th>
<th>κ</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>All</td>
<td>0.49</td>
<td>74.5</td>
</tr>
<tr>
<td>Same language</td>
<td></td>
<td></td>
</tr>
<tr>
<td>EN</td>
<td>0.44</td>
<td>72.3</td>
</tr>
<tr>
<td>DE</td>
<td>0.45</td>
<td>72.9</td>
</tr>
<tr>
<td>Different language</td>
<td></td>
<td></td>
</tr>
<tr>
<td>EN→DE</td>
<td>0.53</td>
<td>76.9</td>
</tr>
<tr>
<td>DE→EN</td>
<td>0.53</td>
<td>76.6</td>
</tr>
</tbody>
</table>

Table 2: Stability as measured by intra-annotator agreement (Cohen’s κ and raw percentage agreement).

Figure 1: Stability of individual annotators over time measured by raw percentage intra annotator agreement.

Overall stability over time At under 75% and κ = 0.49, stability is low overall. This is considerably worse than the only reported intra-annotator agreement we are aware of on a similar task: κ = 0.89 on abusive language detection (Cercas Curry et al., 2021), where those annotations were made by experts under higher levels of supervision.

Consistency varies considerably among the annotators (max = 91.6%, min = 20.0%, μ = 74.5%, σ = 15.7%), with even the most consistent falling considerably below 100%. After the minimum two week interval, we do not see a pattern of further deterioration in intra-annotator agreement, as shown (from limited datapoints) in Figure 1. This lends further support to the findings of Kiritchenko and Mohammad (2017) and Li et al. (2010), that this interval may be sufficient for re-annotation.

Although, agreement scores are, in fact, comparable when including all annotators, to ensure quality, we do not include those that did not pass all attention checks.

4 Stability of the majority vote on each item is somewhat more stable: κ = 0.77, 88.4%
Language effect  We do not see the expected difference between items re-annotated in the different conditions. Indeed, stability is actually slightly higher in the different language condition. However, this effect is not uniform across the participants, with around a third (8 of the 22) exhibiting more consistency for the same language condition.

To investigate which factors contribute to stability and reliability in this data, we manually labelled each item with a set of hand-crafted features designed to capture the linguistic and world knowledge that intuitively seem necessary to infer whether these texts are hateful. These include the ratio variable length in tokens, as well as binary variables based on: the original label assigned to the item; inclusion of quotations; and presence of certain unigram tokens (such as identity terms) in the text. We ran regression analyses on these features with the by-item inter- and intra-annotator agreement scores as the dependent variables.

Table 3 shows the coefficients of each hand-crafted feature for both reliability and stability. None of the features are strongly indicative of either, although several, such as identity terms and text length do have slightly larger coefficients (positive or negative) than the different language condition. Ultimately, the data sample is not large enough to surface the feature patterns indicative of the ambiguities that provoke annotator disagreements and inconsistencies.

5 Conclusion

While attention has been paid to noise in linguistic annotations caused by factors such as subjectivity and ambiguity (e.g. Aroyo and Welty, 2015; Basile et al., 2021; Prabhakaran et al., 2021), and the level and quality of annotator attention (e.g. Hovy et al., 2013; Klie et al., 2023), this study represents an initial foray into a hitherto understudied aspect of the human labeling work that most NLP research and systems are built upon: intra-annotator agreement and label stability. For this hateful language annotation task, we find that label stability is far lower than common practise implicitly implies (R1).

In this study, presenting the items for re-annotation in a different language does not lead to lower stability overall (R2), with L1 German speakers no less consistent—and often more so—than when re-annotating items in the same language. We suspect that our data sample of 96 items is too

<table>
<thead>
<tr>
<th>Feature</th>
<th>Examples</th>
<th>Prevalence (%)</th>
<th>Reliability</th>
<th>Stability</th>
</tr>
</thead>
<tbody>
<tr>
<td>Length in tokens (normalized [0, 1])</td>
<td>—</td>
<td>100.0</td>
<td>-0.02</td>
<td>-0.05</td>
</tr>
<tr>
<td>Different language</td>
<td>—</td>
<td>50.0</td>
<td>n/a</td>
<td>0.03</td>
</tr>
<tr>
<td>Identity terms</td>
<td>feminists, Juden</td>
<td>37.9</td>
<td>0.06</td>
<td>0.07</td>
</tr>
<tr>
<td>Named entities</td>
<td>Africa, Hillary</td>
<td>33.7</td>
<td>0.00</td>
<td>0.03</td>
</tr>
<tr>
<td>Nature terms</td>
<td>alligator, Lagune</td>
<td>21.1</td>
<td>0.01</td>
<td>0.04</td>
</tr>
<tr>
<td>Offensive terms</td>
<td>Blödmann, scumbags</td>
<td>12.6</td>
<td>0.00</td>
<td>0.03</td>
</tr>
<tr>
<td>Political terms</td>
<td>feminists, Liberalismus</td>
<td>32.6</td>
<td>0.03</td>
<td>-0.01</td>
</tr>
<tr>
<td>Quote</td>
<td>—</td>
<td>11.6</td>
<td>0.06</td>
<td>0.03</td>
</tr>
<tr>
<td>Original label = hateful</td>
<td>—</td>
<td>41.4</td>
<td>0.00</td>
<td>0.00</td>
</tr>
</tbody>
</table>

Table 3: Regression coefficients for hand-crafted features with example terms and their prevalence in the data by percentage of text examples they feature in. The dependent variables are reliability and stability.
small to disentangle any L2 effects from other factors that may affect label stability. However, we see lower agreement overall (inter- and intra-) on the German language items, suggesting that the translation process adds some ambiguity. Future work should investigate the linguistic and cultural factors that influence annotators’ judgments more closely and—on a larger set of items.

Despite the limitations of our study, we have shown that annotator stability, along with reliability, is necessary for the repeatability and reproducibility of annotation studies (Teufel et al., 1999). We therefore recommend that researchers and practitioners measure and report intra- (as well as inter-) annotator agreement scores for the labeled NLP datasets they create. The fact that this measure is still rarely reported adds to the emerging reproducibility issues in the field (Belz et al., 2023).

Ethical Considerations

We received approval to conduct these experiments from the institutional review board (IRB) of Heriot-Watt University (ref. 2022-3336-7139).

As annotators were exposed to potentially upsetting language, we took the following mitigation measures:

- Participants were warned about the content (1) before accepting the task on the recruitment platform, (2) in the Information Sheet provided at the start of the task, and (3) in the Consent Form where they acknowledged the potential risks.

- Participants were required to give their consent to participation.

- They were able to leave the study at any time on the understanding that they would be paid for any completed work.

- The task was kept short (all participants completed each round in under 30 minutes) to avoid lengthy exposure to upsetting material.

Following the advice of Shmueli et al. (2021) we paid participants at a rate that was above both the living wage in our jurisdiction and Prolific’s current recommendation of at least £9.00 GBP/$12.00 USD.
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A Annotator guidelines

The following guidelines were provided to annotators at the beginning of the task, and the definition and examples were repeated at the top of each page of five items. To avoid reprinting potentially offensive text, here we provide the row numbers of the examples from XHate999-EN-Gao-test.5

Instructions

We define hateful speech to be the language which explicitly or implicitly threatens or demeans a person or a group based upon a facet of their identity such as gender, ethnicity, or sexual orientation.

Read the following 100 posts, which are written in either English or German.

Do you think that they are Hateful or Not hateful?

If you’re not sure, select the option that seems most likely to you.

Examples:

EN-Gao-test row 100. Hateful

EN-Gao-test row 95. Not hateful

B Data statement

We provide a data statement, as recommended by Bender and Friedman (2018).

Curation rationale  Textual data is from the ‘GAO’ subset of XHate999, selected for the reasons highlighted in section 2. For further details of the original data collection process, see Gao and Huang (2017). For information on the translations, see Glavaš et al. (2020).

Language variety:  en-US, de-DE. Predominantly US English, as written in comments on the Fox News website. Translated to German by editing automatic outputs of Google Translate. Translators were ‘expert’ L1 speakers of German who were also fluent in English.

Author demographics:  Unknown.

Annotator demographics:  The original Gao and Huang (2017) labels were produced by ‘two native English speakers’, with no further information provided. Annotator demographics for the bilingual labelling are as follows.

- Age: 18 – 70, $\mu = 33.1$, $\sigma = 12.9$
- Gender: Female: 12 (55%); Male: 10 (45%)
- Ethnicity: White: 19 (86%), Mixed: 3 (14%)
- Native language: German (de) 100%
- Socio-economic status:
  - Employment: N/A: 7, Full-Time: 10, Not in paid work: 4, Part-Time: 3, Other: 2
  - Student: Yes: 9, No: 8, N/A: 5
- Training in relevant disciplines: Unknown

Text production situation:

- Time and place: unknown.
- Modality: written, spontaneous, asynchronous interaction.
- Intended audience: other website users.

Text characteristics  Comments on articles on the Fox News website. The articles appear to concern events in the United States of America and the wider world in c.2016: Black Lives Matter protests, the Israel-Palestine conflict, and the death of a child at Disney World feature prominently.

Provenance:  Data statements were not provided with the original datasets.
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Abstract

Coreference Resolution is a well studied problem in NLP. While widely studied for English and other resource-rich languages, research on coreference resolution in Bengali largely remains unexplored due to the absence of relevant datasets. Bengali, being a low-resource language, exhibits greater morphological richness compared to English. In this article, we introduce a new dataset, BenCoref, comprising coreference annotations for Bengali texts gathered from four distinct domains. This relatively small dataset contains 5200 mention annotations forming 502 mention clusters within 48,569 tokens. We describe the process of creating this dataset and report performance of multiple models trained using BenCoref. We expect that our work provides some valuable insights on the variations in coreference phenomena across several domains in Bengali and encourages the development of additional resources for Bengali. Furthermore, we found poor crosslingual performance at zero-shot setting from English, highlighting the need for more language-specific resources for this task. The dataset is available at ¹.

1 Introduction

Coreference resolution is the task of identifying all references to the same entity in a document. This task originally started as a sub-task of information extraction. The Message Understanding Conferences (Grishman and Sundheim, 1996) first introduced three tasks, collectively referred to as SemEval, designed to measure the deeper understanding of any information extraction (IE) system. One of these three tasks proposed in the event was coreferential noun phrase identification.

The Automatic Content Extraction (ACE) Program (Doddington et al., 2004) was the first major initiative that created a large dataset with entity, event and relation annotations. This project revealed some major complexities behind creating such dataset. Some of the significant challenges reported by the annotators include the coreference of generic entities, use of metonymy, characterization of Geo-Political Entity, distinguishing certain complex relations, and recognizing implicit vs. explicit relations.

Since then coreference resolution, anaphoric & cataphoric relation identification, event reference detection has been studied widely. As a result, large datasets like ACE (Doddington et al., 2004), Ontonotes (Pradhan et al., 2012), WikiCoref (Ghadgar and Langlais, 2016), and LitBank (Bamman et al., 2020) were made public. Some datasets, like ACE (Doddington et al., 2004), and Ontonotes, expanded this task beyond English to include more languages, like Arabic, and Chinese.

This coreference resolution task has shown potential in improving many downstream NLP tasks.
like machine translation (Miculicich Werlen and Popescu-Belis, 2017; Ohtani et al., 2019), literary analysis (Bamman et al., 2014), question answering (Morton, 1999), text summarization (Steinberger et al., 2007), etc. However, Bengali, despite being a popular language, has seen very little work in this direction due to lack of public datasets.

Figure 1 shows a sample from our dataset with each color representing an unique entity. The main contributions of this work are:

- We introduce a new Bengali coreference annotated dataset, consisting of 48,569 tokens collected from four diverse domains. Our dataset creation process is shared along with the annotators’ guidelines, which we believe is the first of its kind for Bengali coreference annotation.
- We characterize the behaviour and distribution of nominal and pronominal coreference mentions across the four domains with necessary statistics. Furthermore, we report the performance of an end-to-end neural coreference resolution system that was solely built using our data.
- We empirically demonstrate the necessity for more language-specific datasets, particularly for low-resource languages, by comparing our results with zero-shot cross-lingual learning from English.

1.1 Related Datasets

To the best of our knowledge, no coreference dataset in Bengali exists. Most of the works related to Bengali (Sikdar et al., 2013; Senapati and Garain, 2013; Sikdar et al., 2015) uses data from ICON2011 shared task which was never publicly shared.

Most of the major coreference datasets are in English. OntoNotes (Pradhan et al., 2012) is a well-annotated and large dataset with over 1.6M words. This dataset does not contain any singleton mention. Later, LitBank (Bamman et al., 2020) was published that is almost 10 times larger than OntoNotes (12.3M words).

2 Challenges in Bengali

One of the main challenges we faced was the absence of preexisting coreference annotation guidelines tailored for the Bengali language. To overcome this obstacle, we adapted the OntoNotes coreference annotation guideline to suit our objectives. This highlighted several distinctive linguistic characteristics of Bengali, such as zero anaphora, non-anaphoric pronouns, and case-marking, that needs to be carefully considered when performing co-reference annotation in Bengali. Each of this is discussed with more details and examples in Figure 9 in the Appendix.

Moreover, we discovered that existing annotation software is ill-equipped to manage Bengali text, occasionally leading to inaccurate rendering and unstable character display. This underscores the importance of advancing normalization techniques and standardization of Bengali digital representation.

3 Data Domain Description

The Bengali language can be broadly categorized into two primary literary dialects, namely "Shadhubhasha" and "Choltibhasha." "Shadhubhasha" was commonly used by Bangla writers and individuals in the 19th and early 20th centuries, while "Choltibhasha" is currently the more prevalent and colloquial dialect. This dataset contains both domains of Bengali text, with story and novel texts sourced from copyright-free books of the 19th and 20th centuries, and biography and descriptive texts obtained from modern sources, primarily in "Choltibhasha." A brief description of each domain is given below:

3.1 Biography

A biography presents a comprehensive account of an individual’s life, character, accomplishments, and works, spanning from birth to death or the present time. Although the number of references per document in biographical texts is comparable to other genres, they primarily focus on a single subject throughout the entire narrative. Additionally, the dialect employed in biographies in BenCoref is typically "Choltibhasha."

3.2 Descriptive

By descriptive text we refer to wikipedia-like articles. They cover a broad range of subjects that span various fields, such as technology, professions, travel, economics, and numerous related subtopics. These comprehensive texts try to accurately portray and convey holistic information about real-world objects or experiences.
3.3 Story
BenCoref is primarily composed of short stories, each with a word count of 1000 words or less, which was an arbitrary decision. These stories typically feature 3-4 characters on average. The language used in the stories varies, with some being exclusively in "Shadhubhasha," while others use a mix of "Shadhubhasha" and "Choltibhasha."

3.4 Novel
The Bengali novels in our dataset typically consist of more than 1200 words and feature an average of over 5 characters. These novels primarily employ "Shadhubhasha". The next segment discusses the coreference behaviour across each domain in more detail.

4 Domain Specific Coreference Behaviour Characterization
In this section, some statistics is presented to better understand the coreference phenomenon across each domain. Each coreference cluster may refer to different type of entities, like an object, people, location or event. An arbitrary design choice was made to not explicitly mark the type of entity.

We start by analyzing the mean and standard deviation between mentions across the domains. Table 1 shows that biographies and novels exhibit a low standard deviation but have noticeably different mean distance between mentions. On the other hand, stories and descriptive texts fall in the middle, exhibiting a similar coreference distribution. For mentions that span more than one token, only the first token was used for calculation.

<table>
<thead>
<tr>
<th>Categories</th>
<th>Mean</th>
<th>Std. Dev</th>
</tr>
</thead>
<tbody>
<tr>
<td>Novel</td>
<td>29.17</td>
<td>3.70</td>
</tr>
<tr>
<td>Story</td>
<td>24.10</td>
<td>8.46</td>
</tr>
<tr>
<td>Biography</td>
<td>15.67</td>
<td>3.81</td>
</tr>
<tr>
<td>Descriptive</td>
<td>22.35</td>
<td>5.42</td>
</tr>
</tbody>
</table>

Table 1: Mean and Std. Deviation of distance between mentions in each domain.

The majority of texts in BenCoref belong to the stories domain, while the biography domain has the smallest contribution. The distribution of mentions, clusters, and tokens across the categories in BenCoref is presented in Figure 4.

Figure 2 depicts the distribution of cluster size across each domain. The cluster size refers to the total number of mentions in each coreference chain. It is worth noting that singletons were not annotated in BenCoref. The story domain has the highest number of coreference chains with two mentions only. Since the story domain contributes the most data to the dataset, this may be a contributing factor to its high frequency in each cluster size. Besides story, the descriptive domain also seems to have more larger coreference chains.

Figure 3 compares the spread of coreference chains in each domain, where the spread refers to the token-level distance between the beginning and end of a coreference chain. A general trend can be observed that as the size of the coreference chain increases, its corresponding frequency decreases in each domain.

Figure 2: Cluster size comparison between Story, Novel, Biography and wiki-like Descriptive domain.

Figure 3: Spread in BenCoref across each domain. The spread is measured by the token level distance between the first and last mention of an entity.
An additional "index.csv" file is included with the dataset, which serves as an index to all the documents included, organized by title and author. A partial view of this file is presented in Appendix Figure 6.

5 Methodology

We used BnWikiSource\(^2\) and Banglapedia (Islam et al., 2003) as sources of copyright-free Bengali text for our dataset. Banglapedia was used for biographies and wiki-like descriptive texts. The dataset creation process is discussed in detail in the following paragraphs.

5.1 Annotation Phase

The WebAnno annotator (Eckart de Castilho et al., 2016) was the chosen tool for annotation. To accommodate WebAnno’s limited capacity to work with large texts, the articles were partitioned according to the Table 2. Each partition ends in a complete sentence and any incomplete portion of a sentence were moved to the next fragment. The partition size was chosen arbitrarily to reduce the number of data fragments. In Appendix Figure 5, a screenshot of the WebAnno interface used during this phase is displayed. A post annotation sample is provided in Figure 7 in Appendix from the Biography domain.

Since there is no existing guideline for coreference annotation, the annotators were initially instructed to annotate the noun phrases and its coreferences, which were predominantly pronouns. The primary noun phrase references were tagged as "entity" and their corresponding coreferences were tagged as "ref". While determining what forms an entity is an important linguistic problem, it is not the primary challenge we are trying to address in our work. Annotators were free to mark any token or span that they considered an entity. After the annotation phase was completed, the data was exported and the character-level annotations were converted to token-level annotations. For every exceptional cases encountered, a new rule was established and enforced during further annotation of the dataset. The rules are further discussed in the next section.

5.2 Annotation Strategy/Guideline

This coreference annotation guide (refer to A in the Appendix) was prepared concurrently with the annotation phase to ensure consistency throughout the annotation process. We mirrored the overall structure of the OntoNotes annotation guidelines, tailoring them to our specific use case.

Initially, we did not impose any specific restrictions on the definition of an entity during the annotation process. The annotators were instructed to annotate any span they deemed as an entity. However, this approach resulted in an annotator bias, with a strong focus on nominal and pronominal mentions. Subsequently, we made the decision to prioritize and concentrate solely on these types of mentions.

Furthermore, as part of our design decision, we chose to not tag singleton mentions. Consequently, any singletons were removed during the post-annotation processing phase.

5.3 Annotation Criteria:

The general rule used for annotation is to annotate mentions in any form, including nested mentions or those referring to multiple entities. The characterization of mention and coreference link types was conducted after annotating the entire dataset. Annotating coreference link types was kept optional due to the significant training required for the task. This

Table 2: Documents with greater than 699 tokens and less than 1000 tokens were divided into 2 parts and the ones with more than 1000 tokens were divided into 3.

<table>
<thead>
<tr>
<th>Tokens</th>
<th>Partitions</th>
</tr>
</thead>
<tbody>
<tr>
<td>&lt;699</td>
<td>1</td>
</tr>
<tr>
<td>&lt;1000</td>
<td>2</td>
</tr>
<tr>
<td>&gt;1000</td>
<td>3</td>
</tr>
</tbody>
</table>
strategy was followed after the accelerate the annotation process.

The rules with corresponding examples are illustrated in a more detailed manner in Figure 10 in the Appendix. Furthermore, the coreference link types have been categorized into two groups, namely identical and apposite, and they have been discussed in detail in 11 and 12 in the Appendix. However, the task of annotating coreference link types is currently pending and will be addressed in future work.

While this guideline is incomplete and limited in scope, it can play an important role in encouraging the next generation of coreference datasets in Bengali. The OntoNotes coreference guideline (gui, 2007) is currently in its 7th edition which is a strong indication that the first attempt on making such a guideline would be imperfect and will require further revisions. It may take several iterations before we can have a robust guideline for coreference annotation in Bengali.

5.4 Inter-Annotator Agreement

The OntoNotes strategy was roughly employed to assess interannotator agreement in this work. Specifically, two annotators independently annotated the documents, and only in cases of disagreement, a third annotator was consulted to arrive at a final decision. These ultimate annotations were deemed as the gold standard annotations.

Based on the adjudicated version as the ground truth, the individual annotations in our dataset achieved an average MUC score of 78.3 on the combined dataset. While the combined inter-annotator MUC score was 67.6.

However, it is important to acknowledge that the process of resolving disagreements was not adequately documented and will be addressed in greater detail in future endeavors.

6 Experiments

We took an end-to-end neural network based modeling approach. The following section discusses the algorithm, followed by the experimental setup, evaluation strategy and analysis of results.

We used the 300-dimensional Fasttext and Glove embeddings (Grave et al., 2018) as words representations. To generate contextual representations the embeddings were passed through a bi-directional LSTM (Hochreiter and Schmidhuber, 1997) for some experiments and a variation of the popular transformer-based (Vaswani et al., 2017) pretrained model, BERT (Devlin et al., 2019), for other experiments. For the task of coreference resolution, the contextual representations from these base models were passed on to a span ranking model-head, originally proposed in (Lee et al., 2018). For the crosslingual experiment, a multilingual BERT was finetuned on the OntoNotes dataset.

For hyperparameter optimization, we tuned the maximum number of words in a span(s), maximum number of antecedents per span(a), and coref layer depth(CL).

6.1 Experimental Setup

The data was separated into train and dev set on a ratio of 95% by 5%. An additional test set was carefully prepared, completely disjoint from the train and dev set, that contains 37 documents. An overview of the dataset given in Table 3

<table>
<thead>
<tr>
<th>categories</th>
<th>documents</th>
<th>mentions</th>
<th>clusters</th>
</tr>
</thead>
<tbody>
<tr>
<td>train</td>
<td>biography</td>
<td>17</td>
<td>421</td>
</tr>
<tr>
<td></td>
<td>+ dev</td>
<td>descriptive</td>
<td>36</td>
</tr>
<tr>
<td></td>
<td></td>
<td>novel</td>
<td>13</td>
</tr>
<tr>
<td></td>
<td></td>
<td>story</td>
<td>56</td>
</tr>
<tr>
<td>test</td>
<td>biography</td>
<td>10</td>
<td>303</td>
</tr>
<tr>
<td></td>
<td></td>
<td>descriptive</td>
<td>9</td>
</tr>
<tr>
<td></td>
<td></td>
<td>novel</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>story</td>
<td>15</td>
</tr>
</tbody>
</table>

Table 3: Dataset distribution

For evaluating our system, we used the CONLL-2012 official evaluation scripts which calculates four metrics: Identification of Mentions, MUC, B3 and CEAF. The following section analyzes the performance of our model.

6.2 Results and Analysis

We considered the best results in Table 4.

<table>
<thead>
<tr>
<th>category</th>
<th>model parameters</th>
<th>prec.</th>
<th>rec.</th>
<th>f1</th>
</tr>
</thead>
<tbody>
<tr>
<td>c2f+Glove</td>
<td>s=30, a=50, CL=2</td>
<td>93.83</td>
<td>65.34</td>
<td>77.04</td>
</tr>
<tr>
<td>c2f+Fasttext</td>
<td>s=20, a=50, CL=2</td>
<td>96.51</td>
<td>64.02</td>
<td>76.98</td>
</tr>
<tr>
<td>BERT-base</td>
<td>s=30, a=50, CL=2</td>
<td>94.22</td>
<td>66.13</td>
<td>80.00</td>
</tr>
<tr>
<td>M-BERT(Zero-Shot)</td>
<td>s=30, a=50, CL=2</td>
<td>7.14</td>
<td>4.62</td>
<td>5.61</td>
</tr>
<tr>
<td>c2f+Glove</td>
<td>s=30, a=50, CL=2</td>
<td>73.78</td>
<td>58.96</td>
<td>65.53</td>
</tr>
<tr>
<td>c2f+Fasttext</td>
<td>s=20, a=50, CL=2</td>
<td>74.80</td>
<td>54.08</td>
<td>62.78</td>
</tr>
<tr>
<td>BERT-base</td>
<td>s=30, a=50, CL=2</td>
<td>83.91</td>
<td>65.85</td>
<td>73.79</td>
</tr>
<tr>
<td>M-BERT(Zero-Shot)</td>
<td>s=30, a=50, CL=2</td>
<td>7.40</td>
<td>3.73</td>
<td>4.96</td>
</tr>
<tr>
<td>c2f+Glove</td>
<td>s=30, a=50, CL=2</td>
<td>78.00</td>
<td>40.83</td>
<td>55.60</td>
</tr>
<tr>
<td>c2f+Fasttext</td>
<td>s=20, a=50, CL=2</td>
<td>87.50</td>
<td>43.97</td>
<td>58.53</td>
</tr>
<tr>
<td>BERT-base</td>
<td>s=30, a=50, CL=2</td>
<td>85.41</td>
<td>40.39</td>
<td>62.43</td>
</tr>
<tr>
<td>M-BERT(Zero-Shot)</td>
<td>s=30, a=50, CL=2</td>
<td>8.51</td>
<td>4.18</td>
<td>5.61</td>
</tr>
<tr>
<td>c2f+Glove</td>
<td>s=30, a=50, CL=2</td>
<td>66.39</td>
<td>27.93</td>
<td>39.32</td>
</tr>
<tr>
<td>c2f+Fasttext</td>
<td>s=20, a=50, CL=2</td>
<td>72.16</td>
<td>24.13</td>
<td>36.17</td>
</tr>
<tr>
<td>BERT-base</td>
<td>s=30, a=50, CL=2</td>
<td>82.95</td>
<td>30.34</td>
<td>52.66</td>
</tr>
<tr>
<td>M-BERT(Zero-Shot)</td>
<td>s=30, a=50, CL=2</td>
<td>7.47</td>
<td>5.51</td>
<td>6.34</td>
</tr>
</tbody>
</table>

Table 4: Identification of mentions
Table 5: Performance on test data. The main evaluation metric is the average F1 score of MUC, $B^3$, and $CEAF_{\phi4}$. The best scores are highlighted.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>c2f + Fasttext</td>
<td>s=30, a=50, CL=2</td>
<td>58.32</td>
<td>9.74</td>
<td>16.70</td>
<td>66.66</td>
<td>18.67</td>
<td>39.27</td>
<td>29.98</td>
<td>20.81</td>
<td>24.57</td>
<td>51.65</td>
<td>16.41</td>
<td>23.48</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>M-BERT (Zero-Shot)</td>
<td>s=30, a=50, CL=2</td>
<td>62.81</td>
<td>26.88</td>
<td>37.65</td>
<td>76.62</td>
<td>45.91</td>
<td>57.42</td>
<td>46.12</td>
<td>28.18</td>
<td>34.99</td>
<td>61.85</td>
<td>33.66</td>
<td>43.35</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Story</td>
<td>c2f + Glove</td>
<td>s=30, a=50, CL=2</td>
<td>49.87</td>
<td>7.98</td>
<td>13.77</td>
<td>59.45</td>
<td>25.00</td>
<td>35.20</td>
<td>16.37</td>
<td>26.61</td>
<td>20.27</td>
<td>41.90</td>
<td>19.86</td>
<td>23.08</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>c2f + Fasttext</td>
<td>s=30, a=50, CL=2</td>
<td>60.30</td>
<td>10.45</td>
<td>17.82</td>
<td>72.72</td>
<td>31.81</td>
<td>44.26</td>
<td>23.36</td>
<td>27.74</td>
<td>25.37</td>
<td>52.13</td>
<td>23.33</td>
<td>29.15</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>M-BERT (Zero-Shot)</td>
<td>s=30, a=50, CL=2</td>
<td>43.55</td>
<td>33.93</td>
<td>38.14</td>
<td>71.31</td>
<td>52.27</td>
<td>60.32</td>
<td>34.98</td>
<td>32.80</td>
<td>33.85</td>
<td>49.95</td>
<td>39.67</td>
<td>44.40</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Novels</td>
<td>c2f + Glove</td>
<td>s=30, a=50, CL=2</td>
<td>54.64</td>
<td>31.62</td>
<td>40.06</td>
<td>74.46</td>
<td>53.88</td>
<td>62.52</td>
<td>28.80</td>
<td>40.23</td>
<td>35.57</td>
<td>52.63</td>
<td>41.91</td>
<td>45.38</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>c2f + Fasttext</td>
<td>s=30, a=50, CL=2</td>
<td>3.22</td>
<td>0.25</td>
<td>0.45</td>
<td>1.42</td>
<td>0.62</td>
<td>0.86</td>
<td>2.00</td>
<td>2.59</td>
<td>2.26</td>
<td>1.91</td>
<td>1.15</td>
<td>1.19</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>M-BERT (Zero-Shot)</td>
<td>s=30, a=50, CL=2</td>
<td>3.54</td>
<td>0.25</td>
<td>0.47</td>
<td>2.66</td>
<td>1.13</td>
<td>1.59</td>
<td>1.90</td>
<td>2.49</td>
<td>2.15</td>
<td>2.70</td>
<td>1.29</td>
<td>1.40</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>c2f + Fasttext</td>
<td>s=30, a=50, CL=2</td>
<td>58.32</td>
<td>9.74</td>
<td>16.70</td>
<td>66.66</td>
<td>18.67</td>
<td>39.27</td>
<td>29.98</td>
<td>20.81</td>
<td>24.57</td>
<td>51.65</td>
<td>16.41</td>
<td>23.48</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>M-BERT (Zero-Shot)</td>
<td>s=30, a=50, CL=2</td>
<td>62.81</td>
<td>26.88</td>
<td>37.65</td>
<td>76.62</td>
<td>45.91</td>
<td>57.42</td>
<td>46.12</td>
<td>28.18</td>
<td>34.99</td>
<td>61.85</td>
<td>33.66</td>
<td>43.35</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The performance of the model was reasonable given the size of our dataset. As neural networks tend to achieve optimal performance with larger datasets, we hypothesize that our results could be enhanced by expanding our dataset. The model demonstrated good performance in identifying individual mentions, as evidenced by the scores presented in Table 4. However, we observed a decrease in performance during the second phase of clustering the mentions, as shown in Table 5. This highlights the challenge of accurately identifying coreference clusters, particularly in languages with complex sentence structures and a high degree of lexical ambiguity. Further innovation is needed to address these challenges and improve the overall performance of coreference resolution models. Upon closer inspection one recurring problem was discovered. The model failed to do basic common sense reasoning on long coreference clusters, often breaking it up into several clusters. As demonstrated in Figure 8 in Appendix, the model failed to merge clusters 0 and 1, which should have been a single cluster.

Furthermore, it can be observed that the coreference resolution model performs significantly better on the biography domain as compared to other domains. The relatively low mean and standard deviation of the distance between mentions reported in Table 1 may have contributed to this result. However, despite forming the major portion of the dataset, the story domain did not show any significant improvement. The high standard deviation in distance between mentions reported in Table 1 for the story domain may have contributed to this lack of improvement. Qualitative analysis is needed to investigate the underlying causes of this performance gap.

The zero-shot cross-lingual experiment demonstrated that coreference knowledge doesn’t easily transfer through multilingual training. This clearly demonstrates the need for language specific datasets. Some studies (Novák and Žabokrtský, 2014) report developing projection techniques to improve crosslingual coreference resolution. There maybe scope for further work in this direction.

7 Conclusion

This paper presented BenCoref, the first publicly available dataset of coreference annotations in Bengali. The creation process and annotation guidelines were described in detail to facilitate future work in this area. We then used the dataset to develop an end-to-end coreference resolution system and reported its performance across different domains. Our findings indicate that a lower mean and standard deviation of token-distance between mentions may lead to better results, but further experiments on other datasets are needed to confirm this hypothesis. We also observed a higher tendency for breakage in longer coreference chains.

Our zero-shot cross-lingual experiment demonstrated that coreference knowledge does not easily transfer through multilingual training, highlighting the importance of language-specific datasets. While some studies (Novák and Žabokrtský, 2014) have reported success in developing projection techniques to improve cross-lingual coreference resolution, further research is required to explore this area.
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A Appendices
Table 2: Some additional results on the Model’s performance.

<table>
<thead>
<tr>
<th>Category</th>
<th>Parameters</th>
<th>$P_{3}$</th>
<th>$MUC$</th>
<th>CEAF$_{ed}$</th>
<th>Avg</th>
</tr>
</thead>
<tbody>
<tr>
<td>Biography</td>
<td>c2f + Fasttext s=30, a=250, CL=2</td>
<td>93.43</td>
<td>61.59</td>
<td>78.72</td>
<td>85.64</td>
</tr>
<tr>
<td></td>
<td>c2f + Fasttext s=20, a=50, CL=3</td>
<td>91.63</td>
<td>60.54</td>
<td>78.13</td>
<td>84.78</td>
</tr>
<tr>
<td></td>
<td>c2f + Fasttext s=10, a=50, CL=3</td>
<td>90.98</td>
<td>62.68</td>
<td>79.41</td>
<td>85.15</td>
</tr>
<tr>
<td></td>
<td>c2f + Fasttext s=30, a=250, CL=2</td>
<td>48.07</td>
<td>22.95</td>
<td>31.07</td>
<td>25.95</td>
</tr>
<tr>
<td>Story</td>
<td>c2f + Fasttext s=20, a=50, CL=3</td>
<td>91.63</td>
<td>60.54</td>
<td>78.13</td>
<td>84.78</td>
</tr>
<tr>
<td></td>
<td>c2f + Fasttext s=10, a=50, CL=3</td>
<td>90.98</td>
<td>62.68</td>
<td>79.41</td>
<td>85.15</td>
</tr>
<tr>
<td></td>
<td>c2f + Fasttext s=30, a=250, CL=2</td>
<td>48.07</td>
<td>22.95</td>
<td>31.07</td>
<td>25.95</td>
</tr>
<tr>
<td>Novel</td>
<td>c2f + Fasttext s=20, a=50, CL=3</td>
<td>65.78</td>
<td>51.25</td>
<td>57.65</td>
<td>53.83</td>
</tr>
<tr>
<td></td>
<td>c2f + Fasttext s=10, a=50, CL=3</td>
<td>57.71</td>
<td>15.10</td>
<td>25.56</td>
<td>15.73</td>
</tr>
<tr>
<td></td>
<td>c2f + Fasttext s=30, a=250, CL=2</td>
<td>47.06</td>
<td>7.32</td>
<td>12.67</td>
<td>4.85</td>
</tr>
<tr>
<td>Descriptive</td>
<td>c2f + Fasttext s=20, a=50, CL=3</td>
<td>53.78</td>
<td>13.37</td>
<td>58.92</td>
<td>20.73</td>
</tr>
<tr>
<td></td>
<td>c2f + Fasttext s=10, a=50, CL=3</td>
<td>53.78</td>
<td>13.37</td>
<td>58.92</td>
<td>20.73</td>
</tr>
<tr>
<td></td>
<td>c2f + Fasttext s=30, a=250, CL=2</td>
<td>47.06</td>
<td>7.32</td>
<td>12.67</td>
<td>4.85</td>
</tr>
</tbody>
</table>

Figure 5: A screenshot from WebAnno (Eckart de Castilho et al., 2016) during annotation phase. In this example, the highlighted words are marked as mentions and same color indicate the mentions belong to the same cluster. A colored line joins the highlighted words creating a chain forming a single cluster.

Figure 6: The supplementary datafile index.csv contains an index to all the datapoints.
Figure 7: Biography document

Figure 8: BERT-base model’s prediction on a biography document

<table>
<thead>
<tr>
<th>Category</th>
<th>Parameters</th>
<th>Pre.</th>
<th>Rec.</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Biography</td>
<td>c2f+Fasttext s=30, a=250, CL=2</td>
<td>98.52</td>
<td>66.00</td>
<td>79.05</td>
</tr>
<tr>
<td></td>
<td>c2f+Fasttext s=20, a=50, CL=3</td>
<td>97.54</td>
<td>65.67</td>
<td>78.50</td>
</tr>
<tr>
<td></td>
<td>c2f+Fasttext s=10, a=50, CL=3</td>
<td>98.52</td>
<td>66.00</td>
<td>79.05</td>
</tr>
<tr>
<td>Story</td>
<td>c2f+Fasttext s=30, a=250, CL=2</td>
<td>74.20</td>
<td>49.92</td>
<td>59.69</td>
</tr>
<tr>
<td></td>
<td>c2f+Fasttext s=20, a=50, CL=3</td>
<td>75.16</td>
<td>49.49</td>
<td>59.68</td>
</tr>
<tr>
<td></td>
<td>c2f+Fasttext s=10, a=50, CL=3</td>
<td>76.52</td>
<td>46.77</td>
<td>58.05</td>
</tr>
<tr>
<td>Novel</td>
<td>c2f+Fasttext s=30, a=250, CL=2</td>
<td>79.00</td>
<td>41.36</td>
<td>54.29</td>
</tr>
<tr>
<td></td>
<td>c2f+Fasttext s=20, a=50, CL=3</td>
<td>90.12</td>
<td>38.21</td>
<td>53.67</td>
</tr>
<tr>
<td></td>
<td>c2f+Fasttext s=10, a=50, CL=3</td>
<td>83.75</td>
<td>35.07</td>
<td>49.44</td>
</tr>
<tr>
<td>Descriptive</td>
<td>c2f+Fasttext s=30, a=250, CL=2</td>
<td>74.03</td>
<td>26.55</td>
<td>39.08</td>
</tr>
<tr>
<td></td>
<td>c2f+Fasttext s=20, a=50, CL=3</td>
<td>70.00</td>
<td>19.31</td>
<td>30.27</td>
</tr>
<tr>
<td></td>
<td>c2f+Fasttext s=10, a=50, CL=3</td>
<td>68.88</td>
<td>21.37</td>
<td>32.63</td>
</tr>
</tbody>
</table>

Table 7: Additional identification of mention results
Special Considerations in Bengali from Linguistic Perspective

**Zero Anaphora:** Include implied referents that are not explicitly mentioned in the text. Bangla, like many other South Asian languages, frequently uses zero anaphora, where the subject or object of a sentence is left implicit.

For example, in the sentence "বাচ্চা খাবি" (will eat rice). Here, the subject (who wants to eat) is not explicitly mentioned in the text. This is an example of zero anaphora.

Other common zero anaphora types in Bengali include Possessive and Reflexive Drop.

*Possessive Drop* occurs when the possessive pronoun or possessive marker is omitted, and the possession is understood from the context. Example: "মায়ের কাছে পিলেছি" (Went to my mother.) - The possessive pronoun 'আমার' (my) is dropped, but it is understood that the speaker went to their own mother.

*Reflexive Drop* happens when the reflexive pronoun is dropped, and the reflexive action is understood from the context. Example: "খেলছি" (I am Playing.) - The reflexive pronoun 'আমি' (I am) is dropped, but it is implied that the subject is performing the action on themselves.

**Non-Anaphoric Pronouns:** Some pronouns in Bengali are inherently non-anaphoric, meaning they rarely behave as anaphoric. These pronouns should not be considered as mentions for coreference.

When considering the sentence "সে নিজের কাজটি করতে পারে।" (He can do his own work.), the reflexive pronoun "নিজের" (own) is non-anaphoric, as it refers to the subject "সে" (he) and emphasizes that he can perform his own work.

**Case Marking:** Bengali has a rich system of case markers that indicate grammatical relations, which may differ from English. Rules for coreference resolution in English may not directly account for the impact of case markers on coreferential expressions in Bengali.

For example:

- মানুষ ধরেছে বাঘ। (The person has caught the tiger.)
- মানুষ ধরেছে বাঘটি। (The tiger has caught the person.)
- পুলিশ মারে ডাকতে। (The police apprehend the robber.)
- পুলিশকে মারে ডাকতান। (The robber apprehend the police.)
- মানুষ ধরে বাঘ।
- পুলিশ মারে ডাকতান।

However, these are valid sentences in Bengali as well, but they do not clarify the relationship between the entities involved.

Thus, the proper use of case markers in Bengali helps to disambiguate the roles and actions of the different entities involved. However, it is also possible to write valid sentences with ambiguity in Bengali by omitting the use of case markers.

Figure 9: This highlights few key considerations when annotating coreference in Bengali.
BenCoref Co-reference Annotation Guideline

0. General Policy

- Tag mentions according to rules defined in section 1
- Annotating the Coreference Link Types is optional
- Nested Mentions are annotated separately for each mention
  - Example: "রিয়া, তোমি আমার বড়ুনি জোন, আমার বাড়িতে এসেছে।" (Riya, who is my friend's sister, has come to my house.)

  In this sentence, the mention of "আমার" (my), "আমার বড়ুনি" (my friend's) is nested within the mention of "আমার বড়ুনি জোন" (my friend's sister). Tag them all within each mention.

- Multiple Reference: Mentions that refers to multiple chains are annotated multiple times for each chain.
  - Example: "রাহিম বাজারে গেল।" (Rahim went to the market.) Here, "রাহিম" (Rahim) and "বাজার" (market) are noun phrases that can be considered as mentions.

1. Identifying Mentions:

- **Noun Phrases**: Include all noun phrases that refer to entities, events, or abstract concepts. This includes proper nouns, common nouns, and pronouns.
  - Example: "রাহিম বাজারে গেল।" (Rahim went to the market.) Here, "রাহিম" (Rahim) and "বাজার" (market) are noun phrases that can be considered as mentions.

- **Pronouns**: Include all pronouns that refer to entities, events, or abstract concepts. This includes personal, demonstrative, and interrogative pronouns.
  - Example: "সে বাজারে গেল।" (He went to the market.) Here, "সে" (he) is a pronoun that can be considered as a mention.

- **Verbs**: Include verbs that imply the existence of a certain entity or event.

  For example, in the sentence "অর্থনীতি দ্বারা পরিপূর্ণভাবে বৃদ্ধি পায়। তবে আমরা যদি এই বৃদ্ধি বজায় রাখতে না পারি শিক্ষার এটি হারাতে পারে।" (Economics thrives when it grows consistently. However, if we cannot sustain this growth, it will deteriorate quickly.) Here, "বৃদ্ধি" (thrives) is a verb that implies the existence of an event (playing).

  This "Verb" category of mentions is not included in BenCoref. We expect to include this in future.

2. Coreference Link Types:

- **Identical**: Link mentions that refer to the exact same entity.
  - Example: "রাহিম বাজারে গেল। সে কল কিনল।" (Rahim went to the market. He bought fruits.) Here, "রাহিম" (Rahim) and "সে" (he) refer to the exact same entity.

- **Appositive**: Link mentions that refer to the same entity, but one mention provides additional information about the entity.
  - Example: "রাম, আমার বন্ধু, বাজারে গেলা।" (Ram, my friend, went to the market.) Here, "রাম" (Ram) and "আমার বন্ধু" (my friend) refer to the same entity, but "আমার বন্ধু" (my friend) provides additional information about "রাম" (Ram).

Figure 10: BenCoref Annotation Guideline with examples.
**Identical References**

- **Predicate Nominative**: Link a noun phrase and a verb or adjective that refer to the same entity.

  For example, in "সোহেল হচ্ছে কর্মী" (Sohel is hardworking.), the noun phrase "সোহেল" (Sohel) is linked to the adjective "কর্মী" (hardworking) through the copular verb "হচ্ছে" (is). Both the noun phrase and the adjective refer to the same entity, Sohel being hardworking.

- **Relative Pronoun**: Link a relative pronoun to a noun phrase in a relative clause.

  For example, in the sentence "রাহিম, যিনি বাজারে গেল, আমার বন্ধু" (Rahim, who went to the market, is my friend.), "রাহিম" (Rahim) and "যিনি" (who) refer to the same entity. The relative pronoun "যিনি" (who) refers back to the noun phrase "রাহিম" (Rahim), indicating that Rahim is the person who went to the market. This construction allows you to provide additional information about the noun Rahim within the sentence.

- **Part-Whole**: This type of link occurs when one mention is a part of another mention.

  For example, in the sentence "রাহিমের হাত ভালো নয়।" (Rahim's hand is not good.), "রাহিমের হাত" (Rahim's hand) and "রাহিম" (Rahim) would be linked as part-whole.

- **Event**: This type of link occurs when two or more mentions refer to the same event or occurrence.

  For example, in the sentence "বিয়েটা সুন্দর হয়েছিল। সেই অনুষ্ঠান আমার মনে আছে।" (The wedding was beautiful. I remember that event.), "বিয়েটা" (The wedding) and "সেই অনুষ্ঠান" (that event) refer to the same event, so they would be linked as event coreference.

- **Set-Member**: This type of link occurs when one mention is a member of a set referred to by another mention.

  For example: "ছাত্ররা খেলায় খেলল। রামও ছিল।" (The students went to the playground. Ram was also there.), "রাম" (Ram) is a member of the set "ছাত্ররা" (The students), so they would be linked as set-member.

- **Bridging**: This type of link occurs when one mention infers or implies the existence of another mention.

  For example, in the sentence "রাম একটি বাড়ি কিনেছে। বাড়ীটা সুন্দর ছিল।" (Ram bought a house. The roof was green.), "রাম" (The roof) infers the existence of "একটি বাড়ি" (a house), so they can be linked as bridging.

- **Metonymy**: This type of link occurs when one mention is used to refer to another related mention.

  For example, in the sentence "বাংলাদেশ ক্রিকেট দল প্রস্তুত। বাংলাদেশ ক্রিকেট দলের চায়।" (Bangladesh cricket team is ready. Bangladesh wants to play cricket.), "বাংলাদেশ" (Bangladesh) is used to refer to "বাংলাদেশ ক্রিকেট দল" (Bangladesh cricket team), so they would be linked as metonymy.
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- **Role Appositive**: This type of link occurs when one mention describes the role or occupation of another mention.

  Example: "রাহিম, একজন ডাক্তার, আমার বন্ধু।" (Rahim, a doctor, is my friend.). Here, "রাহিম" (Rahim) and "একজন ডাক্তার" (a doctor) refer to the same person, so they would be linked as role appositive.

- **Descriptive Appositive**: This type of appositive provides descriptive information about the noun it is referring to.

  Example: "আমার বন্ধু, রাহিম, আসছে।" (My friend, Rahim, is coming.) In this example, the appositive "রাহিম" (Rahim) provides descriptive information about the noun "আমার বন্ধু" (my friend).

- **Identifying Appositive**: Identifying appositives are used to provide specific identifying information about a noun, such as its name or title.

  Example: "বাংলাদেশের প্রিমিয়ের, শেখ হাসিনা, সংসদে উপস্থিত ছিলেন।" (Sheikh Hasina, the Prime Minister of Bangladesh, was present in the Parliament.) In this sentence, the appositive "শেখ হাসিনা" (Sheikh Hasina) provides the specific identifying information about the noun phrase "বাংলাদেশের প্রিমিয়ের" (the Prime Minister of Bangladesh).

- **Occupational Appositive**: Occupational appositives provide information about the occupation or profession of a person.

  Example: "আমার বাবা, একজন ডাক্তার, প্রায়শই বাইকে কাজ করেন।" (My father, a doctor, mostly travels by bike.) In this sentence, the appositive "একজন ডাক্তার" (a doctor) provides information about the occupation of the noun phrase "আমার বাবা" (my father).

- **Qualifying Appositive**: Qualifying appositives provide additional qualifying information or characteristics about a noun phrase.

  Example: "তার ছেলে, সুন্দর গলার অধিকারী, গান গায়।" (Her son, a beautiful-voiced boy, sings songs.) In this example, the appositive "সুন্দর গলার অধিকারী" (a beautiful-voiced boy) provides qualifying information about the noun phrase "তার ছেলে" (her son).

- **Geographic Appositive**: Geographic appositives provide information about a specific location or place associated with the noun phrase.

  Example: "বগুড়া জেলা, বাংলাদেশের উত্তর-পশ্চিমাঞ্চলের একটি প্রাচীনতম অঞ্চল, পরিচিত হয় শিক্ষা নগরী হিসেবে।" (Bogra District, an administrative region in the north-western region of Bangladesh, is known as a renowned educational city.) In this sentence, the appositive "বাংলাদেশের উত্তর-পশ্চিমাঞ্চলের একটি প্রাচীনতম অঞ্চল" (an administrative region in the north-western region of Bangladesh) provides geographic information about the noun phrase "বগুড়া জেলা" (Bogra District).
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Abstract

The availability of annotated legal corpora is crucial for a number of tasks, such as legal search, legal information retrieval, and predictive justice. Annotation is mostly assumed to be a straightforward task: as long as the annotation scheme is well defined and the guidelines are clear, annotators are expected to agree on the labels. This is not always the case, especially in legal annotation, which can be extremely difficult even for expert annotators. We propose a legal annotation procedure that takes into account annotator certainty and improves it through negotiation. We also collect annotators’ feedback and show that our approach contributes to a positive annotation environment. Our work invites reflection on often neglected ethical concerns regarding legal annotation.

1 Introduction

Despite the success of self-supervised deep learning approaches (Jaiswal et al., 2021), accurate human annotation remains essential for NLP research, and it is no different for its applications to the legal domain. The increasing availability of corpora of legal documents has given a tremendous boost to legal NLP (Zhong et al., 2020), but this comes with serious ethical implications given the potential uses of systems trained on the annotated data (see Tsarpatsanis and Aletras (2021) for a brief overview).

Legal annotation is a complex task, where even expert annotators may fail to come to straightforward conclusions (Wyner et al., 2013). This warrants particular reflection on the definition of legal annotation guidelines and on making sure they are appropriate and consistently agreed upon among annotators (Santosuosso and Pinotti, 2020).

To address the aforementioned issues, we present an annotation procedure that involves a group of legal experts in the very process of creating and negotiating the annotation guidelines. We also anonymously collect annotators’ feedback and show that our procedure makes them more certain of and satisfied with their work. We believe this to be an important step towards a better treatment of annotators in the field of legal NLP.

The Italian legal system is currently undergoing significant changes in an effort to digitally transform and overall improve legal processes at all levels. At this stage, gathering high quality data is crucial to make sure that any downstream applications do not perpetuate errors and biases. The annotation procedure we describe is a preliminary step in the framework of the Next Generation UPP (NGUPP) project, funded by the Italian Ministry of Justice, and aimed at improving the efficiency of the judicial system in Italy. Specifically, we intend to empower judges with advanced information management tools to facilitate the drafting of court judgements. Such a tool would be used both retroactively, for legal search of case law, and proactively, for the creation of new judgments.

The paper is organized as follows. In Section 2 we discuss the relevant literature. In Section 3 we present the experimental design. Section 4 presents the annotation procedure. Section 5 is dedicated to the discussion of the results. Finally, in Section 6 we provide concluding remarks and ideas for future developments.

2 Related work

Corpora of legal texts are increasingly available and accessible. This is especially true of legislation (Chalkidis et al., 2019; Váradi et al., 2020), but it also applies to court judgments (Grover et al., 2004; Poudyal et al., 2020; Feng et al., 2022; Kapoor et al., 2022) and other types of legal texts (e.g. cons-
tracts, Funaki et al., 2020). There have already been several annotation efforts in the legal domain (Wyner, 2010; Duan et al., 2019; Glaser et al., 2021a; Kalamkar et al., 2022), with a particular interest towards arguments (see Zhang et al., 2022 for an overview).

While some types of annotation are relatively straightforward, obtaining consistent and accurate annotations in law is extremely challenging (Walker, 2016). Nonetheless, legal annotation tasks often leverage law students as domain experts (Wyner et al., 2013; Chalkidis et al., 2017; Soavi et al., 2022; Correia et al., 2022; Kalamkar et al., 2022). We invite caution in using this approach due to a) ethical concerns on adequate annotator compensation and b) difficulty in ascertaining their domain expertise.

Legal annotation tasks may entail another potentially problematic aspect. It is not uncommon to involve a small group of annotators who initially annotate the same text, which is subsequently revised by a more expert annotator tasked with solving any discrepancies (Wyner et al., 2013; Poudyal et al., 2020; Galli et al., 2022). Although this is a widely accepted method used to obtain gold standard annotations in the legal domain, we will not be using this technique; rather, we embrace the line of research that sees variation in human annotation as something that may naturally arise due to, e.g., ambiguity, uncertainty of the annotator, genuine disagreement, or simply the fact that multiple options are correct (Plank, 2022). Specifically, we follow Basile et al. (2021), who argue that “removing the disagreement might lead to better evaluation scores, but it fundamentally hides the true nature of the task we are trying to solve”.

To address the aforementioned issues, we propose an annotation procedure that promotes guideline negotiation. Previous work on legal annotation has featured modifications of annotation guidelines over time, either in a top-down manner or within small groups (Teruel et al., 2018; Correia et al., 2022; Galli et al., 2022). Lee et al. (2022) experiment with collaborative guideline creation among pairs of annotators, albeit not in the legal domain. They show that negotiation leads to improved annotator agreement within the pair, but the performance decreases dramatically among annotators of different pairs. Our group of annotators was not split into pairs for the negotiation; we are not aware of previous work that frames legal annotation as a peer-to-peer negotiation process among an entire group of legal professionals.

In an effort to contribute to a positive annotation environment, we collect feedback from the annotators. Following Nedoluzhko and Mírovský (2013) and Andresen et al. (2020), we collect measures of annotator certainty, checking whether they improve after the negotiation process. We also collect data on the overall satisfaction of the annotators.

The dataset we obtain from our annotation will be used for the development of text segmentation models. Segmenting court judgments into relevant sections can improve legal search and information retrieval; this has already been investigated by Savelka and Ashley (2018), Aumiller et al. (2021) and Glaser et al. (2021b). Licari and Comandè (2022) segment Italian civil judgements with simple regular expressions for benchmarking purposes.

We operate in the Italian legal context, which has been amply explored in previous literature (Lenci et al., 2009; Venturi, 2013; Tagarelli and Simeri, 2021; Galli et al., 2022). However, our proposed annotation procedure is language-agnostic.

3 Experimental design

This section describes our experimental design, aimed at developing an annotation procedure for the legal domain. We briefly present the dataset, the task, the annotators, the annotation tool, and the agreement metrics.

3.1 Dataset

The dataset consists of 50 Italian case law judgments, retrieved from 12 different Courts. The documents all concern first degree civil law judgments regarding the matter of unfair competition.

The selected case law judgments were available in PDF files, from which text was extracted using the Python implementation of MuPDF, an open source software framework for viewing and converting PDFs. The documents are very heterogeneous in terms of length: the number of tokens ranges from 1,368 for the smallest document, to more than 8,000 for the largest one, with a mean length of 4,387 tokens and a standard deviation of 1,798.

3.2 Annotation task

Given the collection of documents described in 3.1, the annotators were required to perform a “struc-
tural annotation”, i.e. to recognize the distinct sections that compose the structure of a court judgement. Thus, the task was to identify sections and sub-sections (text segmentation) and to label those segments (segment labeling).

The annotators were presented with text in free form; they had to underline the segments of interest and assign a label to them choosing from a predefined set. This set of labels (called the “annotation scheme”) and its development are described in depth in Section 4. The annotation is aimed at creating a dataset for legal text segmentation. The general expectation was that the entire text would be segmented and labeled (i.e. with no gaps between different sections), although this was not made explicit in the annotation guidelines.

The annotators were given the possibility to review and change their own annotations over time, provided that such modifications were made independently from other annotators.

3.3 Annotators

The annotation task was carried out by 9 law professionals, all of whom have relevant experience as both academics and practitioners: all but one of them hold a PhD and they are all licensed lawyers, having passed the Italian bar exam. While seniority varies on an individual basis (years of professional experience: min 3, max 23), they all have significant expertise in either civil law (4 annotators), criminal law (1 annotator), or a mix of different areas (4 annotators). As such, they are all familiar with Italian legal language and did not require ad hoc linguistic training. However, none of them had ever annotated before. For this reason, three law professionals with prior annotation experience were consulted for an initial draft of the annotation guidelines, but they did not perform the actual annotation task.

The annotators were asked to fill out a feedback questionnaire after the annotation process (see 5.4).

3.4 Annotation tool

Technical constraints and privacy issues prompted us to use proprietary annotation software. We use the Ellogon language engineering platform (Ntogramatzis et al., 2022), since it supports the task as defined in 3.2. The platform had to be customized to introduce the annotation labels of interest.

3.5 Agreement metrics

We evaluate agreement among annotators (Inter-Annorator Agreement, IAA) in order to provide a quantitative assessment of (1) the complexity of the annotation task, and (2) the homogeneity of the results. The annotation was carried out and analysed in the absence of a gold standard; we consider appropriate annotations to be an incrementally realised goal rather than a given (see also 5.3).

IAA has to account for 3 factors: a) presence of labels; b) alignment of annotated segments; c) agreement of labels assigned to segments. In order to cover all of these characteristics, we employ the $\gamma$ coefficient (Mathet et al., 2015). It is computed as the average of all local disagreements, referred to as disorders, between units from different annotators:

$$\forall s \in c, \gamma = 1 - \frac{\delta(s)}{\delta_e(c)}$$ (1)

with $\delta(s)$ being the disorder of the annotation set $s$ and $\delta_e(c)$ being the expected disorder of the corpus $c$. Maximum agreement is represented by $\gamma = 1$, while $\gamma < 0$ corresponds to the worst case, where annotator agreement is worse than annotating at random. Following this methodology, units of annotation are aligned to minimize the overall disorder. We compute $\gamma$ scores not only for each document, but also for each label defined in the annotation scheme in order to identify the most and the least disputed structural segments.

Finally, since annotators had the possibility of going back to the documents assigned to them and review their own annotations, we store periodic dumps of the annotation database and estimate self-agreement, i.e. the extent to which annotators maintain the segments and labels they had already selected. To this aim, we introduce the metric $\delta$, calculated as:

$$\delta = \frac{1}{T} \sum_{t=2}^{T} \frac{1}{|K|} \sum_{k \in K} \frac{|S_{k}^{(t-1)} \cap S_{k}^{(t)}|}{|S_{k}^{(t-1)}|}$$ (2)

where $T$ is the total number of periodic dumps of the annotation database, $K$ is the label set, and $S_{k}^{\tau}$ is the set of segments labelled with $k$ at time $\tau$. Notice that $\delta$ takes into account only the intersection of segment sets at consecutive times, and $\delta \in [0; 1]$. 
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4 Annotation scheme

In this section we summarize the development of the annotation scheme: first, we describe the initial scheme as designed by a restricted pool of experts; then, we recount its subsequent negotiation; finally, we report the resulting annotation scheme.

4.1 Initial development of the annotation scheme

The initial structural annotation scheme was developed through a reflection carried out by a small group of legal experts with specific and complementary expertise in both legal practice and in the digitization of justice. Specifically, these were: a university professor, former judge at the Court of Appeal of Milan; two legal professionals with previous annotation experience; and a researcher who also has around 7 years of experience as a lawyer and who is among the 9 annotators who carried out the annotation task.

The annotation experts involved had previously worked on complex structural annotation schemes. By contrast, it was unanimously decided to keep the structural annotation scheme simple, for two reasons. First, the structural segmentation was, at least initially, primarily aimed at distinguishing the reasoning part of the judgment from the other sections. Second, the more basic structural analysis was to be complemented and enriched by a further layer of more detailed argumentative annotation.

The initial annotation scheme featured 5 sections, specifically:

- the section “Corte e parti” included the indication of the court, the panel of judges, and the parties in the trial (i.e., the plaintiffs, the defendants, and any intervening third parties);
- the section “Antefatto” included background information, specifically on a) the proceedings of the trial, and b) the reconstruction of the facts involved in the case;
- the section “Domande” identified the claims and arguments brought forward by the parties (i.e., claims made by the plaintiff(s) and any counterclaims made by the defendant(s)). Each claim would be labelled individually;
- the section “Motivazione” identified the part of the judgment in which the reasoning for the decision of an individual claim is explained. Each line of reasoning would be labelled individually;
- the section “Decisone” identified the final decision(s) on each individual claim. If there are multiple decisions, each would be labelled individually.

In the presence of multiple claims, lines of reasoning and decisions, they would be numbered to link the three elements to one another.

The content of Italian court judgments is regulated by Article 132, c. 2 of the Italian Civil Procedure Code (CPC), which stipulates that each judgment “must contain: 1) an indication of the judge who pronounced it; 2) an indication of the parties and their attorneys; 3) the conclusions of the prosecutor and those of the parties; 4) a concise statement of the reasons of fact and law of the judgment; 5) the ruling, the date of the deliberation and the signature of the judge.” Nonetheless, the exact outline and structure of the judgments may vary in practice (e.g. some judges may wish to add section headings to structure their decisions, while others may not; some may provide this information into clearly separated sections, while others may not; etc.). The initial annotation scheme was thus developed taking into consideration not only the structure of the judgments as currently regulated by the CPC, but also as applied in practice by judges.

As one can see, the sections of this initial scheme, while encompassing the essential elements of the judgment outlined in the CPC, are not exactly overlapping. Specifically, the contents of items (1) and (2) are grouped in the “Corte e parti” section; the contents of item (3) can be found in the "Domande" section, the contents of item (4) correspond to the "Motivazione" section, and the contents of item (5) correspond to the "Decisone" section. Additionally, the annotation scheme includes the "Antefatto" section\(^1\). Previous experimentation with legal search models revealed that they would sometimes retrieve judgments based on content which was presented as background information in the case, even when the expected outcome would relate to the reasoning section. This segmentation was thus meant to aid the models in excluding potentially irrelevant information by focusing on specific sections.

\(^1\)This element was actually mandatory in a previous version of the CPC, but it has not been since 2009; in practice, a lot of judges still use it.
Please note that, at the time this annotation scheme was devised, the technical specifics of how the annotation would be carried out had not yet been defined.

4.2 Negotiation of the annotation scheme

The initial annotation scheme was modified through three meetings involving the entire group of annotators. The need for discussion and negotiation first became evident upon starting to apply the initial annotation guidelines within the constraints of the provided annotation tool. Specifically, there was an interest in mapping the overarching structural relationships between claims, reasoning and final decisions.

It was decided that individual claims, lines of reasoning and decisions would be considered sub-sections of more broadly defined sections. Furthermore, it was noted that the annotations of sub-sections could benefit from the definition of "chains" of reasoning, practically consisting of pairwise relationships between a claim, the reasoning on it, and the corresponding final decision.

After extensive discussion, it was further specified in the guidelines that the aforementioned "chains" should simply reflect lines of reasoning, without specifications on the nature of the reasoning itself (e.g. premise vs. conclusion, support vs. contrast). It was concluded that these would be left for a further layer of argumentative annotation, to be performed at a later time. This integration of the guidelines was considered necessary to prevent annotators from labeling text segments based on an "argumentative" and not a "structural" evaluation of their content.

Another point that required a collaborative discussion was related to the distinction between reasoning and decision. As previously mentioned, Italian court judgements are required to feature a specific section, at the very end, where the main decisions of the case are summarized: it is the so-called “Dispositivo” (final ruling), typically placed after the heading PQM, which translates to "For These Reasons". However, judges often "anticipate" their own decision within the body of the reasoning, as it may come naturally to conclude a given line of thought. The annotators thus concluded that within the "reasoning" section there could be "decision" sub-sections attributed to specific text segments.

4.3 The resulting annotation scheme

As a result of the collaborative (re)negotiation of earlier annotation schemes, the annotators came to agree on a set of guidelines, which were then used to annotate the dataset. We call these guidelines the "resulting annotation scheme", summarized in Table 1.

This annotation scheme is meant to segment Italian court judgements of civil proceedings at two levels: sections and sub-sections. The sections correspond to the ones presented in 4.1. Sub-sections are possible for the last three sections. These are meant to distinguish between different claims (e.g. <dom1>, <dom2>), different lines of reasoning (e.g. <mot1>, <mot2>), and different decisions (e.g. <dec1>, <dec2>). The sub-sections can be put in relationships of the type (<dom>,<mot>) or (<mot>,<dec>) if a motivation for decision <dec> on claim <dom> is explicit in the document, otherwise a (<dom>,<dec>) relation could be specified.

5 Analysis and discussion of the results

The results of our work include the annotation scheme as well as the output of the annotation activity. We evaluate Inter-Annotator Agreement from both a quantitative and qualitative perspective and we report annotator feedback.

5.1 Appraising the resulting annotation scheme

Given the somewhat unusual nature of our procedure, does the resulting annotation scheme reflect what we might expect?

Considering the provisions of the Italian CPC (see 4.1), it is not surprising that a similar 5-part subdivision can be found in other works on Italian legal NLP (Galli et al., 2022; Licari and Comandè, 2022). Contrary to what one may expect, though, Italian judgments often do not conform to a strict standard, with some sections (<ANT> and <MOT-SEZ>) being presented in different orders or not being clearly distinguished from one another. Text segmentation of Italian judgements is therefore not a trivial task, which motivates the need for text segmentation models to be carefully evaluated.

The scheme is also comparable to other works in the literature that have, within a variety of legal contexts, outlined a structural segmentation of court judgements (see e.g. Wyner et al., 2013 for the UK, Poudyal et al., 2020 for the European Court of Human Rights, Glaser et al., 2021b for Germany).
5.2 Annotator agreement

We report the results obtained for the metrics introduced in 3.5.

Before computing the agreement metrics, some cleaning operations were applied to the section annotation results. In particular, since sections are meant to be as contiguous as possible, quasi-consecutive segments with the same label were merged into a single segment. For practical purposes, segments within a distance of 25 characters from one another were considered quasi-consecutive. Duplicates and quasi-duplicates (i.e. segments that share at least 90% of another segment underlined later) were deleted, since they likely result from technical difficulties with the annotation tool. Finally, documents with partial annotations (i.e. with segments labelled with less than half of the labels in the annotation scheme) are not considered in the agreement evaluation. This is motivated by the expectation that each document contains at least one segment fulfilling each function, and does not undermine the results, resulting in the exclusion of only 3 documents for the section annotation and 6 documents for the subsection annotation.

Table 2 reports the $\gamma$ score statistics for both sections and sub-sections. High standard deviation suggests that some documents were more complex to annotate than others.

<table>
<thead>
<tr>
<th>Sections</th>
<th>Sub-sections</th>
<th>Italian</th>
<th>Explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td>&lt;COR&gt;</td>
<td></td>
<td>Corte e parti</td>
<td>Court, judicial panel, parties</td>
</tr>
<tr>
<td>&lt;ANT&gt;</td>
<td></td>
<td>Antefatto</td>
<td>Background information</td>
</tr>
<tr>
<td>&lt;DOMSEZ&gt;</td>
<td>&lt;dom1&gt;, &lt;dom2&gt;, ..., Domande</td>
<td>Claim(s) and argumentation of the parties</td>
<td></td>
</tr>
<tr>
<td>&lt;MOTSEZ&gt;</td>
<td>&lt;mot1&gt;, &lt;mot2&gt;, ..., Motivazione</td>
<td>Reason(s) for the final decision(s)</td>
<td></td>
</tr>
<tr>
<td>&lt;DECSEZ&gt;</td>
<td>&lt;dec1&gt;, &lt;dec2&gt;, ..., Decisione</td>
<td>Final decision(s)</td>
<td></td>
</tr>
</tbody>
</table>

Table 1: The resulting annotation scheme for Italian court judgements of civil proceedings.

Of the label set, which indicates that the sections tend to be discontinuous and sparse inside the document. Indeed, Figure 1 shows that both in a document with well-aligned and in another document with poorly aligned annotations, some sections are interrupted by others and re-appear later in the text.

Figure 2 shows the confidence intervals of $\gamma$ scores for each section type, indicating that some sections are more difficult to locate than others. While the <COR> section is usually located at the beginning and is therefore widely agreed upon, the location of the <ANT> section varies depending on the judge and the specific case. Agreement on the <DECSEZ> section is among the lowest. As discussed in 4.2, although the final decisions typically conclude the judgement, anticipations of the decisions can be found in previous sections, leading to interpretative differences as to what constitutes a final decision. Although we do not have a baseline we can compare our results against, our findings are consistent with those reported by Wyner et al. (2013).

To gain a deeper understanding of the causes for disagreement, we calculated how frequent it was for the annotators to label the same segment differently, i.e. the categorial dissimilarity $d_{cat}$ between aligned annotators units. As expected, the label pairs (a, b) that showed the highest disagreement, i.e. the highest number of segments that were annotated with a by one annotator and with b by another annotator, were (<ANT>, <DOMSEZ>) and (<MOTSEZ>, <DECSEZ>).

Figure 3 shows the confidence intervals for $\gamma$ scores for each subsection type. Agreement drops significantly for these more fine-grained labels. <dec> segments are the ones that raise the highest disagreement, while segments of the other two types are comparable in terms of agreement. The higher numerosity of <dec> segments likely plays a role in their higher variability.

To calculate the metric we introduce, namely self-agreement over time, we made 4 dumps of the database, one before each negotiation meeting.
and one at the end of the annotation process. We found an average $\delta$ of 0.963, with a standard deviation of 0.151, which indicates that few changes were made to annotations over time. In particular, the mean $\delta$ reveals that few changes occurred as a consequence of the meetings, but its standard deviation suggests some annotators made much more extensive modifications than others.

5.3 Qualitative analysis of annotator disagreement

While agreement metrics are important in the evaluation of annotation, the investigation of disagreement can reveal important considerations which can greatly improve the annotation process (Lee et al., 2022; Plank, 2022). This section presents a brief but illustrative qualitative analysis of some outputs of the annotation: the aim is to highlight where the agreement between the annotators proved to be weak, leading us to reflect on what might be the primary causes of the disagreements.

From a legal standpoint, unfair competition is a rather complex matter and the judgments tend to exhibit a convoluted structure, with the judges having to address a large number of claims brought forward by the parties. This complexity is certainly a challenge for the annotators, who need to deduce and combine non-trivial information to arrive at the label (Malik et al., 2022). As reported in 5.2, the label pairs that exhibited a higher level of disagreement between annotators were (<ANT>, <DOMSEZ>) and (<MOTSEZ>, <DECSEZ>). We now review an example for each label pair.

Background information may be presented and evaluated throughout the entire judgement; an annotator might therefore be uncertain as to which label to apply. For example, the facts of the case can contribute to the argumentation of the reasoning section (see Figure 6 in the Appendix). Additionally, the judge may reference the claims of the parties in their summary of the facts (see Figure 4). Given the ambiguity, Annotator 1 (left) decided to remark the presence of the claims (<DOMSEZ>, in green), while Annotator 2 (right) chose to label the entire section as background information (<ANT>, in purple).
In addition to the inherent difficulty of the subject matter, there is potential ambiguity in the annotation guidelines: as can be seen from Figure 5, Annotator 1 (left) identified parts of the decision (in orange) also within the section containing the legal reasoning (in blue), whereas Annotator 2 (right) labeled the entire segment as legal reasoning (see Figure 7 in the Appendix for another example). Although the negotiation meetings featured extensive discussion on the use of the `<DECSEZ>` and `<dec>` labels, some ambiguity remains, leading annotators to different interpretations.

5.4 Annotator feedback

As we have extensively discussed, the annotators were encouraged to (re)negotiate the annotation scheme and guidelines over several meetings. Given the difficulty of legal annotation, we believe this to be crucial in making annotators feel supported. Not only did we believe that this process would improve annotator certainty (Nedoluzhko and Mírovský, 2013; Andresen et al., 2020), but we also hoped it would help annotators be satisfied with their work. To measure this, we asked the annotators to fill out a questionnaire to provide anonymous feedback on the annotation process. Based on the feedback we gathered, it appears that annotator certainty increased slightly after the meetings (35%). Additionally, all respondents but one2 a) express satisfaction with the work they have done; b) report that the meetings facilitated a more thorough comprehension of the annotation process; c) indicate that the meetings were instrumental in revisiting guidelines that were not sufficiently clear or appropriate.

6 Conclusion and Future Work

This paper introduces a novel annotation procedure based on the active participation of an entire group of domain experts in the process of creating and negotiating the annotation guidelines. An interdisciplinary research team, involving experts from the legal, linguistic and computer science fields, has actively collaborated in order to address the common issues faced in the annotation of legal documents. The result of this procedure is an annotation scheme tailored to Italian case law judgments, which provides a unifying structure to integrate the sections mandated by the law and the ones used in practice by judges. We consider these to be preliminary results in the ongoing development of a reliable procedure that will be extended in future work. We are currently experimenting with the annotation of more fine-grained phenomena: the structure outlined by our annotation scheme serves as the basis for the annotation of legal arguments. Since the work presented here is still ongoing, we are unable to release the annotated dataset and the annotation guidelines at present; however, the annotation scheme is presented in Table 1 and its development is documented in Section 4.

Our project comes at a crucial time in the process of re-thinking how the judicial system works.

---

2In the questionnaire these were presented as statements that the annotators could either agree, partially agree, or disagree with. The same individual disagreed with all of them; regrettably, since the feedback is anonymous, we cannot reach out to them directly to understand what may have gone wrong.
in Italy. The work of law professionals is changing due to the introduction of increasingly sophisticated technological tools. The annotations we collect will be used to build corpora that represent the structure and argumentation of Italian court judgments. Leveraging segmented case law judgments can improve both keyword-based and semantic-based search of legal precedents. We are actively experimenting with different techniques, including few-shot learning, that can leverage this data to improve the efficiency of legal search. The long-term goal is to integrate these tools into a document builder that supports Italian judges in the drafting of court judgments.

The annotation of a small set of 50 judgments was used to elaborate, apply and evaluate a novel annotation procedure, capable of taking into account the nuances that the legal subject matter brings, especially when applied to complex cases, while also allowing domain experts to be adequately valued in their specific expertise. Discussions on the ethics of legal NLP abound, with emphasis on the data and its potentially harmful uses. While crucial, these discussions would benefit from further reflection on how the data is being annotated. We hope that our results can inspire researchers and practitioners to carefully consider these issues in future work.

Ethics Statement

Our work is meant to inspire reflection on the treatment of annotators in the field of legal NLP. Specifically: a) we make it a point of involving legal professionals, not law students; b) the annotators involved in the project won a public selection competition to participate in a project aimed at the digitalization of the Italian judicial system; c) the annotators are all hired to work on the project and receive adequate pay; d) we make sure that their specific expertise is valued by involving them in the creation and negotiation of the annotation guidelines; e) we take measures to track whether they are happy with the work they are doing.

Limitations

Although our annotation procedure envisions a negotiation process among an entire group of legal experts, due to time constraints each document was eventually annotated by either 2 or 3 annotators. Having the entire group annotate every document might have yielded more interesting and fruitful discussions for the negotiation process and allowed for a deeper analysis of annotator (dis)agreement. We also have to point out that several annotators lamented technical difficulties in using the annotation tool (due to the limitations of the tool itself); this may have severely impacted annotation quality. We wish to address these limitations in future work.
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Abstract

This paper reports on a three-part series of original methods geared towards producing semantic annotations for the decompositional marker again. The three methods are (i) exhaustive expert annotation based on a comprehensive set of guidelines, (ii) extension of expert annotation by predicting presuppositions with a Multinomial Naïve Bayes classifier in the context of a meta-analysis to optimize feature selection and (iii) quality-controlled crowdsourcing with ensuing evaluation and KMeans clustering of annotation vectors.

1 Introduction

The goal of this paper is to present a series of three original methods in the context of, and first-hand results for, ascertaining theoretically relevant ambiguities in readings of historical data on decomposition. Decompositional adverbs (e.g., again and its relatives in many languages) have attracted attention not only in the context of formal analyses (say, structural vs. lexicalist) since they are insightful, if not uncontroversial, in their own right. They also touch on the representation of events, presuppositions, and more generally the way the structural and the meaning components of particular languages are to be related (cf. Rapp and Stechow, 1999; Beck, 2005; Zwarts, 2019; Ausensi et al., 2021, among many others). Moreover, recent inquiries into diachronic formal semantics have crucially shown that diachronic data can not only receive motivated theoretical analyses but are also able to elucidate synchronic debates that could not be solved otherwise thus far (Beck and Gergel, 2015; Degano and Aloni, 2022). However, major practical issues with much needed diachronic data are the costly process of extraction w.r.t. high-quality data, their reliable annotation, stronger validation (than, say, the intuitions of individual researchers), and, when possible, partially automatic amplification/replication. The structure of this paper is as follows: In section 2, we start off with a discussion of the English adverb again and its main readings – as relevant to the discussion at hand. Next, we discuss the three methods for producing semantic annotations for again: In section 3, we go into detail regarding the procedure behind exhaustively annotating its various readings with a team of expert annotators based on syntactically parsed diachronic corpora of English (ranging throughout recorded history, from Old to Modern English; our concrete focus here lies ‘only’ on the last two to four centuries). The first slice of this semantic annotation, i.e., all 1,901 uses of again in the Penn Parsed Corpus of Modern British English (2nd ed., ‘PPCMBE2’, cf. Kroch et al., 2016), is ready to be shared with the community along with a tool to be merged with users’ own instances of the PPCMBE2. The second method discussed in this paper (section 4) seeks to tap into the semantically enriched data and extend the expert annotation: We discuss the performance of a Multinomial Naïve Bayes classifier in predicting the main readings of again in PPCMBE2. We do so in the context of a meta-analysis exploring the best-performing feature combinations based on a set of 16 different features of three different major types (features based on our semantic annotation, structural features drawn from the pre-existing syntactic parsing, and ‘naïve’ features based on the textual surface). We cover the third and final approach in section 5. It reports on what we call an ‘informed crowdsourcing experiment’, which we designed to explore crowd aptitude for providing nuanced semantic annotations on diachronic data – natural language data for which our (‘informed’) crowd workers can have no actual native speaker intuitions whatsoever (as the bearers of truly native intuition are dead). Here we report on the performance of KMeans clustering of the crowdsourcing data when compared to our gold standard of expert annotations. We close with a general discussion in section 6.
2 Again and its readings

The natural language phenomenon at the core of all annotation tasks discussed here is the English adverb again and its well-documented ambiguity. Consider the example corpus data (1) and (2):

(1) i. [A]ll the plants then must be examined.
   (token 345) [...]
   ii. and those which are planted in pots, should in the following year’s bloom be again examined
   (FALLOWFIELD-1791-2,34.349, ‘Gardening Calendar’)

(2) i. He sat really lost in thought for the first few minutes;  (token 565) [...]
   ii. He [Mr. Knightley] hesitated, (618)
   iii. got up.  (619) [...]
   iv. and he sat down again;  (633)
   (AUSTEN-1815-2,169.633, ‘Emma’)

The adverb again in (1) has a repetitive reading (‘rep’): An event of the same kind (examining plants) is presupposed. The again in (2) has a restitutive/counterdirectional readings (‘res/ct’), i.e., the again here does not presuppose a sitting-down event by Mr. Knightley but an event in the opposite direction. This presupposition is satisfied in (2-iii) where [he] got up. The result state of the sitting-down event restores a state that held at a time prior to reference time. Note, that in (2) we could naturally assume that Mr. Knightley must have sat down at some point prior to the reference time for (2-iv).

In fact, we can infer as much from the context (2-i) but it is never asserted in the prior contexts. Thus, in the domain of relevant times (as far as available in the context) we don’t find the repetitive presupposition satisfied in the context. While the result state is overtly spelled out in (2-iv), this need not always be the case for res/ct uses, cf. (3) where again – on a decompositional analysis – has access to the result state of its predicate:

(3) a. [T]ake them [the trees] up in the fall of the year, give the roots and heads a pruning.
   (token 391f)
   b. and plant them again [...]  (393)
   (COBBETT-1838-2,156.393, ‘English Gardener’)

These two main readings, rep (1) and res/ct (2)-(3), are the most frequent ones in the data discussed here and in line with the literature (cf. Gergel and Beck, 2015). A third relevant reading of again are discourse-marker uses, which have a discourse organizing function rather than operating on predicates (‘dm’). Other smaller readings of again exist in the historical data but are not reported here for the sake of brevity (labeled ‘other’ in the discussion below).

3 Expert annotation of again and its various readings in PPCMBE2

3.1 Method

Based on presupposition (PSP) satisfaction in the linguistic context, our multi-annotator team (i) classified any use of again according to its reading, (ii) marked the main verb of the again-predicate (‘target verb’), and (iii) marked the main verb of the antecedent satisfying a relevant PSP. Other categories were marked in absence of a verb (e.g., Rain again [...] cf. RUSKIN-1882-2,3,1019.286). Contextual material was still marked as antecedent – and additionally labeled with an ‘inference’-tag – if it ‘only’ allowed the inference of a relevant PSP but did not constitute a perfect antecedent in a narrow sense. Early stages of the annotation process were marked by iterative cycles of ongoing annotation work informing our annotation guidelines and vice versa. In later stages, our annotators worked on the basis of a detailed multi-page set of annotation guidelines. A crucial point, on a macro level, was to have a robust set of rules to yield uniform decisions for known uses of again and to allow for sensitivity for unknown/deviant uses of again while remaining general enough to capture the various types of predicates again can operate on. On a micro level, our annotation guidelines needed to be able to handle the intricacies in the linguistic representation of event structure not only of again events but especially the interaction with (competing) potential antecedent events. Every single use of again received (at least) two independent annotations by trained annotators. Disagreements after the first round of annotations were cleared up by repeated reviews and finally consolidated by either a third annotator or by a team consensus.

3.2 Results

To illustrate: Based on our expert annotations, we get the diachronic picture in Table 1 and Figure 1
for Late ModEng (L1-L6), i.e., the PPCMBE2 corpus. These two simplified graphs represent the entire set of 1,901 uses of *again* from the period and show the relative frequency of the two major readings ‘repetitive’ (*rep*) and ‘restorative/counterdirectional’ (*res/ct*), as well as discourse marker uses (*dm*), and the above mentioned fourth class (*other*) (containing minor other readings and low-frequency occurrences of unresolvable ambiguity/unclear cases). In particular, the overall decrease of *res/ct* readings clarifies and certifies previous accounts on the diachronic development of *again* w.r.t. its two major readings (Beck et al., 2009; Gergel and Beck, 2015), which had been done on disparate corpora (i) (solely) based on correspondence and (ii) lacking the 18th century (currently the most general unified corpus is used, from which Tab. 1 is an example).

<table>
<thead>
<tr>
<th>subperiod</th>
<th>rep</th>
<th>res/ct</th>
<th>dm</th>
<th>other</th>
</tr>
</thead>
<tbody>
<tr>
<td>L1, 1700-1734</td>
<td>50.6</td>
<td>42.7</td>
<td>4.5</td>
<td>2.2</td>
</tr>
<tr>
<td>L2, 1735-1769</td>
<td>51.2</td>
<td>43.1</td>
<td>2.4</td>
<td>3.4</td>
</tr>
<tr>
<td>L3, 1770-1804</td>
<td>59.7</td>
<td>33.1</td>
<td>5.3</td>
<td>2.0</td>
</tr>
<tr>
<td>L4, 1805-1839</td>
<td>58.0</td>
<td>33.9</td>
<td>5.3</td>
<td>2.8</td>
</tr>
<tr>
<td>L5, 1840-1874</td>
<td>64.1</td>
<td>24.7</td>
<td>10.3</td>
<td>0.8</td>
</tr>
<tr>
<td>L6, 1875-1910</td>
<td>60.7</td>
<td>25.0</td>
<td>12.6</td>
<td>1.7</td>
</tr>
</tbody>
</table>

Table 1: Frequency of readings over time in %

4 Classifying *again* with a Multinomial Naïve Bayes classifier

4.1 Methods

Based on the expert annotations introduced in section 3 together with a variety of features, we carried out a meta-analysis to find the most promising features in predicting readings of *again* with a Naïve Bayes classifier. We reduced our data set of 1,901 annotations to the 1,722 uses that represent either *rep* (64.4%) or *res/ct* (35.6%) uses of *again*. For these 1,722 *again*s, we collected 16 different features of three major distinct types: (i) “Naïve” features that can be drawn from the linear surface of the text material, (ii) annotational features as per our semantic annotation (but crucially not including the classes of readings, i.e. the dependent variable), and (iii) structural features rooted in the pre-existing syntactic parsing of the data. These features we modeled as count vectors in separate feature matrices for which we computed all possible feature combinations. Over each of the resulting 65,535 different combinations of features, we ran 10 train-test-cycles of a Multinomial Naïve Bayes classifier (with a repeated and randomized 4:1 split between training and testing data for validation) as pretests and 100 train-test-cycles if the pretest gave an accuracy above 77.5%.

4.2 Results

We achieve an average accuracy of up to 81.46% in classifying uses of *again* as either *rep* or *res/ct* (based on 100 cycles, standard deviation=2.18%).

A set of core features is involved in most feature combinations that achieve average accuracies of 81% or higher: 1. antecedent verb, 2. target verb, 3. distance between antecedent material and *again*, 4. distance between *again* and target verb (also encodes precedence by including negative values), 5. word forms/unigrams in the *again*-clause (as delimited in the syntactic parse). For the average accuracy to go beyond 81% varying other features – often to the exclusion of one another – need to be included. The average accuracy of only the listed features (1-5.) combined is 80.67% (based on 100 train-test cycles, std.=2.13%).

Another important observation: If we remove all annotational features (especially those pertaining to antecedent material) and rely only on e.g. 3 features that can be gleaned from this corpus data with relative ease (from the preexisting part-of-speech and syntactic annotations): 1. target verb, 2. distance between target verb and *again*, and 3. the object language items.

The pretesting was necessary as a measure to reduce computational load. The threshold of 77.5% was informed by previous (shorter) runs in an attempt to strike a balance between expected computational load and desired robustness in the upper range of obtained average accuracies.
in the again-clause – with each having a single-feature accuracy of 73.7%, 63.2%, and 74.6%, respectively, – we get an average accuracy of 78.3% (std. 1.93% over 100 train-test cycles). The reported accuracies can be considered a promising first result and, especially since the classifier we used here is insensitive to order (e.g., word order) or weight of features, a result that might be improved upon, e.g. by expanding to again-clause bigrams.

Figure 2: Average accuracy by number of features for 65,535 feature combinations; based on 10 or 100 train-test cycles respectively

Figure 3: Distribution average accuracy for 65,535 feature combinations; based on 10 or 100 train-test cycles respectively

5 Informed crowdsourcing pilot

5.1 Methods

For this approach we recruited students as crowd workers from two consecutive lectures at the English department at Saarland University. The motivation for this course of action was owing to the intricate nature of the annotation task, i.e., heavily context-dependent semantic annotations on historical language data (with potential antecedent material at varying distances to the PSP trigger – at times significantly greater than, for instance, pronoun reference resolution tasks). Therefore, we needed to be able to communicate with our crowd members in order to quickly respond to uncertainties. We characterize the students who participated as ‘informed crowd’ because, on the one hand, they were not mere speakers of English providing intuitions but, on the other hand, they were not fully-trained as expert annotators. As students enrolled in an English program, our workers’ depths of formal commitment to linguistics is varied: To a large degree, their backgrounds include teachers in training, which means that English is one out of at least two subjects. In other cases, their English studies include a strong emphasis on literary and cultural studies. In next to none of the cases were the student crowd workers formally trained experts. Judging from participants’ place of birth – 83.6% out of the 128 participants who submitted annotations for this pilot study were born in Germany – they are overwhelmingly native speakers of German. In order to generate a return of investment for our students/crowd workers’ contributions, the lectures were drafted so that the crowdsourcing experiment would complement the lectures well. The first was a history-of-English lecture, the second a contrasting-grammars lecture. Both lectures featured a discussion of the diachrony and the semantics of again along with an exploration of the guiding research questions and, thus, a connection to the ongoing annotations tasks. Our crowd workers were given a heavily stripped and condensed version of our annotation guidelines, a practice data set, regular tutorial sessions and a recorded tutorial (i.e. a ‘how-to video’). We distributed individualized data sets, each containing five uses of again on a weekly basis directly to students’ inboxes (to minimize the possibility for teamwork). To avoid scarcity in the crowd-provided annotations, we only used a subset of the PPCMBE and the PPCEME (Kroch et al., 2004) data, i.e., 328 agains. Submissions were handled with the assignment functionality of our home institution’s online learning platform. Each student had to perform and submit a minimum of three sets of annotations over the course of a semester as part of their minimum grading requirement. An important note here is that submissions were graded exclusively based on formal criteria of the annotation scheme and not on any notion of ‘correctness/incorrectness’ of annotations as such (e.g., relative to a gold standard or the
rest of the crowd). After the elicitation phase which yielded 3,319 valid annotations, we prepared the crowd-provided data for analysis by vectorizing the crowdsourced annotations. For a toy example of this conversion, consider Table 2 (pre-) and Table 3 (post-conversion). Moreover, see Table 4 where the sums of the toy data point vectors are combined into the unit vector $u_1$ (along with another toy unit vector $u_2$):

<table>
<thead>
<tr>
<th>data point</th>
<th>factor</th>
<th>unit</th>
<th>annotator</th>
</tr>
</thead>
<tbody>
<tr>
<td>$dp_1$</td>
<td>$lev_1$</td>
<td>$u_1$</td>
<td>$a_9$</td>
</tr>
<tr>
<td>$dp_3$</td>
<td>$lev_2$</td>
<td>$u_1$</td>
<td>$a_2$</td>
</tr>
<tr>
<td>$dp_4$</td>
<td>$lev_3$</td>
<td>$u_1$</td>
<td>$a_7$</td>
</tr>
</tbody>
</table>

Table 2: Annotations as levels

<table>
<thead>
<tr>
<th>data points</th>
<th>$lev_1$</th>
<th>$lev_2$</th>
<th>$lev_3$</th>
<th>unit</th>
<th>annotator</th>
</tr>
</thead>
<tbody>
<tr>
<td>$dp_1$-$dp_4$</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>$u_1$</td>
<td>$a_2$</td>
</tr>
<tr>
<td>$dp_5$-$dp_9$</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>$u_2$</td>
<td></td>
</tr>
</tbody>
</table>

Table 3: Annotations as one-hot vectors

5.2 Results

We tested three different approaches for eliciting a ‘crowd winner’ and evaluating the crowd annotations in contrast to our gold standard provided by our team of expert annotators. The first was a simple majority vote approach\(^2\) – with $lev_1$ coming out as the winner for unit $u_1$ in the toy example in Tab. 4. In the second approach, we adjusted the bare data point vectors by crowd quality metrics ("CrowdTruth"; cf. Aroyo and Welty, 2013a,b; 2015; Dumitrache et al., 2018). Similar to simple majority vote, the highest value for a unit vector yielded the ‘crowd winner’. The third approach was also based on crowd quality adjusted annotation vectors but relied on a KMeans algorithm for unsupervised classification of unit vectors (Pedregosa et al., 2011). We chose the number of clusters (‘$K$’) with the ‘within-cluster-sum-of-squares’ heuristic (WCSS, ‘elbow method’; cf. Fig. 4).

Out of the three different approaches, KMeans clustering proved to yield the highest accuracy rates. The detailed results are given in Table 5 where the rows show the gold-standard based readings (other were excluded in this pilot). The absolute numbers (‘$N$’) represent the number of agains available respectively per class and/or period. The corresponding percentages report the accuracies of the KMeans clustering. In addition to per-period, per-century, and overall accuracies, we report Cohen’s Kappa in the bottom row. We get high accuracies for the repetitive readings (‘rep’) consistently throughout all periods. The lowest percentage accuracy we get for the restitutive/counterdirectional agains (‘res/ct’) – especially in the older data (75.0%). It is predominantly the res/ct-reading that is responsible for a decreased overall accuracy of older data.

Table 5: GS units (N) & CS-acc. (%), KMnCl.

The features were ranked based on our intuition for respective relevance and scaled to such small weights that they could not tip the scale over the number of available crowd votes:

\[
(1 + (10^7 \times \text{experience}_{dp})) \\
(1 + (10^6 \times \text{average evaluation}_{dp})) \\
(1 + (10^5 \times \text{semester progress}_{dp})) \\
(1 + (10^4 \times \text{motivation}_{dp})) \\
= \text{tie breaker}_{dp}
\]
mentary 19.8% inaccurate cases. 23 of these were classified as repetitive and only one as discourse marker ('dm'). The ratio of true to false hits for the two main readings (rep vs. res/ct) is 9.3:1 for the rep-data (gold standard) and 4.2:1 for the res/ct data. Thus, if the goal is to reduce costly workload for expert annotators, a review of crowdsourced annotations ought to focus on the data that comes out as res/ct since it is here that we find a higher confusion rate (97:17 in contrast to 158:25, true to false positives, respectively).

### Table 6: Confusion matrix, crowd sourcing by gold std.

<table>
<thead>
<tr>
<th></th>
<th>CS-rep</th>
<th>CS-res/ct</th>
<th>CS-dm</th>
</tr>
</thead>
<tbody>
<tr>
<td>GS-rep</td>
<td>158</td>
<td>17</td>
<td>1</td>
</tr>
<tr>
<td>GS-res/ct</td>
<td>23</td>
<td>97</td>
<td>1</td>
</tr>
<tr>
<td>GS-dm</td>
<td>2</td>
<td>0</td>
<td>18</td>
</tr>
</tbody>
</table>

The strategy to focus on res/ct data for an expert review of crowd sourced data is also supported by the distribution of unit quality scores. Unit quality scores (UQS) are computed for each unit (= use of again): We calculated it as the average of all pairwise cosine similarities for all possible distinct worker\textsubscript{i} and worker\textsubscript{j} pairings (such that worker\textsubscript{i} \neq worker\textsubscript{j}) (Aroyo and Welty, 2013a,b, 2015; Dumitrache et al., 2018). Interpreting the UQS as a measure of crowd confidence, we conclude that the crowd decisions for true rep-readings came about with higher confidence than the true res/ct-readings, cf. top-left vs. bottom-left subplots in Fig. 5. Thus, focusing on the crowd-provided res/ct-labels in a review by expert annotators would also increase robustness of the annotated data in the ‘right places’.

### Figure 5: Unit Quality Score (UQS) for GS-CS matches & mismatches; as kernel density plots

6 Conclusion

At the current state of the technical possibilities explored and as far as the natural language phenomenon at hand is concerned, a gold standard cannot be substituted wholesale by either machine learning-based predictions or experimental data. The first upshot is that the gold standard itself must be as solid as possible (we sketched our detailed approach above, and we are open to constantly improving it). At the same time, we think that our two additional case studies are quite telling even if their performance was expectedly lower. The significance of such extensions is obvious when it comes to the annotation of larger amounts of data (be it for decompositional markers or other annotational tasks; of course, for low-frequency phenomena, the use of larger corpora or alternative methods becomes a necessity). The feature-based approach (section 4) then becomes relevant, also for cases in which the syntactic annotation is missing such as the EEBO type of corpora in our object-language English. In such a case, some of the syntactic features we have used in our approximations can be translated, e.g., in terms of precedence (an instance of again that precedes its modifying predicate is typically also higher in structure etc.). Overall, however, we believe that the human approach, i.e., the type of informed crowdsourcing we have utilized, is the most promising variant of annotational support when one strives to cover more data than one’s team can handle or for gaining more certainty empirically. The straightforward advantage is that the relatedness in the languages at hand can be used even if the ‘nativeness’ of the actual participants is not available. Some of our results have indicated that more distant periods in time do not necessarily become worse in the annotational performance. On a conceptual level, there is also initial evidence from independent areas of semantic change (cf. Gergel et al., 2021, 2023) that speakers adapt astonishingly well in simulated situations of change. Finally, even if certain targeted readings are comparatively low performing, one can still place a crowdsourcing approach at the start of an annotation pipeline. By validating crowd annotations with a gold standard for a subset of the data, one can learn which data (i) needs a closer review, (ii) which data needs less attention in a review, and (iii) which data could benefit from a thorough review due to inherent indecisiveness of the crowd.
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Abstract

Annotating cross-document event coreference links is a time-consuming and cognitively demanding task that can compromise annotation quality and efficiency. To address this, we propose a model-in-the-loop annotation approach for event coreference resolution, where a machine learning model suggests likely corefering event pairs only. We evaluate the effectiveness of this approach by first simulating the annotation process and then, using a novel annotator-centric Recall-Annotation effort trade-off metric, we compare the results of various underlying models and datasets. We finally present a method for obtaining 97\% recall while substantially reducing the workload required by a fully manual annotation process.

1 Introduction

Event Coreference Resolution (ECR) is the task of identifying mentions of the same event either within or across documents. Consider the following excerpts from three related documents:

\( e_1 \): 55 year old star will replace Matt Smith, who announced in June that he was leaving the sci-fi show.

\( e_2 \): Matt Smith, 26, will make his debut in 2010, replacing David Tennant, who leaves at the end of this year.

\( e_3 \): Peter Capaldi takes over Doctor Who . . . Peter Capaldi stepped into Matt Smith’s soon to be vacant Doctor Who shoes.

\( e_1 \), \( e_2 \), and \( e_3 \) are example sentences from three documents where the event mentions are highlighted and sub-scripted by their respective identifiers (\( m_1 \) through \( m_4 \)). The task of ECR is to automatically form the two clusters \( \{m_1, m_3, m_4\} \) and \( \{m_2\} \). We refer to any pair between the mentions of a cluster, e.g., \( (m_1, m_3) \) as an ECR link. Any pair formed across two clusters, e.g., \( (m_1, m_2) \) is referred to as non-ECR link.

Annotating ECR links can be challenging due to the large volume of mention pairs that must be compared. The annotating task becomes increasingly time-consuming as the number of events in the corpus increases. As a result, this task requires a lot of mental effort from the annotator and can lead to poor quality annotations (Song et al., 2018; Wright-Bettner et al., 2019). Indeed, an annotator has to examine multiple documents simultaneously often relying on memory to identify all the links which can be an error-prone process.

To reduce the cognitive burden of annotating ECR links, annotation tools can provide integrated model-in-the-loop for sampling likely coreferent mention pairs (Pianta et al., 2008; Yimam et al., 2014; Klie et al., 2018). These systems typically store a knowledge base (KB) of annotated documents and then use this KB to suggest relevant candidates. The annotator can then inspect the candidates and choose a coreferent event if present.

The model’s querying and ranking operations are typically driven by machine learning (ML) systems that are trained either actively (Pianta et al., 2008; Klie et al., 2018; Bornstein et al., 2020; Yuan et al., 2022) or by using batches of annotations (Yimam et al., 2014). While there have been advances in suggestion-based annotations, there is little to no work in evaluating the effectiveness of these systems, particularly in the use case of ECR. Specifically, both the overall coverage, or recall, of the annotation process as well as the degree of annotator effort needed depend on the performance of the model. In order to address this shortcoming, we offer the following contributions:

1. We introduce a method of model-in-the-loop annotations for ECR\textsuperscript{1}.

2. We compare three existing methods for ECR (differing widely in their computational costs), by adapting them as the underlying ML mod-

\textsuperscript{1}repo: github.com/ahmeshaf/model_in_coref
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els governing the annotations.

3. We introduce a novel methodology for assessing the workflow by simulating the annotations and then evaluating an annotator-centric Recall-Annotation effort tradeoff.

2 Related Work

Previous work for ECR is largely based on modeling the probability of coreference between mention pairs. These models are built on supervised classifiers trained using features extracted from the pairs. Most recent work uses a transformer-based language model (LM) like BERT (Devlin et al., 2018; Liu et al., 2019) to generate joint representations of mention pairs, a method known as cross-encoding. The cross-encoder is fine-tuned using a coreference scoring objective (Barhom et al., 2019; Cattan et al., 2020; Meged et al., 2020; Zeng et al., 2020; Yu et al., 2020; Caciula et al., 2021). These methods use scores generated from the scorer to then agglomeratively cluster coreferent events.

Over the years, a number of metrics have been proposed to evaluate ECR (Vilain et al., 1995; Bagga and Baldwin, 1998; Luo, 2005; Recasens and Hovy, 2011; Luo et al., 2014; Pradhan et al., 2014). An ECR system is evaluated using these metrics to determine how effectively it can find event clusters (recall) and how cleanly separated the clusters are (precision). From the perspective of annotation, it may only be necessary to focus on the system’s recall or its effectiveness in finding ECR links. However, an annotator might still want to know how much effort is required to identify these links in a corpus to estimate their budget. In the remainder of the paper, we attempt to answer this question by first quantifying annotation effort and analyzing its relation with recall of the system.

We use the Event Coreference Bank Plus (ECB+; Cybulska and Vossen, 2014)) and the Gun Violence Corpus (GVC; Vossen et al. (2018)) for our experiments. The ECB+ is a common choice for assessing ECR, as well as the experimental setup of Cybulska and Vossen (2015) and gold topic clustering of documents and gold mention annotations for both training and testing\(^2\). On the other hand, the GVC offers a more challenging set of exclusively event-specific coreference decisions that require resolving gun violence-related events.

\(^2\)The ECB+ test set has 1,780 event mentions with 5K ECR links among 100K pairwise mentions, while the GVC test set has 1,008 mentions with 2K ECR links in 20K pairs. Full

3.1 Ranking

We investigate three separate methods to drive the ranking of candidates distinguished by their computational cost. We use these methods to generate the average pair-wise coreference scores between mentions of the candidate and target events, then

\(^3\)Utilizing the prodi.gy annotation tool. See Appendix D
use these scores to rank candidates. We use a single RTX 3090 (24 GB) for running our experiments.

**Cross-encoder (CDLM):** In this method, we use the fine-tuned cross-encoder ECR system of Caciularu et al. (2021) to generate pairwise mention scores\(^4\). Their state of the art system uses a modified Longformer (Beltagy et al., 2020) as the underlying LM to generate document-level representations of the mention pairs (detailed in §B.1). More specifically, we generate a unified representation (Eq. 1) of the mention pair \((m_i, m_j)\) by concatenating the pooled output of the transformer \(E_{CLS}\), the outputs of the individual event triggers \((E_{m_i}, E_{m_j})\), and their element-wise wise scores are generated for each mention-pair after passing the above representations through a Multi-Layer Perceptron (\texttt{mlp}) (Eq. 2) that was trained using the gold-standard labels for supervision.

\[
\begin{align*}
    \text{CDLM}(m_i, m_j) &= \text{mlp}(\text{LF}(m_i, m_j)) \\
    \text{LF}(m_i, m_j) &= \langle E_{CLS}, E_{m_i}, E_{m_j}, E_{m_i} \odot E_{m_j} \rangle 
\end{align*}
\]  

**BERTScore (BERT):** (Zhang et al., 2019) BERT-Score (BS) is a NLP metric that measures pairwise text similarity by exploiting pretrained BERT models. It calculates cosine similarity of token embeddings with inverse document frequency weights to rate token importance and aggregates them into precision, recall, and F1 scores. This method emphasizes semantically significant tokens, resulting in a more accurate similarity score (details in §B.2).

\[
\begin{align*}
    S_{\text{bert}}(m) &= \langle t_m, [\text{SEP}], S_m \rangle \\
    \text{BERT}(m_i, m_j) &= \lambda \text{BS}(t_{m_i}, t_{m_j}) + (1 - \lambda) \text{BS}(S_{m_i}, S_{m_j})
\end{align*}
\]  

To calculate the BERTScore between the mentions, we first construct a combined sentence \(S_{\text{bert}}(m)\) (Shi and Lin (2019)) for a mention \((m)\) by concatenating the mention text \((t_m)\) and its corresponding sentence \((S_m)\), as depicted in Equation 3. Subsequently, we compute the BS for each mention pair using \(S_{\text{bert}}(m)\) and \(t_m\) separately, then extract the F1 from each. We then take the weighted average of the two scores as shown in Equation 4 as our ranking metric. This process, carried out using the \texttt{distilbert-base-uncased} (Sanh et al., 2019) model, requires approximately seven seconds to complete on each test set.

**Lemma Similarity (Lemma):** The lemma\(^5\) similarity method emulates the annotation process carried out by human annotators when determining coreference based on keyword comparisons between two mentions. To estimate this similarity, we compute the token overlap (Jaccard similarity; \(JS\)) between the triggers and sentences containing the respective mentions and take a weighted average of the two similarities (like Eq 4) as shown in Eq 5\(^6\).

\[
\begin{align*}
    \text{Lemma}(m_i, m_j) &= \lambda \text{JS}(t_{m_i}, t_{m_j}) + (1 - \lambda) \text{JS}(S_{m_i}, S_{m_j})
\end{align*}
\]  

**No Ranking (Random):** For our baseline approach, we employ a method that directly picks the candidate-mention pairs through random sampling and without ranking, providing a reference point for evaluating the effectiveness of the above three ranking techniques.

### 3.2 Pruning

To control the comparisons between candidate and target events, we restrict our selection to the top-\(k\) ranked candidates. To refine our analysis, we employ non-integer \(k\) values, allowing for the inclusion of an additional candidate with a probability equal to the decimal part of \(k\). We vary the values of \(k\) from 2 to 20 on increments of 0.5 and then investigate its relation to recall and effort in §4.

### 3.3 Simulation

To evaluate the ranking methods, we conduct annotation simulations on the events in the ECB+ and GVC development and test sets. These simulations follow the same annotation methodology of retrieving and ranking candidate events for each target but utilize ground-truth for clustering. By executing simulations on different ranking methods and analyzing their performance, we effectively isolate and assess each approach.

### 4 Evaluation Methodology

We evaluate the performance of the model-in-the-loop annotation with the ranking methods through simulation on two aspects: (1) how well it finds the coreferent links, and (2) how much effort it would take to annotate the links using the ranking method.

---

\(^4\)This method is compute-intensive since the transformer’s encoding process scales quadratically with the number of mentions. Using the trained weights, running inference on the two test sets for our experiments takes approximately forty minutes to calculate the similarities of all the mention pairs. The weights are provided by Caciularu et al. (2021) here.

\(^5\)We use \texttt{spaCy 3.4 en_core_web_md} lemmatizer

\(^6\)\(\lambda\) is a hyper-parameter to control the weightage of the trigger and sentence similarities in Equations 4 and 5, which we tune using the development set. See Appendix C.
Comparisons \times 10^3 (\log)

Figure 2: Recall and Comparisons achieved upon varying the k for each ranking method in the ECR annotation simulation. The three methods result in significantly fewer comparisons than the no-ranking Random baseline.

4.1 Recall-Annotation Effort Tradeoff

Recall: The recall metric evaluates the percentage of ECR links that are correctly identified by the suggestion model. It is calculated as the ratio of the number of times the true coreferent candidate is among the suggested candidates. The recall error is introduced when the coreferent candidate is erroneously removed based on the top-k value\(^7\).

Comparisons: A unit effort represents the comparison between a candidate and target mentions that an annotator would have to make in the annotation process. We count the sampled candidates for each target and stop counting when the coreferent candidate is found. For example, the number of comparisons for the target \(m_1\), in Figure 1, is 2 (\(m_2\) and \(m_4\)). We count this number for each target event and present the sum as Comparisons.

4.2 Analysis and Discussion

We present an analysis of the various ranking methods employed in our study, highlighting the performance and viability of each approach. We employ the ranking methods on the test sets of ECB+ and GVC. Then, estimate the Recall and Comparisons measures for different k values, and collate them into the plots as shown in Figure 2.

Performance Comparison: The performance improvement of CDLM over BERT and BERT over Lemma can be quantified by examining the graph for the ECB+ and GVC datasets. For example, when targeting a 95% recall for the ECB+ corpus, CDLM provides an almost 100 percent improvement over BERT, reducing the number of comparisons to almost half of the latter. However, both CDLM and BERT outperform Lemma by a significant margin while being drastically better than the Random baseline (See Fig. 2). Interestingly, for GVC, the performance gap between CDLM and BERT is quite close, both needing at least three-fourths as many comparisons as the Lemma and crucially outperforming the Random baseline. CDLM’s inconsistent performance on GVC suggests that a corpus-fine-tuned model such as itself is more effective when applied to a dataset similar to the one it was trained on.

Efficiency and Generalizability of BERT: BERT offers a compelling advantage in terms of efficiency, as it can be run on low-compute settings. Moreover, BERT exhibits greater generalizability out-of-the-box when comparing its performance on both the ECB+ and GVC datasets. This makes it an attractive option for ECR annotation task especially when compute resources are limited or when working with diverse corpora.

5 Conclusion

We introduced a model-in-the-loop annotation method for annotating ECR links. We compared three ranking models through a novel evaluation methodology that answers key questions regarding the quality of the model in the annotation loop (namely, recall and effort). Overall, our analysis demonstrates the viability of the models, with CDLM exhibiting the best performance on the ECB+ dataset, followed by BERT and Lemma. The choice of ranking method depends on the specific use case, dataset, and resource constraints, but all three methods offer valuable solutions for different scenarios.

\(^7\)Note that recall is always 100% if no candidates are ever pruned.
Limitations

It is important to note that the approaches presented in this paper have several constraints. Firstly, the methods presented are restricted to English language only, as Lemmatization necessitates a lemmatizer and, BERT and CDLM rely on models trained exclusively on English corpora. Secondly, the utilization of the CDLM model demands at least a single GPU, posing potential accessibility issues. Thirdly, ECR annotation is susceptible to errors and severe disagreements amongst annotators, which could entail multiple iterations before achieving a gold-standard quality. Lastly, the generated corpora may be biased to the model used during the annotation process, particularly for smaller values of $k$.

Ethics Statement

We use publicly-available datasets, meaning any bias or offensive content in those datasets risks being reflected in our results. By its nature, the Gun Violence Corpus contains violent content that may be troubling for some.
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### A ECB+ Corpus Event Statistics

Table 1 contains the detailed statistics for both the ECB+ and the GVC corpora.

### B Model Details

#### B.1 CDLM

The CDLM model, based on the Longformer architecture, cleverly uses a combination of global and local attention for event trigger words and the rest of the document containing those events respectively. More specifically, the Longformer’s increased input capacity of 4096 tokens is utilized.
to encode much longer documents at finetuning that are usually seen in coreference corpora like the ECB+. As seen in Fig. 3, apart from the document-separator tokens like `<doc-s>` and `<doc-s/>` that help contextualize each document in a pair, it adds two special tokens (<m> and </m>) to the model vocabulary while pretraining to achieve a greater level of contextualization of a document pair while attending to the event triggers globally at finetuning. Apart from the event-trigger words, the fine-tuned CDLM model also applies the global attention mechanism on the [CLS] token resulting in a more refined embedding for that document pair while maintaining linearity in the transformer’s self-attention.

### B.2 BERTScore

BERT-Score is an easy-to-use, low-compute scoring metric that can be used to evaluate NLP tasks that require semantic-similarity matching. This task-agnostic metric uses a base language model like BERT to generate token embeddings and leverages the entire sub-word tokenized reference and candidate sentences (x and ˆx in Fig. 4) to calculate the pairwise cosine similarity between the sentence pair. It uses a combination of a greedy-matching subroutine to maximize the similarity scores while

- **Reference** x
  - the weather is cold today

- **Candidate** ˆx
  - it is freezing today

![Diagram](image)

**Figure 4:** Illustration of the Recall Measure of BERTScore from Zhang et al. (2019).
normalizing the generated scores based on the IDF (Inverse Document Frequency) of the sub-tokens thereby resulting in more human-readable scores. The latter weighting parameter takes care of rare-word occurrences in sentence pairs that are usually more indicative of how semantically similar such pairs are. In our experiments, we use the distilbert – base – uncased model to get the pairwise coreference scores, consistent with our goal of deploying an annotation workflow suitable for resource-constrained settings. Such lighter and 'distilled' encoders allow us to optimize resources at inference with minimal loss in performance.

### C λ Hyper-parameter Tuning

We employ the evaluation methodology detailed in §4 to determine the optimal value of $\lambda$ (the weight for trigger similarity and sentence similarity) for both BERT and Lemma approaches. By conducting incremental annotation simulations on the development sets of ECB+ and GVC, we assess $\lambda$ values ranging from 0 to 1. The recall-effort curve is plotted for each $\lambda$ value, as shown in Figure 5, allowing us to identify the one that consistently achieves the highest recall with the fewest comparisons. Remarkably, the optimal value for both methods is found to be 0.7, and this value remains consistent across the two datasets and approaches.

### D Annotation Interface using Prodigy

Figure 6 illustrates the interface design of the annotation methodology on the popular model-in-the-loop annotation tool - Prodigy (prodi.gy). We use this tool for the simplicity it offers in plugging in the various ranking methods we explained. The recipe for plugging it in to the tool along with other experiment code: github.com/ahmeshaf/model_in_coref.
Figure 5: Trigger and Sentence Similarity weight ($\lambda$) Hyper-parameter tuning on the development sets of ECB+ and GVC. We deduce $\lambda = 0.7$ is optimal for both methods for both datasets.
The strong 6.1 magnitude quake left hundreds more injured as it rocked a region that was devastated by the quake-triggered tsunami of 2004. The earthquake reduced houses in parts of Aceh to rubble, set off several landslides and badly damaged roads. Rescuers were struggling to find the children still trapped after the mosque collapse in Blang Mancung village, Central Aceh district. "Our search and rescue teams are struggling to evacuate an estimated 14 children still trapped under the rubble," said Subhan Sahara, the head of the local disaster management agency. "I hope they can be found alive but the chances are very slim," he added, explaining they were reading the Koran together when the quake struck. The quake, which hit at a shallow depth of just 10 kilometres, injured more than 200 people and damaged more than 300 houses in Aceh, said national disaster agency spokesman Sutopo Purwo Nugroho. As police and military searched for the two children, rescue operations continued.

Figure 6: The model-in-the-loop ECR annotation using the Prodigy Annotation Tool. The target event is on the left and the Candidate cluster is on the right.
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Abstract

The annotation task we elaborated aims at describing the contextual factors that influence the appearance and interpretation of moral predicates, in newspaper articles on police brutality, in French and in English. The paper provides a brief review of the literature on moral predicates and their relation with context. The paper also describes the elaboration of the corpus and the ontology. Our hypothesis is that the use of moral adjectives and their appearance in context could change depending on the political orientation of the journal. We elaborated an annotation task to investigate the precise contexts discussed in articles on police brutality. The paper concludes by describing the study and the annotation task in detail.

1 Introduction

The use of moral predicates in natural language is a topic of interest for linguists, as it sheds light on the complex interplay between language, ethics, and society. The annotation task proposed in this paper studies the use of moral predicates in newspaper articles in French and in English discussing police brutality, with a focus on the contextual factors that influence their appearance and interpretation. Indeed, our broader research goal is to determine whether the use of moral adjectives and their appearance in context changes depending on the political orientation of the journal.

To achieve this goal, we elaborated a pragmatic annotation on a corpus of newspaper articles on the George Floyd and Adama Traoré cases, published between May 2020 and August 2020, from a variety of newspapers across the political spectrum. A basic contextual ontology that has been elaborated specifically for this study, that takes into account various actors involved in events surrounding police brutality.

We will start by making a brief review of the literature on moral predicates, their relation with context, and pragmatic annotation. Then we’ll describe the elaboration of the ontology, and some preliminary results that lead us to decisions for the annotation task. Finally, we’ll describe the study and annotation task in detail. We currently don’t have the results of this annotation, as the participants are still annotating at this time.

2 Background of the study and some assumptions

Moral predicates (like good, wrong) gained more popularity in the last years (Faroldi and Ruiz, 2017; Ruiz and Stojanovic, 2019; Stojanovic, 2019; Soria Ruiz and Faroldi, 2022), and linguists often compared them to predicates of personal taste (like tasty, fun) (i.a. Lasersohn, 2005) and to aesthetic predicates (like beautiful, elegant) (i.a. McNally and Stojanovic, 2014). Indeed, moral predicates show similar patterns to predicates of personal taste (PPTs) in that they express a subjective judgment. Faultless disagreement appears when two speakers disagree on a subjective matter. It is the type of disagreement that two people can have over liking pork belly or not for example; no one is right or wrong, they just have different tastes.

Indeed, a statement made about taste cannot be countered by stating the speaker’s experience is false. For that reason, and similarly to PPTs, moral predicates are very sensitive to the context they are in; they react to the experience the speaker is discussing\textsuperscript{1}. To our knowledge, only one corpus study was done on moral predicates (Stojanovic and McNally, 2022), precisely on the type of subjectivity moral predicates capture. Kaiser and Rudin (2020) argue in their article that the strength of faultless disagreements changes when taste predicates are used in the context of widely-held opinions. Indeed, faultless disagreement isn’t a binary phenomenon, but a gradient one, that depends on the object of

\textsuperscript{1}They are also often called “experiential predicates” (see i.a. Stojanovic, 2019; Willer and Kennedy, 2022).
predication (and not just on the predicate itself). We can then make the hypothesis that moral predicates are also sensitive to a change of context, and that this could have implications for the subjectivity they express. The lack in current knowledge on the use of moral predicates in context, and the assumption that context can influence their understanding all together were the first issues that brought us to investigate this topic.

Theses consideration in mind brought us to the field of pragmatics, specifically at the intersection of what Yule (1996) calls "speaker meaning" and "contextual meaning". Indeed, what the speaker is thinking before uttering a sentence, and how the context can influence this thought is especially vague when it comes to moral predicates. For PPTs like tasty, we assume the speaker is talking about her own experience relating to some dish. However, expressing that pizza for example is tasty is less surprising than doing it for spinach or snails (see again Kaiser and Rudin, 2020). Context then has to remain the same if we want to analyze the behavior of moral predicates. What differentiates the use of right from the use of good? Are just and right more likely to be used in contexts where justice is mentioned, as one could infer intuitively? Are moral adjectives used when the context is clear, or when it is shifting from one topic to another? Our goal with this annotation task isn’t as broad as analyzing the specific subjectivity expressed in moral predicates or giving a semantic analysis of the meaning of such predicates. Instead, understanding precisely what is being discussed in these articles will allow us to understand the contexts in which moral predicates are more likely to be used. This annotation task is to be considered as the first step towards this analysis. It will help us provide a better understanding of the context itself, in order to make hypothesis on the behavior of moral predicates in articles on police brutality.

3 Elaboration of the ontology and some preliminary results

3.1 Corpus data

To provide an analysis of moral predicates in context, we chose to gather articles discussing the similar contexts – the George Floyd case for the American news sources, and the Adama Traoré case for the French news sources. We did choose news sources bearing diverging political view points to offer a wide range of contexts: for example, we picked Jacobin for their left-orientation and Breitbart for their right-orientation for this study.

We started with a very large corpus, composed of every article mentioning George Floyd (US) or Adama Traoré (FR) between the day each of them passed away (May 2020 for George Floyd and July 2016 for Adama Traoré) and September 1st 2021. However, we realized that some articles had no real mention to either case, and were only using the names of the victim once. Preventing this problem was possible if we focused on the time period surrounding the protests that came after the death of George Floyd. Indeed, Adama Traoré died in 2016 but the case gained in popularity in France after the BLM protests emerged throughout the United States. To compare the articles containing sentences using moral predicates and articles containing sentences that don’t (see Rayson and Garside, 2000), we decided to gather articles between May 2020 and August 2020, and picked for each article containing a moral predicate an article that’s doesn’t and is close in time – published the day before or after when possible. We made sure that the same number of articles from each sources was gathered.

3.2 Basic ontology

Now that all the data is gathered, we started discussing how to narrow down contexts surrounding police brutality. The core of our needs for annotating these articles is to precise our understanding of the broad context "police brutality". Understanding the context precisely isn’t linked to the "side" the

---

2One reviewer noted the polysemy of moral predicates, and the difficulty to distinguish moral predicates from non-moral predicates. For clarity, here is the list of moral predicates we are interested in in this study: fair, unfair, just, unjust, good, bad, right, wrong, correct, incorrect and their French equivalents: équitable, inéquitable, juste, injuste, bien, mal, bon, mauvais, correct, incorrect. We are also working on a semantic analysis of these predicates, but this is beyond the scope of this paper.

3We are hoping that this preliminary annotation task will be useful for further investigation of bias in reporting. We did not automatically predict the political orientation of these newspapers beforehand (see i.a. Kulkarni et al.; Baly et al.) and simply chose newspapers known to have a specific political orientation. We are not excluding using automation in the future, and comparing it to our results.

4This is the time period that concentrates the most of the protests, both in France and in the United States.
article was taking – pro- or against BLM for example –, as we didn’t want our annotators to have to provide their own opinion. We read approximately 50% of articles that were published during the time period we agreed on, and noted various events that were recurrently mentioned.

It appeared that out of the police brutality case, other recurrent circumstances resulted in both the French and the American data: tributes from the family, protests, and mentions of trial. In terms of who was talked about though, the policemen involved were, without a real surprise, the actors that were the most mentioned. We sensed a difference between the events related to the state as an entity, and the events related to the population as a whole. However, we sometimes encountered elements that weren’t completely understandable either as state or as population: social media entities like Twitter, or specific political parties that weren’t discussed as elected officials. Indeed, what we wanted to focus on in this ontology is what is "being talked about", not who is talking. As such, an elected official, like a governor for example, can be discussed specifically for his views as a Republican, not in his quality as a governor. Our goal with this ontology was to see if it would both lead to an understanding of what type of event is mostly discussed by the different news papers, and if any moral predicate was more used in one context or the other.

3.3 Some tests and modification

To see if our ontology would be able to give an insight into the semantics of the moral predicates, we annotated 30 sentences containing moral predicates from each newspapers – like right, good or correct –, following the first level of the ontology. These preliminary results showed that Breitbart used 8 times the moral predicate right to discuss contexts related to the State (like police or justice system), whereas the New York Times mostly used good in those contexts. Jacobin and the New York Times however, used right when discussing the population as a whole. We realized that the broad categories State and Population weren’t precise enough for our purpose, simply because it gathered together the justice system and the police, or the family of the victim and protesters, when those entities had very different events associated to them: the policemen involved are, in the context of police brutality, the ones being judged, but in some articles the justice system itself was criticized. We wanted to show this contrast, and ended up with the ontology in Figure 1.

4 Annotation task

This is a description of the annotation task our participants are currently accomplishing. Each sentence will be annotated twice: once by a member of the research team, and once by a recruited participant. We currently cannot present a measure of the inter-annotator agreement, as the task is still in progress. However, we are aware of the subjectivity of the task: even though the guidelines focus on the context surrounding each sentence and doesn’t ask from the annotator to express a personal opinion on the topic itself, the perceived importance of the topic discussed can still vary from one person to the other.

4.1 Elaboration of the task

The annotation task was based off of the second level of our ontology, to ensure a more precise annotation, as we understood the first level to be too broad. We used Qualtrics as our software for
this task, specifically the matrix table survey type.
Each sentence from each article was separated using NLTK, and placed in the rows of the matrix table. The categories are appearing on the horizontal axis of the table, and the participant has to tick the correct box, according to the annotation guidelines (see Appendix A). We choose to divide the articles in sentences to ensure great precision. We wanted to observe the moment were the context shifted from one category to the other.

To transfer each article to Qualtrics, we used Python to convert them to the Advanced Text format of Qualtrics. The Advanced Text format is a simple way to import data into Qualtrics without having to import every single article by hand and add each category by hand as well.

Every set of articles was randomly assigned to participants, to ensure that they would get a similar amount of article containing moral predicates and not containing moral predicates. The participants were not aware we were precisely focusing on moral predicates. Each article was double-annotated by a participant and by a member of the research team.

4.2 Task and participants recruitment

The task itself was to associate each sentence from each article to a category from the ontology. We found participants by putting an ad on the university list-serv. We recruited 5 participants for the English data, and 1 participant for the French one. Indeed, the French corpus is much smaller than the American one. Participants recruited for the American data have to annotate 294 articles in total, whereas the French participant has to annotate 136 articles. We had to immensely lower the amount of articles given to each participants, as they progressed with the annotation task slower than anticipated. We gave every single participant the annotation guidelines when sending them the survey link, but also had an individual Zoom meeting to review these guidelines, answer any question, and review the consent form. This meeting took place before any data collection.

Before starting the annotation task, each participant had to consent to the study. To do so, they were presented with the consent form, and had to tick a box to consent. They were not asked to provide their name, signature, or any other identifying data. Indeed, this annotation task is anonymous, and each participant was provided with an anonymous Qualtrics link as well. At no point during the study were the participants told the research was done on moral predicates. This was done to ensure they wouldn’t treat sentences containing moral predicates differently than sentences that don’t include them. The participants also don’t know the newspaper the article was taken from, nor the date it was published.

After the consent form, they were introduced to the annotation guidelines we explained to them during the Zoom. They had to pass a quick test to make sure those guidelines were understood properly before starting the annotation. The test was composed of five multiple choice questions. Each question had between one and three sentences taken from articles that had to be annotated. To make the task easier, only 5 out of 11 categories were presented as a possible answer. The participant had to click on the correct one in order to pass the test. If one category was wrongly chosen, the participant had to choose again until they chose the right one. Then, they were able to move on to the proper annotation task.

As we stated earlier, the articles are randomized. However, the sentences themselves are not. The sentences of the articles had to be shown as they appear in the article, in order to provide the proper context.

4.3 Examples

To explain the task in further details, let’s look at some examples of expected annotation in sentences containing moral predicates. We put emphasis on the moral predicates by making them bold.

(1) Americans have watched protests dedicated to ending unjust violence mutate into riots that inflict unjust violence themselves.8

8McConnell: Can’t ‘Deafen’ Ourselves to Pain of Black Americans, Riots Inflicting ‘Unjust Violence Themselves’". 06/01/2020, Ian Hanchett for Breitbart News.
In (1), the topic of discussing is the protests, and even if the authors used the word "riot", which is biased in comparison to a more neutral word like "protest", the event in question is still the protests following the George Floyd murder. We tried our best to make the ontology categories insensitive to the expressed bias. The classification as "Protest" is here preferable.

(2) Right now, defunding the police is not a radical demand. That is good government. The idea of funding public services and making sure that people have their needs met — that’s just good government. 9

Government

In (2), the author does not focus on "defund the police" as a claim made by protesters (it would have been classified as "Protest") or a specific political group (that would be "General political movement"). She also does not insist on the repercussions such a policy could have for law enforcement as a whole (that would be "Police"). Instead, she qualify this as "good government", and a policy that could benefit the population. As such, this whole paragraph should be classified as "Government".

5 Conclusion

The aim of this paper was to describe the elaboration of a pragmatic annotation task, that takes into account the specifics of the police brutality context. Our hypotheses is that moral predicates could potentially be a marker of biases in newspapers articles. Currently, we know very little about the behavior of moral predicates in context, since only one corpus study involving them has been conducted. To allow for an understanding of the variety of topics surrounding police brutality, we elaborated a ontology based on the Adama Traoré and the George Floyd cases. Our goal is to investigate how moral predicates behave in discussion of these similar contexts, to compare them with one another and crosslinguistically, as well as to see if one (or more) sub-context of police brutality is more likely to involve moral predicates. By proposing an annotation task to precise the context of police brutality itself, and by choosing articles containing moral predicates and articles that don’t, we are hoping to answer these questions.

We are aware that this work is still at its early stage, but are looking forward to get feedback on this primary study, in hopes of perfecting it in the future.

Limitations

Despite the contributions this study might bring, there are several limitations that must be acknowledged.

- Scope of the study: We focused solely on police brutality and did not consider other contexts that could bring interesting uses of moral predicates in the media.

- Sentiment analysis: The link between sentiment analysis and moral predicates hasn’t, to our knowledge, been studied as such. We don’t make any claim about the polarity of moral predicates in this study, and focus on associations between predicates and the context they are used in, regardless of the tone they are conveying. We hope we would be able to in the future.

- Cultural differences, issues in comparison: As we collected data from different news sources in French and English, finding accurate equivalences between the two languages was challenging, making a perfect comparison impossible. Furthermore, The French and American contexts differ significantly, including differences in public opinion on cases of police brutality. For instance, the death of George Floyd shocked a majority of Americans, whereas it took four years for the French media to bring Adama Traoré’s case to the center of public attention.

- Limited data and generalization: Our study relies on the analysis of 430 articles in both languages (294 in English, 136 in French). The inclusion of more data could potentially strengthen our findings. Moreover, only one case of police brutality per country was annotated, when a larger set of similar circumstances from different time periods would have helped us sketch a more precise picture of police brutality as a whole.

- Translating difficulty: Some moral predicates, such as right and just, do not have a precise...
equivalent and are both translated in French by juste. Similarly, the French language has two possible translations for good namely bon and bien. If the semantics of these terms isn’t the purpose of this paper, we are aware that these potential differences in meaning could have an impact on their use in context. We are also working on a semantic description.
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- Informed consent: We made sure to elaborate a consent form stating the goals of the study and the precise actions the participant will have to accomplish in order to finish it. The consent form also included information about the risks and benefits of participating in this research. Indeed, some articles are describing the violent interaction the victim had with the police, and mention systemic racism. We disclosed that some articles were taken from extremely conservatives news sources and could make an apology of white supremacy as well. A full review of the consent form was done beforehand with the participants to answer any potential questions they might have.
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A Annotation guidelines

What follow is the annotation guidelines that were given to the participants.

There are 11 categories total. Each of them represents something that can be associated with police brutality in context. Our goal is to have a more fine understanding of the contexts mentioning police brutality.

Here is the list of all categories:

- **Justice**: mentions of judges, justice decisions, trials, testimonies from witnesses, autopsy results. . .
- **Police**: mentions of policemen involved or of the police institution as a whole, statements from the lawyers of the policemen involved and of police unions. . .
- **Government**: mentions of statements from government and elected officials, changes in state policing. . .
- **Political party**: mentions of a specific political party like the Republicans or the Democrats, or one of their elected officials, mentions of their political stances. . .
- **General political movement**: mentions of a vague political movement, like “the Left”, or “populists” and their political stances. Also includes vague mentions of communities coming together, outside of protests.
- **Social medias**: mentions of social medias such as Twitter or Facebook, and their uses.
- **Traditional medias**: mentions of traditional medias such as TV, radio, newspaper, and their uses, mentions of journalists.
- **Celebrities**: mentions of any type of celebrity, whether it is to support BLM or not.
- **Protests**: mentions of any type of protesters or protests, whether they support BLM or not, descriptions of protest violence and discourse.
- **Family**: mentions of the victim’s family or the victim themselves, victim’s family statements, and statements from the lawyer of the family. Also includes direct descriptions of the victim himself and tributes.
- **Other**: everything that cannot be related to any of these categories.

For each sentence, your goal will be to associate it with one of these categories. Sometimes, it’s easy to see how to classify the sentence, but it also can get tricky.

(3) The trial of Mr. Chauvin, charged in the death of George Floyd, will resume on Monday.

For example, in the sentence (3), the policeman involved in in Floyd’s murder is mentioned, but the main topic of the sentence is the trial. As such, this sentence should be classified as Justice and not Police. It is a statement made about the trial timeline.

(4) Players have spoken at protest marches, and leagues have bankrolled new social-justice efforts.

In (4), one could wonder if the “players” in question are MLB top players, in the context of this article. They represent a celebrity, and should be
classified as such. Each sentence of each article will be presented in order, meaning that the article won’t have all of its sentences randomized. The reason for this choice is for sentences like (4), since they can only be properly understood in context. Sometimes a specific sentence does not mention a category, but this sentence is included in the context of another category, like (5):

(5) “This is tough.
First of all, I have to say my heart and my prayers go out to the family of George Floyd.
What we see in this video is devastating and it’s senseless.”

In this quote, the general context is to be classified as Family. Even though “This is tough” is not in itself related to the family of the victim, the sentence was said in a context discussing about Floyd’s family. Please try your best to see the big picture of the article, and not to just focus on each individual sentence.

Moreover, even though we tried our best to make this survey perfect, it’s possible that some lines are wrongly separated (in the case of tweets containing images for example). In that case, please classify those sentences in the same way you would have the whole tweet. In (6) to (9), the same tweet was separated in 4 lines. This tweet should be classified as Protests, meaning each line has to be classified as Protests, not just (7) and (8).

(6) Decent amount of riot cops showing up.
(7) Thankfully Still no sign of any violence.
(8) "#SanAntonioprotest
pic.twitter.com/S1vMELh6cl
(9) — / (@PropheticLaw) May 31, 2020

If you feel like two categories are mentioned - that may happen often! - , please focus on the global context surrounding the sentence and the main category that could fit this context.

Another thing worth mentioning : the correct category is not defined by the speaker, but by the content of the sentence. For example, if the sentence you’re annotating contains a quote from Donald Trump, former president of the United States, talking about the police, it has to be classified as Police and not as Government. What matters is what the sentence is about, not the person expressing it.

The category Other can be used - like its name suggests - when no other category seem to fit the sentence. However, we will ask that you try your best to associate the sentences you see with one of the 10 other categories. The Other category was mostly created for sentences that don’t relate at all to police brutality, for example for mentions of the COVID-19 pandemic. Indeed, some articles mention both police brutality and other topics. This category is made for those cases.
Abstract

We present the RST Continuity Corpus (RST-CC), a corpus of discourse relations annotated for continuity dimensions. Continuity or discontinuity (maintaining or shifting deictic centres across discourse segments) is an important property of discourse relations, but the two are correlated in greatly varying ways. To analyse this correlation, the relations in the RST-CC are annotated using operationalised versions of Givón’s (1993) continuity dimensions. We also report on the inter-annotator agreement, and discuss recurrent annotation issues. First results show substantial variation of continuity dimensions within and across relation types.

1 Introduction

In this paper, we present the RST Continuity Corpus (RST-CC), the first corpus of discourse relations annotated for a wide range of continuity dimensions (e.g., time, space, reference, or perspective). These dimensions describe different ways in which a deictic centre can be maintained or updated during a discourse. The corpus contains 1,009 relations from five major relation types, which are a subset of the RST Discourse Treebank (Carlson et al., 2002). In the RST-CC, relations are annotated with respect to Givón’s (1993, ch. 13) seven continuity dimensions. The relations are furthermore annotated for additional features such as polarity (positive or negative relation) and context (intra- vs. inter-sentential relation).

The paper is structured as follows: Section 2 outlines previous work on continuity and discourse relations. In Section 3, we describe the composition of the RST-CC, its general format, and the selected relations. Section 4 elaborates on the selected continuity dimensions and their operationalisation into distinctive features. Additional features of annotation are described in Section 5. Section 6 reports on the inter-annotator agreement study, and Section 7 discusses recurrent annotation issues. We present first results in Section 8, and conclude with an outlook on the next steps of our work.

2 Theoretical background

2.1 The notion of continuity

Continuity emerges in multi-segment discourse when the deictic centre remains constant along a situational dimension across segments; e.g., the events or situations described in two segments occur at the same time or share their protagonists. The deictic centre is the point of reference with respect to which context-dependent expressions are evaluated, it is often but not always determined by the speaker.

In contrast, changes along these dimensions, e.g., when a new segment refers to a situation set in an earlier time (like in a flashback) or introduces a new protagonist, result in discontinuity. Continuity is monitored during text processing in that readers maintain or update their frame of reference for dimensions like time, space, character, or causation (Zwaan et al., 1995; Zwaan and Singer, 2003).

We define continuity in terms of thematic coherence (Givón, 1993), which distinguishes seven continuity dimensions or ‘coherence strands’. Maintaining or shifting deictic centres on these dimensions between discourse segments determines the extent of thematic coherence (continuity) or disruption (discontinuity). The seven dimensions are time, space, reference, action, perspective, modality, and speech act. The first four dimensions are more concrete and local, the others, more abstract and global, as visualised in Table 1.

The grouping of dimensions is based on effect; consider (1)-(2) from Givón (1993). In (1), a change in the temporal continuity across the two clauses causes a local break, but does not necessarily terminate a larger coherent sequence of clauses in the text. In contrast, a change in one of the global dimensions amounts to a stronger break, which can
terminate such a sequence of clauses. There is such a break in (2), because it exhibits discontinuity in perspective between the two sentences (viewpoint of the author vs. the one of the protagonist).

(1) She flew in at midnight and left the next day.

(2) She came in and sat on the bed. She was tired, she thought.

We base our annotation on these continuity dimensions, as they offer a comprehensive range of continuity dimensions. Also, the framework locates continuity at the level of clauses or sequences of clauses and the way they are linked, which is exactly where discourse relations are situated.

2.2 Discourse relations and continuity

Continuity is a crucial feature of discourse (or coherence) relations, which introduce a semantic or pragmatic link (e.g., additive, causal, or adversative) between two discourse segments. The relations exhibit continuity or discontinuity across the discourse segments they link. For example, the clauses in (3)\(^1\) are linked by a CONSEQUENCE relation, the situation presented in the first clause being the consequence of the event in the second clause.

(3) [The Indian stock markets have been on a five-year high, with dips and corrections,] [since Prime Minister Rajiv Gandhi started liberalizing industry.]

The situation in the first clause of (3) temporally follows the event in the second clause. This backward temporal shift introduces discontinuity along the temporal dimension. Also, the segments have no common discourse refersents, which amounts to referential discontinuity. In contrast, there is no spatial shift across the segments, neither is there a perspective change because both segments can be attributed to the same source (the author). So, the relation is continuous for space and perspective.

\(^1\)All examples are from the RST Discourse Treebank (Carlson et al., 2002) unless specified otherwise.

2.3 Previous work

Previous work models the relation between continuity and discourse relations in different ways. Sometimes, continuity is treated as a binary feature, and discourse relations, or even whole groups of such relations, are summarily classified as continuous or discontinuous. For instance, Murray (1997) considers CAUSAL relations continuous, and Zufferey and Gygax (2016) regard CONTRASTIVE relations as discontinuous. Asr and Demberg (2012) classify discourse relations in the Penn Discourse Treebank (Prasad et al., 2008) for continuity and discontinuity. They group relations like RESULT, INSTANTIATION, and LIST as continuous and relations like PRAGMATIC CONTRAST, CONTRA-EXPECTATION, or TEMPORAL relations as discontinuous, but leave the CONDITIONAL relations underspecified with respect to continuity.

Other work classifies discourse relations as configurations of individual continuity dimensions (e.g., time, space, or reference). Fetzer (2018) describes relations with a set of continuity dimensions (‘particularized features’), which include temporal and referential continuity, but also continuity of action. Relations are distinguished in terms of the presence or absence of continuity along specific dimensions. For example, CONTINUATION relations are characterised as continuous for dimensions of time, reference, topic, aspect, and lexical coherence, while CONTRAST relations display discontinuity on at least one of these dimensions.

In sum, there is as yet no unanimously accepted classification of discourse relations for continuity. What is more, even individual relations can be continuous and discontinuous on different dimensions simultaneously. For example, CAUSAL relations, which are generally deemed to be continuous, can simultaneously exhibit continuity for the temporal dimension, but discontinuity for the reference dimension, as in (4).

(4) [As some securities mature and the proceeds are reinvested,] [the problems ought to ease.]

At the same time, CONTRAST relations, usually regarded as discontinuous, can show the same configuration (continuity for time, not for reference):

(5) [The gasoline picture may improve this quarter,] [but chemicals are likely to remain weak.]
Such cases raise the fundamental question of whether relation types in their entirety can be classified with respect to continuity.

For some dimensions it is even debated whether they introduce continuity or discontinuity in the first place. For example, temporal progression in narration is often cited as indicative of continuity since it represents the expected flow of events (Zwaan, 1996; Zufferey and Gygax, 2016). However, such transitions, particularly when signalled by a temporal connective like then, have also been taken to indicate discontinuity (Segal et al., 1991). Asr and Demberg (2012) even regard synchronous temporal relations as discontinuous because they are often used to introduce new events.

The lack of unanimity across approaches and corpus examples like (4) and (5) suggest re-examining the relationship of continuity and discourse relations in detail, i.e., on the level of individual tokens of the relations. For each continuity dimension of a token, continuity must be determined separately.

Since there is as yet no resource for this research question, we compiled the RST-CC, whose format will be described in the next section.

3 The RST Continuity Corpus

The RST-CC comprises relations from the RST Discourse Treebank or RST-DT (Carlson et al., 2002). The RST-DT contains 385 newspaper texts annotated for over 20,000 relations according to Rhetorical Structure Theory or RST (Mann and Thompson, 1988). In RST, relations link a more and a less central discourse unit (nucleus and satellite), or two equally central units (nuclei). Linking is recursive, which models discourse as a tree structure. Elementary discourse units (EDUs) in RST are typically clauses; there may be sub-clausal EDUs units, however (especially in the RST-DT). Fig. 1 illustrates an RST analysis for (6), in which the segments A and B are collectively connected to C by a reason relation. Text in square brackets represents discourse units; in Fig. 1, arrows go from satellites to nuclei.

(6) [[The U.S. Coast Guard closed six miles of the Houston Ship Channel,]A [where about 150 companies have operations,]B] [because the thick, black smoke obscured the area.]C

The RST-CC includes five relation types: CAUSAL, CONTRASTIVE, CONDITIONAL, ELABORATION, and TEMPORAL. This selection is motivated by previous classifications, which categorise, for example, CAUSAL and ELABORATION relations as continuous (Murray, 1997), CONTRASTIVE relations as discontinuous (Zufferey and Gygax, 2016), TEMPORAL relations as one or the other (Hopper, 1979), and CONDITIONAL relations as underspecified with respect to continuity (Asr and Demberg, 2012).

The relations are also classified in terms of the Cognitive approach to Coherence Relations or CCR (Sanders et al., 1992, 2021), using features such as polarity (positive or negative) and basic operation (implicational or additive, i.e., causal or non-causal). For instance, ELABORATION relations are positive and additive, whereas CONTRASTIVE relations are negative. Table 2 summarises these classifications.

In the RST-CC, the relation types are subdivided according to the RST-DT relation taxonomy (Carlson and Marcu, 2001); e.g., the CONTRASTIVE type includes the subtypes ANTITHESIS, CONCESION, and CONTRAST. Table 6 in the Appendix offers a detailed account of the relation types, their member subtypes, and their key features.

<table>
<thead>
<tr>
<th>Relation type</th>
<th>Predicted continuity</th>
<th>Polarity</th>
<th>Basic operation</th>
</tr>
</thead>
<tbody>
<tr>
<td>CAUSAL</td>
<td>continuous</td>
<td>positive</td>
<td>implicational</td>
</tr>
<tr>
<td>CONTRASTIVE</td>
<td>discontinuous</td>
<td>negative</td>
<td>additive</td>
</tr>
<tr>
<td>CONDITIONAL</td>
<td>not specified</td>
<td>positive</td>
<td>implicational</td>
</tr>
<tr>
<td>ELABORATION</td>
<td>continuous</td>
<td>positive</td>
<td>additive</td>
</tr>
<tr>
<td>TEMPORAL</td>
<td>continuous</td>
<td>positive</td>
<td>additive</td>
</tr>
</tbody>
</table>

Table 2: Relation types and their features

In our continuity corpus, we strove to strike a balance between the distribution of the different relation types and that of their subtypes, which turned out to be challenging at times. First, some subtypes have only very few relation tokens, such as ELABORATION-PROCESS-STEP (3 tokens) and INVERTED-SEQUENCE (12 tokens). Second, for

---

Negative relations introduce a negation operator in their definition, e.g., OTHERWISE (see the Appendix, Table 6).
certain relation types the distribution of the subtypes in the RST-DT corpus was extremely uneven. For example, in the CONDITIONAL relation type, the subtype CONDITION ranges over 200 tokens, whereas the other subtypes such as CONTINGENCY and OTHERWISE have fewer than 30 tokens.

For an optimal representation of the relation variety, we collected all instances of the infrequent subtypes, further balancing out their low counts by including a higher number of tokens of the more frequent subtypes of the same type\(^3\). In the end, we collected 1,009 relations with 276 CAUSAL, 156 CONTRASTIVE, 172 CONDITIONAL, 179 ELABORATION, and 226 TEMPORAL relations. (For the distribution of the subtypes in our corpus, see Table 7 in the Appendix).

Each relation was independently annotated by the two authors for the seven continuity dimensions. Any differences were subsequently adjudicated before including the relation in the corpus.

4 Operationalising continuity dimensions

To annotate the relations in the RST-CC according to Givón’s (1993) seven continuity dimensions, we operationalised them into distinctive features\(^4\).

4.1 Time

We model temporal continuity using Evers-Vermeul et al.’s (2017) classification of temporality. For a sequence of discourse segments, they distinguish non-temporal, synchronous, and sequential constellations, and divide the latter into chronological and anti-chronological. (7) and (8) exhibit synchronous and anti-chronological constellations, respectively.

(7) [The Ministry of Education is nothing but a cartel for licensed teachers.] [and certainly does not act on behalf of students.] [relation: CAUSE-RESULT; time: synchronous]

(8) [Monsanto Co., too, is expected to continue reporting higher profit.] [even though its sales of crop chemicals were hurt in the latest quarter by drought in northern Europe and the western U.S.] [relation: CONCESSION; time: anti-chronological]

<table>
<thead>
<tr>
<th>Evers-Vermeul et al.</th>
<th>Our features</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>continuity</td>
</tr>
<tr>
<td>Temporal [+TIME]</td>
<td></td>
</tr>
<tr>
<td>Synchronous</td>
<td>[+SIMULTANEOUS]</td>
</tr>
<tr>
<td>Sequential</td>
<td>[-SIMULTANEOUS]</td>
</tr>
<tr>
<td>Chronological</td>
<td>[+PRIOR]</td>
</tr>
<tr>
<td>Anti-chronological</td>
<td>[-PRIOR]</td>
</tr>
</tbody>
</table>

Table 3: Operationalisation of the temporal dimension

We assume that anti-chronological pairs of discourse segments introduce temporal discontinuity. All other constellations are classified as continuous; see Table 3. According to this classification, (7) emerges as continuous, and (8) as discontinuous.

4.2 Space

We consider a relation spatially continuous if the events or situations in the discourse segments are non-spatial, as in (9), or situated in the same place. In spatially discontinuous relations, location shifts in between segments, as in (10).

(9) [Passenger car prices jumped 3.8% in September.] [after climbing 0.5% in August and declining in the late spring and summer.] [relation: TEMPORAL-AFTER; space: no change]

(10) [investment will be more likely to flow toward the other European economies] [and “the U.K. will be less prepared for the single market.”] [relation: CONSEQUENCE; space: change]

4.3 Reference

We express referential continuity in terms of Centering Theory or CT (Grosz et al., 1995). CT determines for each segment a central discourse referent (‘backward-looking centre’), which can be continued or updated between segments, and occupy different positions on a salience hierarchy for all referents of a segment. This gives rise to four types of transition between segments: continue, retain, smooth shift, and rough shift. Poesio et al. (2004) add the types establishment, zero, and null, for the initialisation, termination, or lack of anaphoric reference across segments.

---

\(^3\)We found some potentially misclassified relation tokens in the RST-DT, especially within the CONDITIONAL relation type. Our corpus does not contain such tokens, however.

\(^4\)The features are summarised in Table 8 in the Appendix.
We classify a discourse relation as referentially continuous if the transition between its segments involves some kind of shared referent, like the Soviets in (11). Thus, continue, retain, smooth shift, rough shift, and establish transitions are considered as continuous. In contrast, zero and null transitions emerge as discontinuous, as in (12), where reference to the Aetna company is discontinued in the second segment.

(11) It’s not enough! [If the Soviets want to be believed] [they need to start telling the truth about more than the totally obvious.]
[relation: CONDITION; reference: establish]

(12) In a few instances, Aetna knew [it would probably be shelling out big bucks] [even before a client called or faxed in a claim]
[relation: TEMPORAL-BEFORE; reference: zero]

4.4 Action
We operationalise action continuity in terms of script theory (Schank and Abelson, 1975; Modi et al., 2016), which postulates that part of our knowledge is organised in ‘scripts’ or stereotypical descriptions of routine activities like having a meal in a restaurant or visiting a doctor. This operationalisation makes it possible to support inter-annotator agreement by falling back on existing script data collections like the one of Regneri et al. (2010) or InScript (Modi et al., 2016).

We examine whether the actions or events in the discourse segments can be considered part of a script, so that there is a logical flow from one action or event to another. If yes, the relation is considered continuous, as in (13); otherwise, we classify it as discontinuous, as in (14).

(13) [A substantial warming would melt some of the Earth’s polar ice caps] [raising the level of the oceans]
[relation: SEQUENCE; action: flow]

(14) [Mercedes officials said they expect flat sales next year] [even though they see the U.S. luxury-car market expanding slightly.]
[relation: CONCESSION; action: no flow]

4.5 Perspective
We distinguish three types of perspective (Pander Maat, 1998): objective, author (in the form of comments), and other (quotations). We consider a discourse relation continuous on the perspective dimension if its two segments share the same perspective, as in (15), otherwise, we classify the relation as discontinuous, as in (16).

(15) [“Climate varies drastically due to natural causes,” said Mr. Thompson.] [But he said ice samples from Peru, Greenland and Antarctica all show substantial signs of warming.]
[relation: CONTRAST; perspective: no change]

(16) [“The earnings were fine and above expectations,” said Michael W. Blumstein, an analyst at First Boston Corp.] [Nevertheless, Salomon’s stock fell $1.125 yesterday to close at $23.25 a share in New York Stock Exchange composite trading.]
[relation: CONTRAST; perspective: change]

4.6 Modality
Modality is predominantly introduced by modal verbs, but also by modal adverbials and verbs like probably and doubt, respectively. Modal expressions describe what the world would be like according to a ‘modal source’, e.g., wishes, obligations (including laws), or expectations (for a formalisation, see Kratzer 2001).

Discontinuity in modality amounts to a shift of the reality or possible world dimension of the deictic centre. For instance, in (18) below, the modal dimension shifts from the real world (in which Temple-Inland is not expanding) to the world according to Mr. Palmero, in which the company is capable of future debt reduction. If both arguments of a discourse relation are non-modal or if they are modal with respect to the same modal source, we classify the relation as continuous, as in (17); otherwise, as discontinuous, like in (18).

(17) [Cineplex traded on the New York Stock Exchange at $11.25 a share, up $1.125,] [before trading was halted.]
[relation: TEMPORAL-BEFORE; modality: no change]
Mr. Palmero recommends Temple-Inland, explaining [that it is “virtually the sole major paper company not undergoing a major capacity expansion”] [and thus should be able to lower long-term debt substantially next year.]

[relation: CAUSE-RESULT; modality: change]

4.7 Speech act

Discourse segments can be declarative clauses, questions, or imperatives. When sentence mood changes in between segments, Givón (1993) assumes discontinuity along the speech act dimension. Thus, relations count as discontinuous if only one of the segments is declarative, as in (19).

(19) [The next time you hear a Member of Congress moan about the deficit,] [consider what Congress did Friday.]

[relation: CONTINGENCY; speech act: change]

The only exception are rhetorical questions, which we classified as statements (declaratives) in our analysis in spite of their syntactic guise, because they are interpreted as statements. For instance, the second discourse unit of (20) introduces the claim that no one will pay high prices for racehorse anymore:

(20) [If bluebloods won’t pay high prices for racehorses anymore,] [who will?] [relation: CONDITION; speech act: no change]

5 Additional features

Features that potentially influence the relationship between discourse relations and continuity are also annotated in the RST-CC. We include the CCR features polarity (see Section 3) and order of segments. The latter applies to implicational (CAUSAL and CONDITIONAL) relations only: The order is basic if the cause or antecedent segment precedes the result or consequent segment (Sanders et al., 1992); the reverse order indicates a non-basic relation.

The relations are annotated for two more features: nuclearity (which specifies the segment pair as nucleus-satellite, nucleus-nucleus, or satellite-nucleus, according to RST) and context (whether the relation occurs intra- or inter-sententially). The annotation scheme for the additional features is summarised in Table 9 in the Appendix.

For illustration, we provide an example of the RST-CC annotation (for seven continuity dimensions and also for four additional features) in Table 10 in the Appendix.

6 Reliability of annotation

To assess the quality of our annotation, we conducted an annotation experiment. For the seven continuity dimensions, we independently annotated a selection of 240 relations, which are not part of the RST-CC, but represent the five relation types of the corpus. Agreement was substantial according to Cohen’s kappa (Landis and Koch, 1977) for the four dimensions time, reference, perspective, and modality, as shown in Table 4. For the remaining dimensions, prevalence prevented the calculation of meaningful κ-values. The agreement scores are 97.07% for space, 95.82% for action, and 98.74% for speech act.

<table>
<thead>
<tr>
<th></th>
<th>time</th>
<th>reference</th>
<th>perspective</th>
<th>modality</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.72</td>
<td>0.69</td>
<td>0.70</td>
<td>0.76</td>
</tr>
</tbody>
</table>

Table 4: Inter-annotator agreement on four dimensions

To annotate the action dimension, we had to consult external encyclopaedic sources, since there were no script data available for the events described in the corpus data. However, our results show that for specialised domains like the economic topics featured in many articles of the RST-CC, external sources can greatly contribute to safeguarding inter-rater agreement.

The scores reported for time and reference measure agreement on the binary distinction between continuous and discontinuous relations, as described in Section 4. However, we also calculated scores for more fine-grained classifications.

For reference, our annotation of the entire sevenfold classification of Centering Theory also yielded

---

6Prevalence refers to the ratio between the cardinalities of the classes that emerged in the classification. High prevalence leads to high chance agreement. And, since the idea of the kappa statistic is to abstract away from chance agreement, it returns very low kappa values for highly unbalanced samples, even if inter-rater agreement is very high.
substantial agreement ($\kappa = 0.62$). The confusion matrices reveal that agreement is especially high for the preservation, the termination, and the lack of reference continuity (continue, zero, and null, respectively). We interpret this result as confirming the usefulness of Centering Theory for practical annotation initiatives.

For time, we annotated a more fine-grained classification into non-temporal/synchronous, chronological, and anti-chronological constellations. Agreement on this classification was only moderate ($\kappa = 0.49$). Subsequent evaluation showed that the problematic distinction was the one between synchronous and chronological, in particular, for implicational relations. The choice of the values for temporal continuity varied over whether the consequent (or result) starts simultaneously with the antecedent (cause) or whether the latter follows the former. The issue is illustrated in (21), for which one annotator assumed that the junk market getting its biggest jolt (cause) is synchronous with it going into a tailspin (consequence), whereas the other one understood a chronological order in that the tailspin began after the jolt.

(21) [The fragile market received its biggest jolt last month from Campeau Corp...] [At that point, the junk market went into a tailspin...] [Relation: CONSEQUENCE; time: ?]

Subsequent discussion of these decisions revealed that the forced choice between the two possible temporal constellations introduced considerable arbitrariness, which was reflected in low agreement. Consequently, one should avoid forcing a choice in these cases by subsuming the two constellations in the underspecified statement that the consequence does not precede the antecedent. We conclude that such examples pose a severe challenge for approaches to temporal continuity that, unlike ours, regard chronological (as opposed to synchronous) order as non-continuous.

For perspective, the high agreement was supported by the fact that newspaper text indicates the sources of direct or indirect quotes very clearly. The disagreements mainly involved distinguishing reported facts from any kind of comment or conclusion drawn from them. For other text types, we envisage that the identification of perspectives must take into account additional linguistic evidence, e.g., in the case of free indirect discourse (Eckardt, 2014).

7 Recurrent annotation issues

This section presents recurring issues for our annotation which make choosing the correct label for a specific continuity dimension challenging.

7.1 Perspective annotation for implicit attribution

In newspaper texts, quotes and reported speech are not always indicated (or attributed to their sources) explicitly. This typically happens when a whole series of statements of one single speaker is reported: Some of the statements are presented as a direct quote (X said, “...”) or as reported speech (X said that...), while the others are not marked explicitly. This is illustrated by (22) [= (18)], where the first segment is a direct quote with attribution to the speaker, while the second one is unmarked, although they both belong to the same statement (made by Mr. Palermo). Accordingly, there is no change of perspective for the relation.

(22) Mr. Palmero recommends Temple-Inland, explaining [that it is “virtually the sole major paper company not undergoing a major capacity expansion,”] [and thus should be able to lower long-term debt substantially next year.] [relation: CAUSE-RESULT, perspective: no change]

However, in certain instances it is unclear whether a segment is attributed to a source or not, e.g., in (23), the last segment might be due to Guy Witman or to the author of the article. In this case, even the context of the whole article does not provide a definitive clue to answer this question:

(23) [Still, today’s highest-yielding money funds may beat CDs over the next year even if rates fall,] says Guy Witman, an editor of the Bond Market Advisor newsletter in Atlanta.] [That’s because top-yielding funds currently offer yields almost 1 1/2 percentage points above the average CD yield.] [relation: EXPLANATION-ARGUMENTATIVE, perspective: ?]

7.2 Annotating modality

In annotating modality, we encountered the problem of indirect speech transforming future-tense
auxiliaries into conditional forms, without introducing modality. For instance, *would in* (24) merely expresses the future tense as it is part of the indirect speech introduced by the matrix clause *he said*:

(24) He said [construction wouldn’t resume] [until market conditions warrant it.] (relation: CONDITION, modality: no change)

This disambiguation is especially difficult when the scope of the indirect speech is not clear or if the context does not suffice to distinguish between equally plausible readings, as in (25):

(25) [Sears expected] [that the pricing program wouldn’t have any effect on revenue]. (relation: ATTRIBUTION, modality: ?)

Another issue is the scope of modality. The scope of a modal expression might extend over both segments, which entails continuity along the modal dimension, e.g., in (26):

(26) ... a quarterly dividend of 76 cents, [which would be received] [before the February option expires] (relation: TEMPORAL-BEFORE, modality: no change)

(26) involves no change of modality, because *would* scopes over both segments. This is reflected in its interpretation as the possibility of receiving a dividend before the expiration of an option.

8 First results

We provide the distribution of continuous relations (proportions in percentages) for five relation types with respect to the seven continuity dimensions in Table 5, with the highest and lowest scores for a dimension in bold font.

We found that some continuity dimensions show uniformity across relation types. Relations of all types are found to be overwhelmingly continuous (> 98%) for the dimensions space and speech act, and almost never continuous (< 2%) for action. We believe that this is due to our data: In particular, the non-narrative character of our data is responsible for the low degree of action continuity and for the high degree of space continuity. In addition, there are very few questions and imperatives in our newspaper data, which explains the overall continuity for speech act. Due to these limitations of our corpus, we believe that the uniformity we found for the space, speech act, and action dimensions does not suggest that these dimensions are less important for continuity in discourse relations; instead, they might become distinctive if material from other registers is investigated.

For the dimensions time, reference, perspective, and modality, however, there is considerable difference between the relation types, as summarised in Table 5. In addition, we found that the relation types are not homogeneously continuous or discontinuous, but can be simultaneously more continuous for some dimensions but less continuous or even predominantly discontinuous for other dimensions. In particular, CONTRASTIVE relations are the least continuous for reference and perspective, but highly continuous for time. CONDITIONAL relations are the most continuous for perspective, and the least continuous for modality. TEMPORAL relations are the least continuous for time, but the most continuous for reference and modality. What is more, continuity is not uniform even for a single dimension of one of these relations; e.g., only 82.61% (and not 100%) of the CAUSAL relations are continuous for time.

Continuity scores for reference are consistently lower for two reasons: There are many small discourse segments in the RST-DT, which reduces the chance of finding a shared referent across the segments. This is illustrated by (27), where the target relation, CONSEQUENCE-N, holds between segments A (the single word ‘lost’) and B.

(27) [Mr. Lagnado said] [that] [although retailers probably won’t ever recover sales] [lost]A [because of the California quake and Hurricane Hugo.]B [they could see some benefits later on.]

Since neither of the two segments has a background-looking centre (Cb), referential continuity of the relation is calculated as null, which amounts to discontinuity. Moreover, we did not consider eventive and propositional referents in the analysis. However, as long as we compare only reference scores across the relation types (or subtypes), this will not affect our results.
The correlations between relation types and continuity along a specific dimension are significant at $p < .001$ ($p < .05$ for reference) for all dimensions except space and speech act.

9 Conclusions and outlook

We presented the RST Continuity Corpus (RST-CC), which comprises five major types of discourse relations annotated for a wide array of continuity dimensions and additional features. We envisage two applications of the corpus. First, the RST-CC will contribute to a more precise characterisation of discourse relations, providing a systematic, detailed, and reliable resource for examining the relationship between continuity (dimensions) and discourse relations. In addition, the corpus can also be used to test hypotheses about correlations between continuity dimensions and discourse relations. For example, CONTRASTIVE relations often present information about different (though comparable) items or information from different sources, and one can test whether this would lead to low scores for reference and perspective continuity.

Second, the corpus, in conjunction with parallel resources like the RST Signalling Corpus (Das et al., 2015), will contribute to the study of discourse signalling, e.g., to explore the continuity hypothesis (Murray, 1997), which entails that discontinuous discourse relations are harder to process, and hence, their processing should be facilitated by more explicit signalling.

Furthermore, it is an important research question whether continuity in discourse relations patterns uniformly or differently across genres or languages. For further work in this field, the development of the RST-CC could be a model for similar resources for different genres and different languages (other than news texts in English, as in the RST-CC).

Finally, we believe that our decompositional approach towards continuity would support further in-depth analyses of discourse relations. The varying effect of different continuity dimensions on discourse relations, for instance, would help resolving incongruities found in the study of discourse processing (why certain discourse relations are processed quicker and remembered better than others).

For a broader empirical basis for such investigations, we will extend the RST-CC, adding more instances of the relation types covered so far, but also including additional relation types like BACKGROUND, COMPARISON, EVALUATION, and EXPLANATION. The final version of the RST-CC will be published via the Linguistic Data Consortium.
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### Appendix

<table>
<thead>
<tr>
<th>Dimension</th>
<th>Value</th>
<th>(Dis)continuous?</th>
</tr>
</thead>
<tbody>
<tr>
<td>time</td>
<td>non-temporal</td>
<td>continuous</td>
</tr>
<tr>
<td></td>
<td>synchronous</td>
<td></td>
</tr>
<tr>
<td></td>
<td>chronological</td>
<td></td>
</tr>
<tr>
<td></td>
<td>anti-chronological</td>
<td>discontinuous</td>
</tr>
<tr>
<td>space</td>
<td>no change</td>
<td>continuous</td>
</tr>
<tr>
<td></td>
<td>change</td>
<td>discontinuous</td>
</tr>
<tr>
<td>reference</td>
<td>continue</td>
<td>continuous</td>
</tr>
<tr>
<td></td>
<td>retain</td>
<td></td>
</tr>
<tr>
<td></td>
<td>smooth shift</td>
<td></td>
</tr>
<tr>
<td></td>
<td>rough shift</td>
<td></td>
</tr>
<tr>
<td></td>
<td>establish</td>
<td></td>
</tr>
<tr>
<td></td>
<td>zero</td>
<td>discontinuous</td>
</tr>
<tr>
<td>action</td>
<td>flow</td>
<td>continuous</td>
</tr>
<tr>
<td></td>
<td>no flow</td>
<td>discontinuous</td>
</tr>
<tr>
<td>perspective</td>
<td>no change</td>
<td>continuous</td>
</tr>
<tr>
<td></td>
<td>change</td>
<td>discontinuous</td>
</tr>
<tr>
<td>modality</td>
<td>no change</td>
<td>continuous</td>
</tr>
<tr>
<td></td>
<td>change</td>
<td>discontinuous</td>
</tr>
<tr>
<td>speech act</td>
<td>no change</td>
<td>continuous</td>
</tr>
<tr>
<td></td>
<td>change</td>
<td>discontinuous</td>
</tr>
</tbody>
</table>

Table 8: Continuity dimensions and their values

<table>
<thead>
<tr>
<th>add. feature</th>
<th>value</th>
</tr>
</thead>
<tbody>
<tr>
<td>polarity</td>
<td>positive</td>
</tr>
<tr>
<td></td>
<td>negative</td>
</tr>
<tr>
<td>order of segments</td>
<td>basic</td>
</tr>
<tr>
<td></td>
<td>non-basic</td>
</tr>
<tr>
<td>nuclearity</td>
<td>S-N</td>
</tr>
<tr>
<td></td>
<td>N-S</td>
</tr>
<tr>
<td></td>
<td>N-N</td>
</tr>
<tr>
<td>context</td>
<td>intra-sentential</td>
</tr>
<tr>
<td></td>
<td>inter-sentential</td>
</tr>
</tbody>
</table>

Table 9: Additional features and their values
<table>
<thead>
<tr>
<th>Relation type</th>
<th>Relation subtype</th>
<th>Definition: key feature(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CAUSAL</td>
<td>CAUSE</td>
<td>Nucleus (N) is the cause; Satellite (S) is the result.</td>
</tr>
<tr>
<td></td>
<td>RESULT</td>
<td>N is the result; S is the cause.</td>
</tr>
<tr>
<td></td>
<td>CAUSE-RESULT (multinuclear)</td>
<td>Cause and result are equally important.</td>
</tr>
<tr>
<td></td>
<td>CONSEQUENCE-S</td>
<td>Weaker version of CAUSE; N is the cause; S is the consequence.</td>
</tr>
<tr>
<td></td>
<td>CONSEQUENCE-N</td>
<td>Weaker version of RESULT; N is the consequence; S is the cause.</td>
</tr>
<tr>
<td></td>
<td>CONSEQUENCE (multinuclear)</td>
<td>Weaker version of CAUSE-RESULT; cause and consequence are equally important.</td>
</tr>
<tr>
<td>CONTRASTIVE</td>
<td>ANTITHESIS</td>
<td>N and S stand in contrast with each other.</td>
</tr>
<tr>
<td></td>
<td>CONTRAST (multinuclear)</td>
<td>Two equally important units stand in contrast with each other.</td>
</tr>
<tr>
<td></td>
<td>CONCESSION</td>
<td>The contrast arises due to a violated expectation between N and S.</td>
</tr>
<tr>
<td>CONDITIONAL</td>
<td>CONDITION</td>
<td>The consequent holds if the antecedent holds.</td>
</tr>
<tr>
<td></td>
<td>CONTINGENCY</td>
<td>In any context, the consequent holds if the antecedent holds.</td>
</tr>
<tr>
<td></td>
<td>HYPO THETICAL</td>
<td>Like CONDITION, in addition, the antecedent is assumed to be true.</td>
</tr>
<tr>
<td></td>
<td>OTHERWISE (mostly multinuclear)</td>
<td>The consequent does not hold if the antecedent does.</td>
</tr>
<tr>
<td>ELABORATION</td>
<td>ELABORATION-ADDITIONAL</td>
<td>S provides additional information about N.</td>
</tr>
<tr>
<td></td>
<td>ELABORATION-GENERAL-SPECIFIC</td>
<td>S provides specific information about N.</td>
</tr>
<tr>
<td></td>
<td>ELABORATION-OBJECT-ATTRIBUTE</td>
<td>S is an embedded clause/NP modifying an object/entity representing N.</td>
</tr>
<tr>
<td></td>
<td>ELABORATION-PART-WHOLE</td>
<td>S specifies or elaborates on a part of N.</td>
</tr>
<tr>
<td></td>
<td>ELABORATION-PROCESS-STEP</td>
<td>S enumerates the steps for carrying out a process introduced by N.</td>
</tr>
<tr>
<td></td>
<td>ELABORATION-SET-MEMBER</td>
<td>N introduces a set/list of information; S elaborates on one (or more) member of the set/list</td>
</tr>
<tr>
<td></td>
<td>EXAMPLE</td>
<td>S provides an example for the information in N.</td>
</tr>
<tr>
<td></td>
<td>DEFINITION</td>
<td>S provides a definition of N.</td>
</tr>
<tr>
<td>TEMPORAL</td>
<td>TEMPORAL-BEFORE</td>
<td>The situation in N occurs before or leading up to the situation in S.</td>
</tr>
<tr>
<td></td>
<td>TEMPORAL-AFTER</td>
<td>The situation in N occurs after the situation in S.</td>
</tr>
<tr>
<td></td>
<td>TEMPORAL-SAME-TIME</td>
<td>The situations in N and S occur at approximately the same time.</td>
</tr>
<tr>
<td></td>
<td>SEQUENCE</td>
<td>A multinuclear list of events presented in chronological order.</td>
</tr>
<tr>
<td></td>
<td>INVERTED-SEQUENCE</td>
<td>A multinuclear list of events presented in reverse chronological order.</td>
</tr>
</tbody>
</table>

Table 6: Relation types, relation subtypes, and their key features
To be sure, [big investors might put away their checkbooks in a hurry] [if stocks open sharply lower today] [relation: CONDITION]

<table>
<thead>
<tr>
<th>Dimension</th>
<th>Value</th>
<th>Explanation</th>
<th>Continuity</th>
</tr>
</thead>
<tbody>
<tr>
<td>time</td>
<td>change</td>
<td>The consequent or protasis (first segment) precedes the antecedent or apodosis (second segment).</td>
<td>discontinuous</td>
</tr>
<tr>
<td>space</td>
<td>no change</td>
<td>The segments have no spatial markers; hence, the relation is non-spatial.</td>
<td>continuous</td>
</tr>
<tr>
<td>reference</td>
<td>null</td>
<td>None of the segments has a backward-looking centre (Cb).</td>
<td>discontinuous</td>
</tr>
<tr>
<td>action</td>
<td>no flow</td>
<td>The transition of the segments does not represent part of a script (a stereotypical situation or routine activity).</td>
<td>discontinuous</td>
</tr>
<tr>
<td>perspective</td>
<td>no change</td>
<td>Both segments bear the perspective of the writer.</td>
<td>continuous</td>
</tr>
<tr>
<td>modality</td>
<td>change</td>
<td>The first segment uses the modal verb 'might' while the second one uses none.</td>
<td>discontinuous</td>
</tr>
<tr>
<td>speech act</td>
<td>no change</td>
<td>Both segments are declarative sentences.</td>
<td>continuous</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>add. feature</th>
<th>value</th>
</tr>
</thead>
<tbody>
<tr>
<td>polarity</td>
<td>positive</td>
</tr>
<tr>
<td>order of segments</td>
<td>non-basic (consequent-antecedent)</td>
</tr>
<tr>
<td>nuclearity</td>
<td>N-S</td>
</tr>
<tr>
<td>context</td>
<td>intra-sentential</td>
</tr>
</tbody>
</table>

Table 10: Example of RST-CC annotation
GENTLE: A Genre-Diverse Multilayer Challenge Set for English NLP and Linguistic Evaluation
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Georgetown University
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Abstract
We present GENTLE, a new mixed-genre English challenge corpus totaling 17K tokens and consisting of 8 unusual text types for out-of-domain evaluation: dictionary entries, esports commentaries, legal documents, medical notes, poetry, mathematical proofs, syllabuses, and threat letters. GENTLE is manually annotated for a variety of popular NLP tasks, including syntactic dependency parsing, entity recognition, coreference resolution, and discourse parsing. We evaluate state-of-the-art NLP systems on GENTLE and find severe degradation for at least some genres in their performance on all tasks, which indicates GENTLE’s utility as an evaluation dataset for NLP systems.

1 Introduction
In the past several years, there have been great advances in NLP system performance on various tasks. However, many of these tasks are still evaluated on in-domain data, i.e. held-out data taken from the same domain as the system’s training data. While this methodology is sound, it often overstates systems’ ability to perform in real-world settings, where out-of-domain (OOD) data can lead to significant degradation (Plank, 2016; Joshi et al., 2018), even when target data comes from a similar domain (Nayak et al., 2020). For this reason, it is essential to have evaluation datasets with diverse text types, which can give a more accurate picture of systems’ capabilities on OOD data, especially for domains that are distant from commonly studied domains or underrepresented in existing training datasets.

In this paper, we present GENTLE (GENre Tests for Linguistic Evaluation), a small but “extreme” open-access dataset that can be used for OOD evaluation of popular NLP tasks in English, as well as for linguistic analysis of less studied genres. The NLP tasks considered here include morphosyntactic tagging and dependency parsing according to Universal Dependencies (UD, de Marneffe et al. 2021), nested named and non-named entity recognition (NNER), coreference resolution, entity linking (Wikification), and hierarchical discourse parsing in the framework of Rhetorical Structure Theory (RST, Mann and Thompson 1988).¹ Our data comes from eight genres explicitly selected to represent unusual and diverse data types not currently included in the English Universal Dependencies corpora: dictionary entries, transcripts of live esports commentary, legal documents, medical notes, poetry, mathematical proofs, course syllabuses, and threat letters.

GENTLE enables us to answer various questions, including how well state-of-the-art (SOTA) models can parse OOD data and whether or not OOD genres are equally difficult for all NLP tasks. Apart from NLP performance, we can also see whether the annotation tasks in our challenge genres are difficult for humans and how the difficulties that arise in individual genres in GENTLE differ from those in existing datasets.

The rest of this paper is structured as follows: Section 2 presents some related work on OOD testing. Section 3 presents an overview of the corpus, while Section 4 compares the genres in the corpus in detail. Section 5 evaluates human agreement and NLP system performance on our data for each task, compared to more standard UD English data. Section 6 offers our conclusions. Our corpus is available at https://github.com/gucorpling/gentle.

2 Related Work
Previous work has focused on the importance of genre diversity and OOD evaluation for many of the NLP tasks included in GENTLE, supporting the general conclusion that NLP system performance tends to degrade on OOD data.

In coreference resolution, Moosavi and Strube

¹The corpus is also openly released as part of the Universal Dependencies 2.12 version available at https://github.com/UniversalDependencies/UD_English-GUM.
(2017) and Zhu et al. (2021) point out that existing models mainly rely on lexical features (e.g. word embeddings) and may face the problem of over-fitting because of the large overlap of vocabulary between training and testing data. Apart from over-fitting, low recall resulting from domain discrepancy is another major problem for named entity recognition (NER, Augustein et al. 2017).

Despite a recent surge in approaches for discourse-level tasks, there is still room for improvement in this area, especially for OOD data (Atwell et al., 2021). Liu and Zeldes (2023) investigate the impact of genre diversity in training data composition for RST discourse parsing, the task of recursively identifying relations between propositions. They show that diverse data is essential for stable and generalizable models for this task.

Similarly to the present work, Kanerva and Ginter (2022) conduct an OOD evaluation of Finnish dependency parsing, including constructing a relatively “extreme” OOD treebank, including 5 distinct genres (web documents, clinical, online discussions, tweets, and poetry). Their experiments indicate that syntactic parsing performance degrades severely on OOD data, particularly on the LAS (labeled attachment score) metric.

Data diversity is thus crucial for a range of NLP tasks, but the lack of diverse data available hampers training and evaluation. Previous corpus construction efforts cover a wide range of English genres, for example, 5 genres in the English Web Treebank (EWT, Silveira et al. 2014) for syntactic annotations, and 6 in OntoNotes (Weischedel et al., 2012) for NER and coreference as well. However, both datasets lack nested, non-named entities, entity linking (Wikification), and discourse parsing.

More recently, the UD English GUM corpus (Georgetown University Multilayer corpus, Zeldes 2017), with data from 12 genres (academic articles, biographies, conversation transcripts, works of fiction, Reddit posts, how-to-guides, interviews, news articles, political speeches, textbook excerpts, Wikivoyage travel guides, and YouTube vlog transcripts), covers all of the annotations examined in this paper, and raises the expectation of being a possibly good training set for OOD targets, due to its diverse content. Experiments in this paper will therefore use our newly annotated OOD GENTLE corpus to evaluate SOTA models trained on the already diverse GUM corpus and compare their performance on both datasets.

3 GENTLE

The GENTLE corpus is constructed as an OOD evaluation dataset, modeled on the test set for the English GUM corpus. Table 1 gives an overview of partitions in GUM (v9.0) compared to GENTLE.

<table>
<thead>
<tr>
<th>dataset</th>
<th>genres</th>
<th>docs</th>
<th>tokens</th>
</tr>
</thead>
<tbody>
<tr>
<td>GUMtrain</td>
<td>12</td>
<td>165</td>
<td>160,700</td>
</tr>
<tr>
<td>GUMdev</td>
<td>12</td>
<td>24</td>
<td>21,409</td>
</tr>
<tr>
<td>GUMtest</td>
<td>12</td>
<td>24</td>
<td>21,770</td>
</tr>
<tr>
<td>GENTLE</td>
<td>8</td>
<td>26</td>
<td>17,797</td>
</tr>
</tbody>
</table>

Table 1: GUM Partitions vs. GENTLE.

GENTLE forms an extension to the GUM test set with 8 more genres, for a total of 20 diverse text types to test on. Although the amount of data in GENTLE is small, the data follows GUM’s scheme and is richly annotated on many layers, containing over 250K key-value annotations connected by complex annotation graphs. For treebanking, the annotations include gold-standard layers for Universal Dependencies morphosyntax, such as XPOS (Penn Treebank) tags, lemmas, and basic dependencies. In addition, automatically-derived morphological features, enhanced dependencies and UPOS tags are obtained using the DepEdit library (Peng and Zeldes, 2018) with the same scripts that produce these layers for the GUM corpus.

For NNER and coreference resolution, the data includes nested, named and non-named entity annotations. These employ the same scheme used in GUM, with 10 entity types, 6-way information status annotations, coreference and bridging links (9 edge types from GUM, including split antecedents, discourse deixis, etc., see https://gucorpling.org/gum/). GUM-style entity linking (wikification, Lin and Zeldes 2021) is also provided, with an automatically produced alternate version of the entity/coreference annotations matching the OntoNotes scheme (Weischedel et al. 2012; see Zhu et al. 2021 for details). The data also includes complete hierarchical discourse trees in Rhetorical Structure Theory (RST, Mann and Thompson 1988), following the same scheme as GUM.

Annotation was conducted by the authors of this paper during several hackathon-style annotation sessions. Although varying in expertise on each task, every annotator had previous experience annotating every layer of annotation described

---

2https://github.com/UniversalDependencies/UD_Finnish-OOD/
above. For annotation tools, morphosyntactic layers (XPOS tags, lemmas, and basic dependencies), entity layers (entity and coreference), and discourse layers (EDU segmentation and discourse relation) were annotated on Arborator (Gerdes, 2013) and Midas Loop (Gessler et al., 2022), GitDox (Zhang and Zeldes, 2017), and rstWeb (Zeldes, 2016), respectively. We also double annotated a portion of the corpus to measure human agreement, which will be further described in §5.

In choosing data, we attempted to select challenging types of spoken and written open-access materials that are maximally different from those already found in GUM (cf. §2). Texts were selected for each genre from a single source, making sure that (1) the total number of tokens falls between 2k and 2.5k tokens per genre; (2) at least 2 texts are selected to better represent the genre (as mean can only be calculated with 2 or more documents per genre). While the texts were selected randomly for most genres, the texts for some genres were manually selected. For instance, since poetry texts can be extremely short, the documents for this genre were chosen to be varied in length, as to limit the number of documents needed to reach the target token range. Table 2 gives the genre composition and sources for each data type in GENTLE.\(^3\)

<table>
<thead>
<tr>
<th>genre</th>
<th>docs</th>
<th>tokens</th>
<th>source</th>
</tr>
</thead>
<tbody>
<tr>
<td>dictionary</td>
<td>3</td>
<td>2,423</td>
<td>Wiktionary</td>
</tr>
<tr>
<td>esports</td>
<td>2</td>
<td>2,149</td>
<td>YouTube</td>
</tr>
<tr>
<td>legal</td>
<td>2</td>
<td>2,288</td>
<td>Wikisource / CUAD(^4)</td>
</tr>
<tr>
<td>medical</td>
<td>4</td>
<td>2,164</td>
<td>MTSamples</td>
</tr>
<tr>
<td>poetry</td>
<td>5</td>
<td>2,090</td>
<td>Wikisource</td>
</tr>
<tr>
<td>proof</td>
<td>3</td>
<td>2,106</td>
<td>Proofwiki</td>
</tr>
<tr>
<td>syllabus</td>
<td>2</td>
<td>2,431</td>
<td>Github</td>
</tr>
<tr>
<td>threat</td>
<td>5</td>
<td>2,146</td>
<td>casetext</td>
</tr>
<tr>
<td>total</td>
<td>26</td>
<td>17,797</td>
<td></td>
</tr>
</tbody>
</table>

Table 2: Corpus Contents of GENTLE.

The chosen data is broad not only in domain, including medical, legal, and other technical areas, but also in medium (online linked resources such as Wiktionary data, spontaneous spoken esports commentary, and threat letters) and communicative intent (e.g. poetry, syllabuses, and mathematical proofs). These genres can also be challenging for both humans and NLP models, as they diverge in various ways from standard training data and materials that guidelines are based on for each task.

Before approaching a technical evaluation of how well humans can annotate these materials (inter-annotator agreement) and how NLP models score on them for each task, in the next section, we explore how the materials differ from genres in GUM descriptively, in text content and annotations.

### 4 Variation across Genres

<table>
<thead>
<tr>
<th>genre</th>
<th>slen</th>
<th>pass</th>
<th>n/v</th>
<th>ttr</th>
<th>oov</th>
<th>sglt</th>
</tr>
</thead>
<tbody>
<tr>
<td>GUM</td>
<td>20.16</td>
<td>.07</td>
<td>2.56</td>
<td>.4</td>
<td>–</td>
<td>.29</td>
</tr>
<tr>
<td>GUM(_{\text{news}})</td>
<td>22.52</td>
<td>.12</td>
<td>3.34</td>
<td>.45</td>
<td>–</td>
<td>.28</td>
</tr>
<tr>
<td>dictionary</td>
<td>10.98</td>
<td>.1</td>
<td>3.65</td>
<td>.39</td>
<td>.11</td>
<td>.49</td>
</tr>
<tr>
<td>esports</td>
<td>21.07</td>
<td>.01</td>
<td>1.48</td>
<td>.36</td>
<td>.08</td>
<td>.24</td>
</tr>
<tr>
<td>legal</td>
<td>21.58</td>
<td>.04</td>
<td>3.33</td>
<td>.36</td>
<td>.17</td>
<td>.33</td>
</tr>
<tr>
<td>medical</td>
<td>11.21</td>
<td>.15</td>
<td>4.31</td>
<td>.46</td>
<td>.22</td>
<td>.32</td>
</tr>
<tr>
<td>poetry</td>
<td>17.7</td>
<td>.01</td>
<td>1.59</td>
<td>.53</td>
<td>.11</td>
<td>.25</td>
</tr>
<tr>
<td>proof</td>
<td>15.63</td>
<td>.18</td>
<td>5.14</td>
<td>.25</td>
<td>.24</td>
<td>.13</td>
</tr>
<tr>
<td>syllabus</td>
<td>7.65</td>
<td>.12</td>
<td>5.34</td>
<td>.43</td>
<td>.24</td>
<td>.38</td>
</tr>
<tr>
<td>threat</td>
<td>24.25</td>
<td>.02</td>
<td>1.3</td>
<td>.49</td>
<td>.05</td>
<td>.28</td>
</tr>
</tbody>
</table>

Table 3: Average sentence length (slen), passive ratio (pass), noun/verb ratio (n/v), type-token ratio (ttr), out-of-vocabulary ratio (oov), and singleton ratio (sglt).

3Please refer to Appendix A for detailed information on the contents of each genre.

\(^4\)The Contract Understanding Atticus Dataset (CUAD) v1 from the The Atticus Project (Hendrycks et al., 2021): https://www.atticusprojectai.org/
consequences are often added to main sentences.

Passivization (pass) is rare overall, except for medical texts (double the GUM average) and math proofs (even more), in which volitional agents are often suppressed (in the former, someone was diagnosed but we do not know by whom; in the latter, a variable can be assigned, etc.).

Noun/verb ratio (n/v) and type-token ratio (ttr) reveal that syllabus has a rich and mainly nominal vocabulary (lists of skills or topics, primarily nouns/compounds). Though rich in ttr, threat is more verbal. poetry has the highest ttr, partly because some poetic constraints discourage repetition (e.g. alliteration and rhyming, where duplication is avoided). In contrast, proof has the lowest ttr since some terms are used repeatedly (e.g., vertex is repeated ten times in one proof about vertices).

The out-of-vocabulary (oov) rate shows the percentage of tokens in each genre that is not attested in GUM, which can be expected to correlate with NLP tool degradation. proof, syllabus and medical have extremely high rates (nearly 25% of tokens are never seen in GUM), while threat and esports have less alarming rates of 5–8%.

Finally, the proportion of singleton mentions (sglt, entities referred to just once in a text) shows that proof documents have repetitive vocabularies and repeatedly refer to the same entity. This is because once a member or a class of possible items has been introduced, its properties are discussed in detail (e.g., after defining Let DE be a rational straight line, we may continue discussing the line DE). By contrast, dictionary documents use many arbitrary entities in example sentences that are never mentioned again (in an example sentence for school, we find Harvard University is a famous American post-secondary school, but Harvard is then never mentioned again). These genre disparities and unique environments can be expected to interfere with prior probabilities learned by NLP models, and, as we will see below, also with human annotation agreement.

### 4.2 Label Distributions

To give a quick overview of which labels deviate from their expected frequency in each genre, Table 4 gives standardized chi-square residuals in a contingency table of labels versus genres. A positive residual means that a label is used more frequently than expected based on its overall frequency, and a negative residual means the opposite – that a label is used less frequently than expected. Here we give only the strongest deviation associated with each genre in each of four annotation layers (for the complete tables of residuals, see Appendix B).

The deviation with the absolute highest score in the parts-of-speech (UPOS) is the unsurprising frequency of the tag SYM in math proofs, used for many mathematical symbols. The second highest is the tag X in syllabus, used to tag bullet point markers and also used frequently in legal documents. Other tag deviations include the lack of proper nouns in poetry, dense use of punctuation in dictionary entries, and the prevalence of common nouns in the medical data (a lack of pronouns mirrors this, see Table 7 in Appendix B).

Dependencies show some parallel phenomena (punct in dictionary, dep in legal and syllabus, which is used to attach bullet points), but also reveal lack of punctuation in threat letters. The prevalence of parataxis in esports to narrate chains of events as they unfold is also noteworthy, as in (1), and the use of numerical quantities in medical texts, often used for medication dosages as in (2). The poetry genre shows a negative deviation in avoiding nominal compounds, which are more typically a property of technical texts in English, e.g. in nested noun-noun compounds found
Residuals of entity types also expose differences compared to GUM genres and news in particular, which distinguishes itself by frequently mentioning organization entities. proof is the most extreme in favoring the abstract type (in fact, over 96% of mentions in proof are abstract), while threat focuses on people. medical is unique with its preponderance of substance entities, primarily medications, while esports disproportionally uses the event type. One result in the table is an artifact of one specific document, and the small corpus size: animal in poetry is due entirely to the inclusion of Edgar Alan Poe’s “The Raven”.

Finally, discourse relations reveal the prevalence of coordinated lists annotated in the relation class joint in syllabus (topics, assignments, weeks in the course, etc.) and medical (symptoms, vital statistics, medications; all mainly the relation subtype joint-list); esports unsurprisingly favors evaluation to convey positive or negative impressions of players, and poetry is unique in favoring mode relations, primarily due to the relation subtype mode-manner, which is used in adverbial manner adjuncts or parataxis, as in (4)–(5). legal shows a negative tendency to avoid context relations, which include background and spatio-temporal contextual information, both of which are less needed in a highly specialized and professional text in which context is often a given and statements apply in general.

(4) I sat divining, [with my head at ease]_MANNER
(5) [We slowly drove]_MANNER He knew no haste

4.3 Proximity Across Genres

The metrics in §4.2 reveal differences among GENTE genres compared to GUM. But needless to say, there are also many similarities between the GENTLE and GUM genres. To describe proximity across genres, we utilize the features in Table 3 and the full residual tables for the four annotation layers in Appendix B to build a cluster dendrogram of GENTLE and GUM genres.

Because labels occupy different numerical ranges and have diverse tag sets sizes (only 10 entity types but 34 coarse dependency labels), we scale the data by transforming it into z-scores, and then reduce the dimensionality of each table of residuals to five columns using Principal Component Analysis (PCA). In other words, while the original table of entity residuals has one row per genre and ten columns for the entity types (Table 9 in the Appendix) and contains chi-square residuals, the transformed table is based on a z-scaled version of the same table, which is reduced to having only 5 total columns using PCA. This affords each annotation layer as much space as the five features in Table 3 (excluding OOV rate, which is inapplicable to GUM data), for a total of 25 features per genre (the five scaled metrics without OOV, and five features each for POS, dependencies, entities, and discourse relations).

Because we are interested in concord/discord between genres across layers and do not necessarily care if z-scores are more or less extreme for a particular annotation layer, we use ordinal Kendall correlations between values of each dimension to compute the distance metric between genres, thereby avoiding single features with large values dominating the clustering. In the ordinal clustering, genres are closer if their ranks for multiple features are ordered more similarly—e.g., if they are ranked first and second in type-token ratio and singletons, then those two genres display positive concord along those features. We apply single linkage clustering to produce the dendrogram in Figure 1.

As the figure shows, several of the GENTLE genres (in red) form outliers and cluster apart from genres in GUM (in blue). This suggests, on the one hand, they are substantially distinct and, therefore, valuable additions to already available genres in GUM. On the other hand, they may be challenging to handle for models trained on GUM. This is especially true for genres like proof on the left side of the plot, which forms the most distinct outlier, in a top-level cluster of its own, and quite distant vertically from other genres. We can also see legal quite distant from its nearest neighbors.

---

5 An anonymous reviewer has inquired whether we attempted other clustering procedures: the answer is yes—the decision to use ordinal clustering resulted from the observation that single annotation layers had outsize influence for some genres, such as SYM tags in proof; single linkage is both a default choice, and works well to cluster pairs of near genres as dendrogram leaves.
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GUM’s academic and textbook, which are near each other. Three GENTLE genres, dictionary, medical, and syllabus form a sub-cluster, with the latter two being relatively similar, possibly due to both genres being dominated by bulleted lists comprised of noun phrases, i.e., sentences fragments.

In the middle, poetry is the closest to GUM’s fiction, perhaps partly due to long sentences, extensive vocabulary, and verb-dominated morphosyntax. threat clusters with GUM’s reddit genre, perhaps because both are relatively argumentative genres, often written in first-person, and include many interjections and swearwords (see Behzad and Zeldes 2020 for similar and additional observations on Reddit data). esports is somewhat far from its nearest neighbors, the informal spoken genres conversation and vlog which intuitively share features and cluster together; the latter also comes from the same source and modality as esports, since both were collected from YouTube. GUM’s more informative expository genres also cluster together plausibly, with biographies (bio) and travel guides (voyage) grouped together after the split with news.

5 Evaluation
To understand how challenging GENTLE data is for both NLP models and humans, we evaluate representative systems on each task using the entire corpus and conduct an inter-annotator agreement (IAA) experiment by double annotating 10% of the data. Table 5 reports Cohen’s Kappa ($\kappa$) and task-specific scores where applicable, taking the gold standard release data as a reference, compared to a second human’s annotation. The double annotations were done without additional validation checks; in other words, the final gold data, subjected to stringent validations by the official UD validator and validation scripts from the English GUM repository, can be expected to be more consistent and reliable. Double annotated data comes from document initial “snippets” in each genre since non-initial sections may be incoherent for layers such as coreference. Each snippet was around 200-250 tokens in length, amounting to 1,838 tokens in total ($\approx$10.34% of the entire corpus).

However, it is also true that NLP accuracy in document-initial positions diverges from overall accuracy since documents are systematically non-homogeneous. For example, dictionary entry beginnings are much harder to parse since they contain technical notation, foreign language etymologies, and more, while later sections typically include grammatically simple usage example sentences. Therefore, we report NLP accuracy on the double annotated snippets compared to human scores in Table 5, separately from the overall performances on the GENTLE corpus in Table 6. For each setting, we report scores by genre, for the entire corpus (micro-average), and the averaged per-genre score (macro-average). All NLP models were trained on the GUM v9 train partition and tested on the established GUM v9 test set and GENTLE. Additionally, we include genre-specific numbers for GUM’s news section, which can be taken to represent the most commonly used evaluation data type in most NLP tasks.

Tokenization, Tagging, Lemmatization, and Dependency Parsing We use the widely employed Stanza package (Qi et al., 2020) to evaluate gold-
Table 5: Human Performance and Corresponding NLP Performance on GENTLE Snippets for 5 NLP Tasks. The highest scoring ('easiest') GENTLE genres are highlighted in blue, and the lowest scoring are in red.

tokenized texts in Table 5 allowing comparisons with human agreements, as well as end-to-end from plain text in Table 6 to also evaluate tokenization. Tokenization degrades in the end-to-end scenario for all GENTLE genres except for threat. Tokenization is error-prone in syllabus and legal due to the abundance of bulleted and numbered nominal phrases and abbreviations. XPOS tagging degrades near 10 points on GENTLE and scores the lowest on proof and syllabus due to mathematical symbols (e.g. $\leq$, $\in$, $x$, $y$) and genre-specific terminologies (e.g. TAs, TBD). Micro-averaged lemmatization performance drops nearly 6 points to 92.38 and parsing by 15 points to a LAS of 72.38, again worst for proof and syllabus.

While these results may be somewhat shocking, human performance is also imperfect, with XPOS and lemmatization accuracy in the mid-90s, less than 3 points above Stanza for tagging, and neck-and-neck for lemmatization, and with human LAS at 84.66, about 8 points above Stanza on average. To illustrate why humans disagree on syntax especially in technical genres, we offer a brief example of parsing a legal case law designation for ‘410 U.S. 113’ in Figure 2. ‘410 U.S.’ is a volume of US Supreme Court cases, including case ‘113’ (Roe v. Wade) – one annotator (in black) analyzes ‘113’ the case) as the head, which is modified by the abundance of bulleted and numbered modifier attached as dep, similar to how GUM annotates cases like ‘Page 5.’ Without good intuitions about Supreme Court case nomenclature and very clear guidelines, any chance of perfect agreement is hampered by a myriad of such cases.

On the other hand, some potentially difficult genres, such as esports, turned out to have high human agreement for tokenization, tagging and lemmatization, despite well known challenges in annotating User Generated Content (UGC, see Sanginetti et al. 2022).
Table 6: End-to-End NLP Performance on All Tasks on Full Plain Texts (averaged over 3 runs). Top and bottom scoring GENTLE genres are marked in blue and red (GUM scores are nearly always higher, in bold).

Entity Recognition and Coreference Resolution
For NNER, we evaluate a SOTA neural system (seq2set, Tan et al. 2021). In both full GENTLE and snippets, we consider plain text with gold tokenization as input and use precision, recall and F1 to evaluate. In Table 6, F1 drops over 4 points on average, and over 13 points on legal. Inspection reveals most errors involve malpredicted spans, especially when deciding entity boundaries with PP attachment, apposition, or coordination. For example, in [Proto-Germanic *nēhwist (“[nearest]2, [closest]3”), span 2 (blue) and span 3 (orange) are appositions providing additional information for the word nēhwist and span 1 (red) as a whole forms a non-named entity span, but neither of them are correctly predicted by the model. proof outperforms GUM because mathematical variables, which are frequent in proof, are easier to identify compared with other types of entities. We also observe this in Table 5, where IAA is the highest for proof. Note that IAA for typed and untyped entities are identical; this is because most entities in proof, e.g. mathematical variables, are abstract.

The coreference resolution task uses MTL-coref (under review), a new SOTA model for the GUM benchmark which is trained with singletons and other entity-level information. We use the F1-measure of MUC, B3, CEAFL4, and the average CoNLL score as evaluation metrics. Table 6 reveals that the model performs substantially worse on GENTLE, with nearly 32 points degradation. Genre-wise analysis reveals that dictionary, which has few pronouns, performs worst, while threat, rich in pronouns, scores best in GENTLE. This shows that the model struggles more with complex NPs (with possible PP attachments) and proper nouns but can more easily identify coreference chains involving pronouns (and especially the easy pronouns ‘I’ and ‘you’ in threat letters). For instance, in GENTLE_esports_fortnite, the model incorrectly clusters [Kreo]1 ... [him]1 ... [Maufin]1, a chain including multiple names unseen during training.

RST Segmentation and Parsing
We evaluate GENTLE on two RST tasks: elementary discourse unit (EDU) segmentation and RST parsing. For EDU segmentation, we use DisCoDisCo (Gessler et al., 2021), the winning system in the 2021 DISRPT shared task on segmentation. We evaluate EDU segmentation under two conditions: ‘Gold’, where the full, human-provided UD parses for GENTLE documents are provided to the system; and ‘Trankit’, where with the sole exception of tokenization (which remains human-provided), all UD parse information is provided by Trankit’s (Nguyen et al., 2021) default English model.

For RST parsing, we use the best setting from the bottom-up neural parser by Guz and Carennini (2020), SpanBERT-NoCoref, which obtained the SOTA performance on GUM as of v8 (Liu and Zeldes, 2023) using the original Parseval procedure on binary trees, following Morey et al. (2017). We evaluate using gold discourse units for simplicity...
and comparability with previous work.

Unsurprisingly, GENTLE contains challenging materials even with gold discourse units: overall, the best-performing genre is legal while the worst-performing genre is esports. By examining dependency conversions of gold vs. predicted trees following Li et al. (2014), we found that the model was only able to correctly identify the Central Discourse Unit in 6 out of 26 documents (23.1%) in GENTLE. The top 2 most difficult relation classes are TOPIC and EXPLANATION, both of which tend to lack explicit and unambiguous cues such as discourse markers, and may require an understanding over multiple EDUs.

6 Conclusion

We have introduced GENTLE, a new, genre-diverse, richly-annotated test corpus for English. While this new resource is relatively small, the challenging genres included in the corpus are diverse not only in topic, but also in terms of medium and communicative intent. The 8 genres have considerably distinct characteristics reflected in metrics and label distributions for individual annotation layers. These genres also differ substantially from the 12 genres in the GUM reference corpus. As such, GENTLE serves as an important complement to GUM’s test set, and can provide valuable insights into NLP systems’ ability to perform on OOD data.

We found in evaluations that system performance generally degraded on GENTLE compared to GUM, corroborating prior findings that NLP systems degrade on OOD data. However, degradation was not uniform, and different genres presented differing degrees of difficulty for different NLP tasks. For dependency parsing, the steepest degradation was in syllabus and proof, while entity recognition saw particularly poor performance in legal and dictionary, and RST parsing performed lowest on esports, dictionary and poetry. It is thus necessary to have a wide variety of genres available for evaluation if one aims for a holistic understanding of the capabilities and limitations of an NLP system.

Moreover, it is worth noting that the annotation tasks for our challenge genres were not just difficult for the NLP systems, but for our human annotators as well. Our IAA experiments showed that human annotation generally outperformed the NLP systems in terms of accuracy. However, some genres stood out as being particularly difficult for humans, such as dictionary, which suggests that it would be beneficial to develop additional annotation guidelines targeting difficult cases that arise from genre-specific phenomena.

With the introduction of GENTLE and the results from the above evaluation experiments, we hope to encourage the use of genre-diverse test corpora for NLP benchmarks. This will allow researchers to obtain realistic measures of how NLP systems will perform on OOD data, which is frequently the use case of interest in real-world applications of NLP technologies.

Limitations

Our corpus is designed to serve as a challenge set, and is limited in size: each of the 8 genres ranges from 2k to 2.5k tokens, totaling around 18k tokens. Given the amount of work necessary for multilayer annotations, building a larger challenge set was not deemed realistic with the limited resources available for this project, and is left for future work.

Additionally, the evaluation of inter-annotator agreement is limited to a small amount of data, since double annotating the amount of annotation layers involved is costly. In particular, the evaluation is limited by the use of a common gold tokenization standard to facilitate reporting commonly used scores (Cohen’s Kappa, tagging accuracy, NNER F1, etc.), which do not reflect cascading errors due to tokenization disagreements. Additionally, we did not perform double annotation experiments for RST discourse parsing, as these would require annotating entire documents in each genre, which would exceed the amount of data we were able to have annotated for this evaluation.
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A Genre Descriptions

GENTLE comprises 8 genres, with each having 2 to 5 individual documents—cf. Table 2. They are as follows:

- **dictionary** – entries for a single English word from Wiktionary (https://en.wiktionary.org). GENTLE includes documents for the words next, trust, and school.

- **esports** – transcripts of a YouTube video clip containing esport commentary. GENTLE includes two documents: one featuring Fortnite, and the other featuring FIFA 20.

- **legal** – segments of legal text from the United States. Of the two documents, one is a portion of the Supreme Court opinion for Roe v. Wade (1973) from Wikisource (https://en.wikisource.org), and the other is a portion of a contract, extracted from the Contract Understanding Atticus Dataset (CUAD) v1 from the The Atticus Project (Hendrycks et al., 2021).

- **medical** – snippets of a Subjective, Objective, Assessment and Plan (SOAP) note. A SOAP note is a common kind of text used by medical professionals to document a patient’s medical visits and history. The notes are taken from MTSamples (https://mtsamples.com).

- **poetry** – poems taken from Wikisource (https://en.wikisource.org/wiki/Portal:Poetry). The poems come from 3 different authors and are of varying lengths.


- **syllabus** – syllabuses taken from course materials posted publicly on GitHub.

- **threat** – threat letters recorded in publicly available United States court proceedings. Accessed through casetext (https://casetext.com/cases; see also Abrams 2019 for some analysis of these texts).

B Full Label Residual Tables

The following tables give complete standardized Pearson residuals for label distributions in each GENTLE genre, along with comparisons to GUM as a whole and GUM news in particular. Tables 7–10 give numbers for UPOS, dependency, entity, and RST coarse labels respectively.
Table 7: Residuals for UPOS Labels by Genre.

<table>
<thead>
<tr>
<th></th>
<th>acl</th>
<th>advcl</th>
<th>advmod</th>
<th>amod</th>
<th>appos</th>
<th>aux</th>
<th>case</th>
<th>ccop</th>
<th>compound</th>
<th>conj</th>
<th>cop</th>
<th>csubj</th>
<th>dep</th>
<th>det</th>
<th>discourse</th>
<th>dislocated</th>
<th>expl</th>
</tr>
</thead>
<tbody>
<tr>
<td>GUM</td>
<td>1.3</td>
<td>4.3</td>
<td>12.2</td>
<td>-1.9</td>
<td>-12.8</td>
<td>4.7</td>
<td>-4.3</td>
<td>2.3</td>
<td>-1.2</td>
<td>-16.1</td>
<td>-2.2</td>
<td>7.8</td>
<td>3.8</td>
<td>-20.9</td>
<td>1.4</td>
<td>9.9</td>
<td>-2.9</td>
</tr>
<tr>
<td>GUM news</td>
<td>-0.6</td>
<td>-11.7</td>
<td>3.5</td>
<td>-5.1</td>
<td>-5.9</td>
<td>1.8</td>
<td>-2.6</td>
<td>4.9</td>
<td>-11.5</td>
<td>5.4</td>
<td>-5.3</td>
<td>4.1</td>
<td>-14.6</td>
<td>6.6</td>
<td>-22.6</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

(a) Part 1.

Table 8: Residuals for Deprel Labels by Genre.

<table>
<thead>
<tr>
<th></th>
<th>abstract</th>
<th>animal</th>
<th>object</th>
<th>organization</th>
<th>person</th>
<th>plant</th>
<th>substance</th>
<th>time</th>
</tr>
</thead>
<tbody>
<tr>
<td>GUM</td>
<td>-13.8</td>
<td>3.5</td>
<td>-3.1</td>
<td>6.4</td>
<td>-19.5</td>
<td>13.4</td>
<td>8.7</td>
<td>6.4</td>
</tr>
<tr>
<td>GUM news</td>
<td>-15.2</td>
<td>-7.7</td>
<td>7.2</td>
<td>0.5</td>
<td>30.6</td>
<td>-6.7</td>
<td>-2.2</td>
<td>-2.2</td>
</tr>
</tbody>
</table>

(b) Part 2.

Table 9: Residuals for Entity Labels by Genre.

<table>
<thead>
<tr>
<th></th>
<th>abstract</th>
<th>animal</th>
<th>object</th>
<th>organization</th>
<th>person</th>
<th>plant</th>
<th>substance</th>
<th>time</th>
</tr>
</thead>
<tbody>
<tr>
<td>GUM</td>
<td>-13.8</td>
<td>3.5</td>
<td>-3.1</td>
<td>6.4</td>
<td>-19.5</td>
<td>13.4</td>
<td>8.7</td>
<td>6.4</td>
</tr>
<tr>
<td>GUM news</td>
<td>-15.2</td>
<td>-7.7</td>
<td>7.2</td>
<td>0.5</td>
<td>30.6</td>
<td>-6.7</td>
<td>-2.2</td>
<td>-2.2</td>
</tr>
</tbody>
</table>

Table 10: Residuals for RST Relation Classes by Genre.
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Abstract

The task of summarisation is notoriously difficult to evaluate, with agreement even between expert raters unlikely to be perfect. One technique for summary evaluation relies on collecting comparison data by presenting annotators with generated summaries and tasking them with selecting the best one. This paradigm is currently being exploited in reinforcement learning using human feedback, whereby a reward function is trained using pairwise choice data. Comparisons are an easier way to elicit human feedback for summarisation, however, such decisions can be bottle necked by the usability of the annotator interface. In this paper, we present the results of a pilot study exploring how the user interface impacts annotator agreement when judging summary quality.

1 Introduction

As language models become more powerful, training and evaluation are increasingly limited by the data and metrics used for a particular task (Stiennon et al., 2020). Human evaluation has traditionally been used in the field of summarisation as a gold standard when assessing the quality of model outputs and for corroborating automated evaluation techniques. However, ensuring high quality evaluation with human annotators is difficult due to the subjective and task-dependent paradigm of summarisation. As model refinement will increasingly rely on human feedback it is important to consider how to best elicit high quality signal from human annotators.

One technique to judge the quality of summaries is the use of human preferences via comparison or ranking. Such rankings can also be used to improve summary quality by training models in a reinforcement learning paradigm. For instance, Stiennon et al. (2020) show that human preference data can be used to improve the capability of large language models (LLMs) for summarisation via a technique referred to as Reinforcement Learning from Human Feedback (RLHF). However, human feedback does not always provide a gold standard for summarisation when the task is not clearly defined. It has been established that linguistically trained, expert raters, provide the gold standard in summarisation evaluation and the reliability of non-experts has been repeatedly questioned (Lloret et al., 2018). For instance, it has been found that crowd workers should not be used to evaluate summary quality because of a non-correlation with experts (Gillick and Liu, 2010; Fabbri et al., 2021). Furthermore, even for expert annotations mediation meetings are necessary to assure reliability (Iskender et al., 2021). In short, evaluating the quality of a summary is not an easy or straightforward task.

The use of RLHF to train LLMs is becoming increasingly common. However, training a model from human feedback relies on the collection of data via user interfaces for the chosen task. Increasingly then, natural language processing applications are heavily influenced by the human computer interaction that takes place when collecting preference data. Recent work in RLHF for summarisation overlooks how critical the user interface is in this process, with little to no discussion of the design decisions made.

In this paper, we present the findings from a pilot study introducing a novel user interface for summary comparisons. We document how the introduction of the new interface impacts annotator engagement as well as investigate the following research questions:

- **RQ1:** Does the annotator agreement for the task of summary comparison change based on the user-interface and task conceptualisation?
- **RQ2:** Does allowing the highlighting of tokens improve the agreement of summary comparisons?
2 Background

It is widely understood that machine learning systems are limited by the quality of the labelled training data (Gooding et al., 2019). One approach to improving the performance of such systems is to treat the human labeller(s) as a source of noise (Frénay and Verleysen, 2014) who can be modelled statistically (Yan et al., 2010) in order to more accurately identify an underlying ground truth. Noise estimation can be improved if multiple labels are obtained for each item in the training set in order to model inconsistency (Ipeirotis et al., 2014), or if a distribution of label values can be used as a basis for rejecting outliers (Brody and Friedl, 1999). More recent approaches have relied on probabilistic methods for training deep classifiers under input-dependent label noise (Collier et al., 2021).

However, these approaches focus on dealing with noise post-annotation, whereas it is known that the quality and clarity of the user interface itself, as well as the task formulation has large implications for the annotator agreement. For instance, several of the human factors can be addressed through the use of pairwise comparison, where labellers make relative judgments to compare training items, rather than attempting to characterize each item independently against an abstract conceptual category, for which they are expected to have a stable definition and associated membership criteria. In the context of labelling, comparative judgments are used to compare how well the training items correspond to the required concept. Carterette et al. (2008) demonstrate that this method can facilitate judgments for information retrieval applications. Comparative judgments have also been used in gamified labelling (Bennett et al., 2009), where cooperating players reduce the set of alternative items until agreement is reached.

Recent work has looked into the application of comparative judgments to labelling as opposed to assignment of categorical values or scores on a scale (Simpson et al., 2019; Yang and Chen, 2011; Kingsley and Brown, 2010). Simpson et al. (2019) note that comparative judgments are suitable for abstract linguistic properties, whose nature can cause inconsistencies in the assigned numerical scores.

2.1 Agreement in summarisation

Text summarisation is the process of generating short, fluent, and factually accurate summaries of longer documents. As with most natural language generation tasks, evaluation of generated summarisation is difficult, with automated metrics often falling short. Human evaluation on summarisation has been broadly classified into two types: intrinsic and extrinsic (Jones and Galliers, 1995; Belz and Reiter, 2006; Steinberger and Jezek, 2009). In intrinsic evaluation, the summarisation quality is measured based on the resulting summary itself without considering the source. Generally, it has been carried out as a pair comparison task (generated output to expert summaries) or using absolute scales without showing a reference summary. Extrinsic evaluation, also known as task-based evaluation, aims to measure the summary’s impact using a task based on the source document (Mani, 2001). (Reiter and Belz, 2009) have argued that the extrinsic evaluation is more useful than intrinsic because the summarization systems are developed to satisfy the information need from the source text in a condensed way, but van der Lee et al. (2021) have reported that only 3% of summarisation papers employ extrinsic evaluation. Extrinsic evaluation is important because it is rooted in the fundamental application of summarisation models. Across papers, guidelines provided to annotators on what constitutes a good summary have a high degree of variation. For instance, Howcroft et al. (2020) found over 200 variations in terminology when analysing annotator guidelines.

2.2 Summary Comparisons for RLHF

Stiennon et al. (2020) show that human preference data can be used to improve summary quality by training the model to optimise for human preferences instead of using coarse proxies like ROUGE. This is achieved via RLHF whereby a large dataset of human preferences between generated summaries is collected, and a reward model trained using this data. The annotations collected are from researchers (experts) and human annotations with the agreement rate between researchers ranging from about 65% on the most difficult comparisons, to approximately 80% on the easiest comparisons (comparing a high-temperature sample from a supervised baseline to the human reference summary). For cases where annotators discussed the comparisons with each other the agreement reached 95%. The paper states that: substantial noise comes from comparisons being quite difficult and subjective. In the entire corpus, labellers agree with each other 72% of the time. Using the modal
output from 3 labellers can increase this agreement rate from 72% to 77%. However, this is not used as the work prioritises label throughput with summaries receiving on average 1 annotation. Figure 1 shows the interface used by annotators to collect the preference data. The main focus of this work was to prove the efficacy of RLHF for summarisation, as such there is little discussion on how the user interface was designed or how this may be impacting the engagement or agreement of raters for this task.

Finally, Bai et al. (2022) apply preference modelling and reinforcement learning from human feedback (RLHF) to fine tune language models to act as ‘helpful and harmless assistants’. They explicitly outline summarisation as an example of a helpful task. They state that they found poor average agreement between researchers from Anthropic and crowd sourced data and found that author-rater agreement wasn’t a good guide for assessing overall conversation quality. Similarly to the work by Stiennon et al. (2020), the discussion of the interface, shown in Figure 2, is limited.

Both works are valuable in setting the groundwork for RLHF as a technique for LLM task alignment. However, the annotator agreement is a factor which is highlighted as unstable for differing tasks and settings in both papers. We argue that the design and usability of the interfaces used should be considered as a much more critical component in the paradigm of RLHF research.

3 Experimental Design

Our study compares the use of a baseline interface for summary comparisons with an novel interface designed in conversation with annotators. We investigate how the use of the new interface impacts both annotator engagement and agreement using specially trained annotators for the task of summary comparison.

3.1 Methodology

The study relies on two experimental settings: in the baseline setup, annotators are tasked with selecting the best summary from a set of 5 generated summaries using a standard interface. The summary selections include generations from a range of LLMs as well as human-written gold standard summaries. Further details on summary generation are provided in §3.3. Prior to the study, annotators have worked with the initial interface for 6 months. In the second setting, annotators are asked to select the top $n$ summaries in a ranked order, where $n$ can be chosen by the annotator. Annotators interact with a novel user interface which has

---

1https://www.anthropic.com/
been designed in conversation with annotators to improve readability and aid in annotation judgements. We collect annotations for 500 documents (in each UI setting). Every document and set of summaries are annotated 3 times in total.

3.2 Annotators

As emphasised, the task of judging summary quality is non-trivial and the best results are attained using judgements from trained annotators. In our experiments, we use a team of 6 in-house annotators who have been trained on the task of judging summary quality. Annotators are paid at a daily rate, irrespective of their throughput, to incentivise high quality judgements. Annotator demographic information is included in Table 1. All annotators have worked on the task of summary evaluation for a minimum of 6 months prior to the study.

3.3 Data

The datasets provided to the annotators consisted of two batches containing 500 samples each. Each batch contains articles which have been scraped from the web. Summaries for these datasets were produced by fine-tuning the following language models: LaMDA (150B), Pegasus (500M) and FlanT5 XXL. All models used in this study were Transformer Encoder models with six layers and LSTM Decoders with two layers, containing approximately 27 million parameters, resulting in a file size of around 35MB. These small models are designed to run on-device and the data used to fine-tune the models for the task of summarisation were between 1-10K gold standard summaries.

3.4 Interface design

Annotators had been working with the baseline interface (interface 1) for 6 months prior to the study. To understand which features may improve the annotation experience we conduct a qualitative interview to identify pain points. Feedback from annotators was then used to design a novel interface which addressed the following two issues; (1) the readability of text and (2) the ability to highlight tokens in either the original or in the generated summaries to identify overlap more quickly.

Figure 3 shows screenshots of the baseline and updated interface. As demonstrated in the screenshot, the highlight interface allows for the selection of words within the original text and corresponding summaries. If a token is selected, all instances of the token will be highlighted to emphasise the overlap of summaries with the original. Annotators can select and de-select as many tokens as they want, an analysis of this behaviour is presented in Section 4.1.1.

4 Results

The following results section presents the findings related to annotator behavior and agreement in the decision-making tasks. The initial analysis focuses on measuring the time taken by annotators to make decisions in two task settings. Additionally, we examine annotators’ engagement with the highlighting tool in the second interface, assessing the overlap between annotators and the tool’s usage patterns. Lastly, we evaluate the level of agreement among annotators when selecting the best summary in both scenarios. These results provide insights into annotator decision-making processes, tool engagement, and the consensus achieved, contributing to a better understanding of the task dynamics and effectiveness in each setting.

4.1 Annotator engagement

The time taken for annotators to perform both tasks is recorded for each set of summaries presented. Figure 4 shows a plot of the time distributions normalised by the length of the texts and summaries for each interface. Interface 1 represents the original interface used by annotators and 2 is the highlight interface. Both time distributions are binned into 200 buckets and the density of occurrences for each bucket is plotted.

The task presented to annotators in the highlight interface is more cognitively demanding as annotators can select $n$ best summaries instead of the best one. This is reflected in the proportion of time taken to perform the task as the histogram shows that the task takes longer to perform by annotators. There is a larger spread of time taken for annotators using the highlight interface which may be due to a lack of familiarity with the new set-up. However, from analysing the highlight behaviour of annotators we can see that the extent to which users are interacting with the highlighting tool differs greatly and this will contribute to a larger spread of times.

4.1.1 Token selection

Figure 5 presents histograms showing the varying degrees of engagement exhibited by annotators in response to the annotation task, as determined by the number of selected tokens. The histograms
<table>
<thead>
<tr>
<th>Proficiency</th>
<th>Education</th>
<th>Age range</th>
<th>Hours reading</th>
<th>English per week</th>
</tr>
</thead>
<tbody>
<tr>
<td>Native</td>
<td>Graduate</td>
<td>5/6</td>
<td>18 - 24</td>
<td>3/6</td>
</tr>
<tr>
<td>Near native</td>
<td>Undergraduate</td>
<td>1/6</td>
<td>25 - 34</td>
<td>3/6</td>
</tr>
<tr>
<td>Advanced</td>
<td>High School</td>
<td>0/6</td>
<td>35 - 44</td>
<td>0/6</td>
</tr>
<tr>
<td>Intermediate</td>
<td>Vocational Training</td>
<td>0/6</td>
<td>45 - 54</td>
<td>0/6</td>
</tr>
<tr>
<td>Beginner</td>
<td>No formal education</td>
<td>0/6</td>
<td>55+</td>
<td>0/6</td>
</tr>
</tbody>
</table>

Table 1: Background statistics for annotators in study

Figure 3: Screenshots of the annotation interfaces – the baseline interface is presented on the left and the highlight interface on the right.

Figure 4: Histogram showing the time distribution for annotators to complete labelling using both interfaces.

depict the average number of highlighted words per annotator and reveal discrepancies in uptake among individuals. This data provides an insight into the highlighting practices of annotators. We see that the adoption varies, with one annotator (A3) not selecting any tokens during annotation compared with annotator (A5) who selects 509 tokens. The total tokens highlighted by all 6 annotators was 1836.

Figure 5: Histograms displaying the number of highlighted words for each annotation, labeled by annotator ID.
Figure 6: Venn diagram illustrating agreement between two most active annotators when selecting tokens for shared documents.

**Token selection agreement** Due to the variation in highlighting engagement we identify the two annotators who were most active in their use of the highlighting tool, as demonstrated in the bottom two histograms of Figure 5. To examine their degree of highlighting agreement in the annotation process, we focused on the subset of documents that were highlighted by both annotators, and investigated the crude overlap in terms of the tokens that were selected. The resulting venn diagram, shown in Figure 6, provides a visual representation of the extent of overlap between the two annotators’ selected tokens for the 71 documents annotated by both.

Annotator A5 highlights a larger number of words in total than annotator A6. The overlap between their highlighted words was 22% of annotator A5’s total and 56% of annotator A6’s total. Of the words selected by both annotators for the shared documents 63% were nouns. It is worth noting that a more comprehensive analysis of token agreement will require a longer-term study, as annotator adoption of the highlighting tool is expected to increase over time.

### 4.2 Token selection

Using the total 1836 tokens selected across annotators, we find that there is a statistically significant correlation ($p < 0.01$) in the number of times a token is selected and the number of occurrences of that token in the original article. The total proportion of nouns selected is 64% which implies that the search of noun specific content words is most useful when considering whether generated summaries are high quality.

### 4.2.1 Annotator agreement

Table 2 shows the results of the pairwise Kappa agreement for annotators in both interface settings. The first interface yields a higher overall agreement compared to the second and the values range from 0.36 to 0.74 with an average of 0.59, while the values for the second setting range from 0.32 to 0.65 with an average of 0.46. These results show that there was higher inter-annotator agreement for interface 1 than for interface 2. In general, whilst there were some pairs of annotators who agreed more strongly than others for both interfaces, the results indicate that there is some variability in the inter-annotator agreement. Further efforts are needed to increase the consistency of annotations for the task, especially for Interface 2.

We posit that the lower annotator agreement in the second setting is for two reasons. Firstly, annotators are much less familiar with the new interface as this is the first experience they have with labelling via the new tool. Additionally, the new task requires a higher cognitive load as it involves selecting the best set of $n$ summaries, as opposed to a single best summary. We found a substantial drop in the average agreement for annotators in the second setting, which raises questions about the stability of annotation and the complexity of the task. While this not the expected result, it provides an opportunity to investigate the task further. We plan to conduct a longitudinal study to examine whether annotator agreement improves with experience. Our preliminary results from this study are encouraging, showing that agreement increases as annotators become more familiar with the tool (an average kappa of 0.52 for the last 100 annotations in interface 2).

The highlight interface has an advantage in that it is designed to capture a more comprehensive range of behavioural information during the annotation process. One such behaviour is the frequency with which annotators change their top choice of summary. This is particularly useful when judging the difficulty of the decision, as it indicates the level of uncertainty for annotators. We investigate whether the level of agreement among annotators differs significantly based on the number of times they re-select their top choice in the highlight annotation interface. To do this we calculate significance using Satterthwaite’s method (Kuznetsova et al., 2017), applied to a mixed-effects model that treats participants and the specific annotation task as crossed
random effects.\textsuperscript{2} We find that there is a statistically
significant relationship between the agreement of
annotators and the frequency of changes made during
the annotation process. This finding suggests
that there are inherent indicators of annotator un-
certainty in their behaviour prior to making a final
decision.

5 Discussion

After receiving written feedback from annotators
following the adoption of the new user interface, it
was noted that all annotators stated the highlight-
ing feature was useful. However, when analysing
annotator behaviours not all annotators are using
the tool. This presents an interesting issue of mis-
aligned incentives, where annotators may feel the
need to praise the new interface to maintain their
employment status, even if they don’t actually find
it useful. While it’s beneficial to have a consistent
pool of annotators for engagement purposes, it’s
challenging to eliminate the power dynamic that
arises from employing them directly. Therefore,
performing an interaction-based analysis is valu-
able as it shows the true nature of tool adoption
by annotators. It is possible that the lack of adop-
tion among some annotators is due to unfamiliarity
rather than a lack of utility, which may change over
time.

In the second setting, we observed a reduction in
annotator agreement compared to the first setting,
which we attribute to both the change in interface
and the new annotation task. Rather than select-
ing a single best summary, annotators were now
allowed to choose multiple summaries, which in-
creased the cognitive load. To determine if the
decrease in agreement was due to the interface de-
sign or the increased cognitive load, we plan to
conduct further experiments while controlling for
the task. We also observed that annotator agree-
tment tends to increase with greater exposure to the
new interface, which suggests that familiarity with
the tool is an important factor to consider.

The new interface has a significant advantage in
that it enables us to use annotation behaviour to
gain a better understanding of the task of summary
comparison. For instance, we have observed that
annotators who use the highlight option tend to
prefer nouns as their preferred token type to search
for. Furthermore, we have found that the stability
of annotator choices during annotation (i.e. the
frequency of deselecting an option) is a reliable
indicator of annotator uncertainty and is strongly
correlated with the level of agreement among anno-
tators. These behaviours are statistically significant
and can be used to predict the likelihood of achiev-
ing high agreement.

6 Limitations and Future Work

The authors would like to emphasise that this paper
presents an initial pilot study aimed at document-
ing the process of updating an internal annotation
tool. Our main contribution lies in emphasizing the

\begin{table}
\centering
\begin{tabular}{lccccccc}
\hline
\hline
Interface 1 & \\
A1 & 1.00 & 0.73 & 0.36 & 0.71 & 0.74 & 0.58 & 0.62 & \\
A2 & 0.73 & 1.00 & 0.34 & 0.61 & 0.61 & 0.64 & 0.59 & \\
A3 & 0.36 & 0.34 & 1.00 & 0.59 & 0.43 & 0.49 & 0.44 & \\
A4 & 0.71 & 0.61 & 0.59 & 1.00 & 0.63 & 0.60 & 0.63 & \\
A5 & 0.74 & 0.61 & 0.43 & 0.63 & 1.00 & 0.49 & 0.58 & \\
A6 & 0.58 & 0.64 & 0.49 & 0.60 & 0.49 & 1.00 & 0.56 & \\
\hline
Interface 2 & \\
A1 & 1.00 & 0.45 & 0.52 & 0.39 & 0.44 & 0.32 & 0.42 & \\
A2 & 0.45 & 1.00 & 0.45 & 0.42 & 0.65 & 0.38 & 0.47 & \\
A3 & 0.52 & 0.45 & 1.00 & 0.42 & 0.48 & 0.45 & 0.46 & \\
A4 & 0.39 & 0.42 & 0.42 & 1.00 & 0.36 & 0.40 & 0.40 & \\
A5 & 0.44 & 0.65 & 0.48 & 0.36 & 1.00 & 0.45 & 0.48 & \\
A6 & 0.32 & 0.38 & 0.45 & 0.40 & 0.45 & 1.00 & 0.40 & \\
\hline
\end{tabular}
\caption{Kappa agreement between annotators for interface 1 (baseline) and interface 2 (highlight): results show a
higher degree of agreement for annotators when using interface 1.}
\end{table}
influence of task conceptualization and interface design on annotator agreement. Additionally, we draw attention to the significant impact of the interface used for annotating summaries in the current human feedback reinforcement learning paradigm, which is often overlooked.

While there is a distinction between binary selection of the best summary and n-ary ranking, it is still the case that both scenarios involve selecting a preferred top candidate. Therefore, the substantial difference in agreement rates raises questions about the stability of the task and how the experimental setting can affect annotators’ perception of summary quality, even among experienced and trained individuals. It is important to acknowledge that due to the variations in experiment settings and interfaces between the two task formats, it is difficult to draw definitive conclusions about the primary factor impacting annotator agreement. However, as an initial exploratory pilot study, our focus was primarily on assessing the tool’s robustness and comparing the relative times taken in the different scenarios as well as measuring the annotator’s usage of the new tool.

In future work, we will investigate how annotator behaviors can provide insights into the task difficulty and likelihood of agreement. This will involve analysing the interactions with the new interface, such as the time taken to complete the task, the frequency of selecting tokens, and the number of summary selections. By gaining a better understanding of the cognitive processes involved in annotation and how they affect annotator agreement, we can improve the development of annotation tools and methodologies for more accurate reward models.

7 Conclusion

The results of this pilot study emphasise how subtle variations in an annotation task can impact annotator agreement. Even highly experienced annotators can experience fluctuations in agreement as a result of interface changes. To aid in the annotation of summary comparison, we developed a new interface that allows tokens to be selected and displayed across resulting summaries and observed patterns in the types of tokens highlighted by annotators. Moving forward, we plan to conduct additional studies to explore the use of implicit interaction signals in predicting annotator agreement.
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Abstract

Within the research presented in this article, we created a new question answering benchmark database for Hungarian called MILQA. When creating the dataset, we basically followed the principles of the English SQuAD 2.0, however, like in some more recent English question answering datasets, we introduced a number of innovations beyond SQuAD: e.g., yes/no-questions, list-like answers consisting of several text spans, long answers, questions requiring calculation and other question types where you cannot simply copy the answer from the text. For all these non-extractive question types, the pragmatically adequate form of the answer was also added to make the training of generative models possible.

We implemented and evaluated a set of baseline retrieval and answer span extraction models on the dataset. BM25 performed better than any vector-based solution for retrieval. Cross-lingual transfer from English significantly improved span extraction models. ¹

2 Background

Early question answering databases were either very small in size or did not contain questions in the form of grammatical interrogative sentences, but they consisted of so-called cloze-type “questions”: these are declarative sentences, a part of which is masked and this part must be filled in based on the text. The latter resources were machine-generated, so they were easy to create, but the sentences containing the masked part do not resemble real questions at all.

One of the most important milestones in the series of databases used for training question answering systems was the English SQuAD database (Stanford Question Answering Dataset) (Rajpurkar et al., 2016) created at Stanford University. This is a much larger database than the previous ones, containing more than 108,000 question-answer pairs in its first version, which was later further supplemented with questions that could not be answered based on the given text passage (151,000 questions, (Rajpurkar et al., 2018)) in the second version. The publicly available training and tuning set contains 143,000 (93,000 answerable and 50,000 unanswerable) questions. In addition to its size, this resource can be considered a breakthrough because, on the one hand, unlike previous resources containing cloze-type questions (e.g. CNN/Daily Mail (Hermann et al., 2015)), it actually contained well-formed questions and on the other hand, it was not built of multiple-choice questions (e.g. MCTest (Richardson et al., 2013) or WikiQA (Yang et al., 2015)). Furthermore, it gave a huge boost to the development of question answering systems.

Among question answering datasets and systems, we can distinguish extractive and generative approaches. In the case of the former, the answer is simply a highlighted part of the text (as if we
were working with a text highlighter, this is what SQuAD is like), and in the case of the latter, the answer is actually formulated in well-formed human language (e.g. MS MARCO (Nguyen et al., 2016), NarrativeQA (Kočiský et al., 2018)). In addition, some of the QA databases contain questions that require the execution of multi-step inference chains to arrive at an answer (multi-hop/multi-step QA tasks). This not only means a greater complexity of the underlying logical derivation, but this type of task can also go beyond the level of individual documents or text fragments, if the given question can only be answered by combining the information contained in several different documents or text fragments (e.g. HotpotQA (Yang et al., 2018), NarrativeQA (Kočiský et al., 2018)).

In the case of the multi-step question answering tasks and SQuAD, it was the task of the annotators to formulate questions based on given texts. Companies operating large search engines, however, created resources in which relevant documents were collected based on frequent questions entered into the search engine, and the annotators selected or formulated the answers using these results. Natural Questions (NQ, Kwiatkowski et al. (2019)) based on questions entered into the Google search engine belongs to the former extractive type. In NQ, the documents used as context were Wikipedia articles, similar to SQuAD. The MS MARCO QnA dataset based on Microsoft Bing queries belongs to the latter abstractive/generative type (Nguyen et al., 2016). Resources based on existing quiz and literacy question sets were also created using similar web query techniques (e.g. TriviaQA (Joshi et al., 2017)).

Perhaps one of the sources of SQuAD’s popularity was that it assumes a relatively simplistic model, according to which a single coherent span of text can be selected as an answer for each answerable question, which greatly simplifies the implementation of SQuAD-based systems. This restriction can be implemented well if the annotators are instructed to ask only questions that can be answered in this manner. However, in the case of a non-negligible part of real-life questions, the answer is some kind of list, the elements of which do not necessarily occupy a single contiguous span of the text. In such cases, a single span including all relevant answers may contain a significant amount of text that is irrelevant to the answer. For example, in the Natural Questions dataset based on real questions, the answer is not a single span for 6.9% of the questions. In the case of SQuAD, the context of the questions (the part of the text in which the answer to the question must be found) has a relatively limited length: between 150 and 4000 characters, with an average of 740 characters, which also limits the complexity of the task.

Yes-no questions naturally occur in datasets similar to NQ (Natural Questions: 2.5%) that originate from actually asked questions. Typically, the answer to these questions is not a selected part of the text, but a (usually probable, not clear) yes/no answer follows from a relevant part of the text. There are also datasets specifically containing only yes-no questions (e.g. BoolQ (Clark et al., 2019), also based on Wikipedia, AmazonYesNo (Dzendzik et al., 2019), based on texts related to Amazon product reviews, or the biomedical PubMedQA based on article abstracts (Jin et al., 2019)). At the same time, BoolQ and AmazonYesNo show significant overlap with the yes-no questions in NaturalQuestions and AmazonQA (Gupta et al., 2019) databases (in the case of Amazon resources, there is essentially a subset relationship).

In biomedical question sets of “natural origin”, similarly to NQ, the proportion of “non-SQuAD-compatible” questions is often much higher than previously mentioned in relation to the NQ database. For example, in the case of the Clinical Questions Collection (CQC) data set (D’Alessandro et al., 2004; Ely et al., 1997, 1999) containing questions formulated by actual practicing doctors during their daily professional activities and the PubMed Query Log Dataset (Herskovic et al., 2007) composed of questions formulated by PubMed users in a single day, the proportion of yes-no questions is 28.1%, and that of list-type answers is 21.9% (Yoon et al., 2022).

In addition to the lack of list-type answers and the scarcity of yes-no questions, another problem with extractive datasets arises from the fact that questions about a given text often do not use the same words that appeared in the original context. During the compilation of SQuAD, annotators were encouraged to paraphrase the part of the question anchored to the context when formulating the questions, and not simply copy it. This in itself is not necessarily a serious problem for neural models based on current pre-trained language models, since these usually have sufficiently abstract internal semantic representations to often avoid that
In SQuAD, relevant prepositions are usually not included in the answer. Paraphrases confuse them. However, if we use a verb in the question different from the one in the original context, then this often involves a different argument frame, which means that the given expression should often appear in the answer in a form different from that in the original text. In the case of SQuAD, the solution to this problem was that prepositions were not made part of the answer, but only the minimal lexical content (annotators were instructed to do so, see Fig. 1.).

In the case of English, an essentially isolating language, this solves the above problem in most cases, but at the price that the answer of the system is often not formulated in a pragmatically appropriate form (the latter would include the preposition). In the case of languages, where case is marked morphologically, this solution obviously does not work. In such cases an extractive QA system will definitely give an inadequate answer, because it returns the answer with the original case appearing in the text. At the same time, this does not represent a real problem if the answer is presented as highlighted text in context, since in this case the user does not feel that the machine “answered in a strange manner”, but rather that it “highlighted the answer correctly in the text”. If, however, the answer is presented as an answer, then it is definitely necessary to move on and use a generative model.

We illustrate the problem with an example in Hungarian. In the context of Péternek az idegeire ment a zaj. ‘The noise got on Peter’s nerves.’ (here Péter ‘Peter’ is in the dative case), the adequate short answer to the question Kit idegesített a zaj? ‘Who was annoyed by the noise?’ would be Pétert (in accusative), but this cannot be extracted in this form from the original context. Here, the complete sentence would be an adequate (but not minimal) answer to the question. However, this is often not the case, especially when the original context contains the answer in a derived form. In the context A Duna Európa második leghosszabb folyama az oroszországi Volga után. ‘The Danube is the second-longest river in Europe, after the Volga in Russia.’, the adequate answer to the question Melyik országból található Európa leghosszabb folyama? ‘In which country is the longest river in Europe?’ would be Oroszországból ‘In Russia’ (inessive of Oroszország). The word form oroszországi in the original context is an adjective derived from the name of the country (and as such, it is decapitalized). Here, the original sentence would not be an adequate answer, either.

There are some additional question types: question-answer pairs that require counting, the execution of some arithmetic operations, or comparison (how many, how much, which is the most... etc.), which are not a problem even for people with minimal education, but the models must be specially prepared to perform such tasks in order to prevent the machine from failing miserably. The DROP (Dua et al., 2019) question-answer database primarily focuses on such questions.

Some resources approach the problem of answering questions in the context of a dialogue. The questions are often ambiguous or incomplete, and additional information is needed to answer them. Data sets such as ShARC (Saeidi et al., 2018) aim at modeling such situations. Training the groundbreaking ChatGPT model of OpenAI required extensive dialog modeling resources as well as further human-in-the-loop annotation for reinforcement learning.

### 2.1 Non English resources

All the previously mentioned question answering databases (and countless others) are in English. At the same time, the presented methods have been adapted to many other languages, and multilingual question answering datasets have also been created.

Relatively many and large datasets in Chinese have been created. The best known is DuReader (He et al., 2018) based on Baidu searches and Baidu Zhidao, a Chinese question-and-answer platform.

Based on the SQuAD approach, French (FQuAD 2.0, Heinrich et al. 2022, almost 80000 questions), Korean (KorQuAD 2.0, Youngmin Kim 2020, 100000 questions), Russian (SberQuAD, Efimov et al. 2020) and German (GermanQuAD, Möller et al. 2021, approx. 14000 questions) resources have also been created. XQuAD (Artetxe et al., 2019) contains translations of 1190 question-answer pairs related to 240 paragraphs from the...
SQuAD 1.1 tuning set (dev. set) by professional translators in 10 languages.

The MLQA benchmark database covering six other languages in addition to English (Lewis et al. (2020); about 12,000 question-answer pairs for English and 5-6 thousand question-answer pairs for the other languages), is built around quasi-equivalent Wikipedia sentences to which the questions were translated from English by translators. SQuAD has been machine-translated into several languages (e.g., Korean, Hindi, Japanese, Spanish, Czech, French, and the languages included in the MLQA dataset).

11 typologically diverse languages are covered by the TyDi QA dataset (Clark et al. (2020); a total of 200,000 question-answer pairs), which is also based on Wikipedia. The questions were formulated based on the introductory section of the articles only, but you could ask anything related to the topic. Thus, most of the questions formulated in TyDi QA do not have an answer, but where there is, the method guarantees that the question is formulated differently than the answer.

3 A new Hungarian question answering benchmark dataset

Within the research presented in this paper, we created the first publicly available extractive question answering benchmark dataset in Hungarian. When creating the database, we largely followed the principles of SQuAD 2.0, however, similar to some of the more recent English Q&A databases (Natural Questions, MS MARCO, DROP) mentioned in section 2, we introduced a number of new question-answer types, which contain more difficult but more realistic tasks.

Similarly to SQuAD 2.0, the corpus is characterized by the following: a) high-quality Wikipedia articles serve as context for the questions, b) factual (not opinion-type) questions are included, c) also contains questions that are not answered in the given text, d) in the original text, we marked the shortest possible answer to the given question (if any), e) when formulating the questions, we paraphrased the original text, so in most cases the answer cannot be found using a lexical search, f) the questions can be interpreted not only in the context of the given text, but also as independent questions (e.g. they do not contain unanchored pronouns).

Compared to SQuAD, we introduced the following innovations (special question types are explicitly marked in the database): a) There may be more than one short answer to the given question in the given text (list type answer, approx. 8.5% of the answered questions). b) In addition to the short answer, we also gave a long answer, which includes all the relevant information necessary to answer the question (min. 1 clause, often several sentences). c) It contains yes-no questions (about 9%). Here, in addition to the long answer containing the essential circumstances, an explicit yes/no answer is also specified (or the lack of a clear binary answer is indicated). d) The unanswerable questions (about 28.3% of the questions) are relevant questions related to the given topic, not questions generated by substitution from questions having an answer. e) There are also questions that can only be answered after performing counting or arithmetic operations (similarly to the DROP database). Calculations involve counting of listed elements, calculation of dates, durations and other quantities with simple arithmetic operations. f) Some of the unanswerable questions are tricky questions, where people would easily infer an answer from the text based on wrong default assumptions. These cases were marked separately, and the assumed answer was also indicated. g) If the expression in the text does not correspond to the form in which the given question should be answered (e.g. the original case ending is not appropriate), the annotators have provided the form of the answer appropriate in the context of the question.

3.1 Creation of the corpus

In order to create the data set that forms the basis of the database, we selected articles from the Hungarian Wikipedia marked as featured or high quality articles, and sorted them based on their page visit counts between the beginning of 2016 and the end of 2021. From this list, the annotators selected the articles to be annotated based on their personal interests in order to avoid that the annotation task become unpleasant or boring to them. They were also encouraged to abandon and report articles they found low quality or uninteresting and to move on to a new task. We used the first section of each article and, in addition, a maximum of 10 randomly selected sections of at least 500 characters. Similarly to SQuAD, the units were paragraphs, but paragraphs shorter than 500 characters were combined, and we omitted those longer than approximately...
1200 characters (text sections of this size could be clearly displayed on the annotation interface).

The annotation interface was created by customizing version 1.4 of the Label Studio open source web annotation platform. It was a relatively complex task to make the interface suitable for asking questions, marking the corresponding answers, and marking special question and answer types in an intuitive manner, but we managed to create a relatively easy-to-use user interface and workflow for the annotators. (Figure 2.).

Questions were added as text markup by the annotators. Answerable questions were numbered. We used the span annotation feature of Label Studio, usually used to do named entity annotation, to mark the long/short answers. Questions and answers were matched on the basis of the question number. List answers were marked as a set of spans referring to the same question number. As overlapping spans marking answers to different questions could easily clutter the annotation interface, shortcuts could be used to make answer spans belonging to other questions invisible. The answers could be marked as yes/no/arithmetic/non-extractive/wrong (for tricky unanswerable questions), and an explicit non-extractive answer was entered for arithmetic and non-extractive questions.

The annotation system provided the annotators with continuous statistics on the progress, and they could also invoke the display of all questions and extracted short and long answers belonging to the given context to check that the answers were marked as intended. The annotation was made by five annotators. Apart from the more problematic cases that were later re-edited, the time required for the work can be estimated well based on the editing time stored by Label Studio: it took roughly 85 seconds per question to formulate the questions and mark the long and short answer spans and the eventual reformulation of the answer if necessary.

A part of the corpus containing 2391 questions (including 1751 answerable questions) consisting of 36 articles (roughly 10% of the corpus) was separated for a test/tuning set, and two independent annotations were made for this part. The annotation work, which did not require writing questions, progressed faster: it took an average of 46 seconds to mark the long and short answers.

<table>
<thead>
<tr>
<th>Type</th>
<th>number</th>
<th>ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>There is an answer</td>
<td>16992</td>
<td>71.67%</td>
</tr>
<tr>
<td>. Yes-no</td>
<td>1621</td>
<td>9.20%</td>
</tr>
<tr>
<td>. . Yes</td>
<td>859</td>
<td>52.99%</td>
</tr>
<tr>
<td>. . No</td>
<td>638</td>
<td>39.36%</td>
</tr>
<tr>
<td>. . Uncertain</td>
<td>124</td>
<td>7.65%</td>
</tr>
<tr>
<td>. Not an extractive answer</td>
<td>4452</td>
<td>26.20%</td>
</tr>
<tr>
<td>. Arithmetics</td>
<td>427</td>
<td>2.51%</td>
</tr>
<tr>
<td>. List</td>
<td>1455</td>
<td>8.56%</td>
</tr>
<tr>
<td>. Not SQuAD-compatible</td>
<td>5203</td>
<td>30.62%</td>
</tr>
<tr>
<td>No answer</td>
<td>6716</td>
<td>28.33%</td>
</tr>
<tr>
<td>. Tricky no answer</td>
<td>629</td>
<td>9.37%</td>
</tr>
<tr>
<td>Sum</td>
<td>23708</td>
<td>100</td>
</tr>
</tbody>
</table>

Table 1: Distribution of question and answer types in the dataset. For subtypes, the ratio column indicates the ratio within the given main type.

3.2 Features of the corpus

The database contains a total of 23,700 (17,000 answerable and 6,700 unanswerable) questions. Questions were created for 142 Wikipedia articles. In Table 1, we have summarized the occurrence of special question and answer types in the corpus.

9.20% of the questions are yes-no questions. In the case of 7.65% of these, there is no clear yes/no answer, but the text reflects that the opinions on the given question are diverse, the results are mixed, or there is uncertainty. At the same time, this is not the same as the case of unanswerable questions, where the text does not answer the question at all: here the text explicitly reveals that the world is not black and white from the point of view of the given question. In the case of yes-no questions, the span annotation is relevant in the sense that the answer follows from the marked spans. The yes-no question type is not SQuAD-incompatible in itself: the original SQuAD also contains yes-no questions, which were all formulated in a way that a nice extractive answer could be given to them. What is new here is that the annotation includes an explicit marking for this type of questions and whether the answer is yes or no. About 9% of unanswerable questions are yes-no questions.

The annotation environment and specification allowed annotators to work free from the usual restrictions in SQuAD (i.e. that the answer should be exactly a single span in the text). This resulted in more than 30% of the questions that have an answer in the text being not SQuAD compatible. 26.2% of the (answered) questions are not extrac-
The natural form of the answer to the given question would be different from what is in the text (e.g., the given expression would need to have a different case ending to be an adequate answer to the question). To answer 2.51% of the questions, some calculations need to be performed (similarly to those in the DROP database; the answer cannot be copied from the text for these either, so they are included in the former 26.2%). And for 8.56% of the questions, SQuAD’s “single contiguous answer span” assumption is not fulfilled (this set also partially overlaps with cases where the form needs to be modified to be adequate).

9.37% of unanswerable questions are tricky. For these, one tends to derive an answer based on some rule-of-thumb assumptions (even by doing calculations), the result of which could easily prove to be wrong. For example, in a particular paragraph of the Normandy landings article, from the fact that the fleet units participating in the landings had three commanders, one might infer that there were three fleet units; in fact, there were only two, and there was a commander-in-chief.

As for question words, the most common questions ask about the subject (>17%), dates/times (>10%), reasons (>8%), quantities (>7%) and places (~7%).

4 Models and performance

We created and evaluated a number of document retrieval and reader (answer span extraction) models using the dataset. For document retrieval, we evaluated both traditional lexical and various vector-based retrieval models. For span extraction, we finetuned both a monolingual Hungarian model and multilingual models. We also tested to what extent cross-lingual transfer from English can be applied to this specific task.

4.1 Document retrieval models

The first model we applied for document retrieval was a BM25-based solution (Robertson and Zaragoza, 2009) using Elasticsearch. BM25 (Best Matching 25) is a simple and effective ranking function widely used in information retrieval systems. It takes into account term frequency, document length and inverse document frequency to calculate the score representing the relevance of a document to a query. Our first experiment concerned the question to what extent traditional preprocessing steps like lemmatization or part-of-speech-based term filtering can improve retrieval performance. We expected some improvement, because Hungarian is a morphologically rich language. We performed preprocessing using components of the HuSpaCy library (Orosz et al., 2022; Szabó et al., 2023). In this experiment, we tested the accuracy of selecting the exact paragraph corresponding to answerable questions from all paragraphs in the dataset. The results are shown in Table 2. We have found that applying lemmatization and a simple PoS-based filter to eliminate wh-words improves retrieval per-
Preprocessing | R@1 | R@3 | R@4 | R@5 | R@10 | R@300 | MRR@300 | @300-w-time
--- | --- | --- | --- | --- | --- | --- | --- | ---
Base | 0.438 | 0.595 | 0.627 | 0.655 | 0.729 | 0.896 | 0.538 | 466.17 s
PoS | 0.448 | 0.603 | 0.636 | 0.665 | 0.741 | 0.878 | 0.547 | 262.25 s
Lemma | 0.647 | 0.807 | 0.835 | 0.858 | 0.908 | 0.984 | 0.740 | 505.53 s
PoSLemma | 0.656 | 0.814 | 0.844 | 0.866 | 0.916 | 0.984 | 0.748 | 385.31 s

Table 2: Evaluation of the effect of preprocessing on BM25 retrieval performance. Evaluated on all answerable questions and the corresponding paragraph from a pool of all paragraphs. R@1..300: Recall/match with a cutoff at position 1 ... 300. MRR@300: Mean Reciprocal Rank (with retrieval cutoff at 300 documents). Lemma: applying lemmatization. PoS: applying a simple PoS-based filter to eliminate wh-words from the query.

formance significantly.

In the follow-up retrieval experiments, all query results in which the gold answer was present exactly in the form given in the dataset, was accepted as a valid hit. First, we tested how performance (recall/MRR) of the retrieval model depends on the document entity type stored in the database. The results are shown in Table 3. Results in the upper half of the table are for configurations where only articles covered in the dataset were added to the document pool. In the configurations shown in bottom half of the table, we increased the size of the document pool 30 fold by adding further 4927 randomly selected Wikipedia articles.

We also evaluated sentence-transformer-based embedding and dense passage retrieval (DPR) models for context retrieval (on the base in-dataset-passage-only pool). There is no such model specifically trained for Hungarian, so we tested an English model trained specifically on QA datasets (multi-qa-mpnet-base-dot-v1) and multilingual models (which were trained on semantic similarity/paraphrase rather than QA tasks). We also tested a multilingual DPR model (it is a pair of encoders; one for the question and another for the context: dpr-(question/ctx)_encoder-bert-base-multilingual). We used the retrieval engines implemented in Haystack (Deepset GmbH, 2022). We compared the results with Haystack’s BM25 implementation, which differs from our own in that it does not involve lemmatization. The results are shown in Table 4.

All embedding-based models performed significantly worse than the simple and fast BM25 model. Of the vector-based models, multilingual models covering Hungarian finetuned on paraphrase databases performed best. The DPR model had the weakest performance in spite of being both multilingual and specifically trained for QA passage retrieval. The English-only QA-trained mpnet model performed significantly better than the multilingual paraphrase-based distilae-bmc-v1 model (USE: Universal Sentence Encoder), which does not cover Hungarian, either.

4.2 Reader models

In our experiments concerning reader models, we finetuned baseline answer span extraction models. Here we used only the unproblematic SQuAD-compatible questions in the dataset (i.e. where the extracted answers need not be reformulated to be adequate and arithmetic reasoning is not needed.) There was one exception to this: we created two versions of each model variant that differed in how multispans were handled. In one version, individual spans were handled in the training and test set as if they were independent question answer pairs. In another version, questions with multispans answers were omitted from both the training and the test set. The with multispans and no multispans columns of Table. 5 on model evaluation correspond to these model versions. The models do not currently properly handle multispans answers, because they consider the most likely span only. As an orthogonal dimension, we created and evaluated models on short and long answers. The long answers task is easier: only the clauses relevant to the question need to be identified rather without focusing on the actual answer.

We finetuned models from scratch from the Hungarian BERT base model huBERT (Nemeskey, 2021) on the short and long answers in the dataset (hubert-base-T in Table. 5). The model turned out to be undertrained for the short answer task. So we experimented with knowledge transfer from SQuAD 2.0. We tested one model finetuned from huBERT on a machine translated version of SQuAD 2.0 (huBert-squadv2), and two XLM-RoBERTa-based models finetuned by Deepset di-

Table 3: Retrieval performance wrt. document entity types in the document pool. Evaluated on all answerable questions. The rows represent the configuration of document entities in the database. Base: In-dataset paragraphs only. Paragraphs: all paragraphs of all Wiki articles in the pool. Sections: all sections of articles. Articles: all full articles. R@1..300: Recall/match with a cutoff at position 1 ... 300. MRR@300: Mean Reciprocal Rank (with retrieval cutoff at 300 documents).

<table>
<thead>
<tr>
<th>Model</th>
<th>Lang/training</th>
<th>R@10</th>
<th>MRR@10</th>
</tr>
</thead>
<tbody>
<tr>
<td>haystack BM25</td>
<td></td>
<td>0.817</td>
<td>0.626</td>
</tr>
<tr>
<td>multi-qa-mpnet-base-dot-v1</td>
<td>English only QA</td>
<td>0.483</td>
<td>0.285</td>
</tr>
<tr>
<td>paraphrase-multilingual-MiniLM-L12-v2</td>
<td>multiling, paraphrase</td>
<td>0.566</td>
<td>0.315</td>
</tr>
<tr>
<td>distiluse-base-multilingual-cased-v1</td>
<td>15 lang USE</td>
<td>0.299</td>
<td>0.150</td>
</tr>
<tr>
<td>distiluse-base-multilingual-cased-v2</td>
<td>50+ lang USE</td>
<td>0.589</td>
<td>0.326</td>
</tr>
<tr>
<td>dpr-encoder-bert-multilingual</td>
<td>m-BERT-based DPR</td>
<td>0.281</td>
<td>0.123</td>
</tr>
</tbody>
</table>

Table 4: Evaluation of vector-based retrieval models on the base in-dataset-passages-only pool. BM25 far outperformed all of them. The best model performance is in bold.

Rectly on SQuAD 2.0 (xlmr-(base/large)-squad2)\(^3\). Zero-shot performance of these models is shown in the zero-shot section of Table 5. As these models were not trained to identify long answers, they unsurprisingly perform poorly on that task (with the exception of question types where short answers tend to be full clauses, like why questions). Also xlmR-base-squad2 performed worse than huBert-squadv2 across the board in spite of the fact that xlmR-base is more resource-hungry (in part due to its extensive multilingual token dictionary and the corresponding embeddings), so we did not include xlmR-base-squad2 in the further finetuning experiments. On the other hand, all these models performed better on the short answer task than hubert-base-T finetuned from scratch.

In the next round, we finetuned huBert-squadv2 and xlmR-large-squad2 on our train data. The models perform much better than huBert-base-T. One surprising result, however, is that while F1 scores consistently improved, exact match scores worsened compared to the short answer span zero-shot models. We need to investigate why this happened. xlmR-large-squad2-T performs best in this group. On the other hand, this model is much more resource hungry than the monolingual BERT-base-sized models.

Finally, we turned to the Retro-Reader model type, which involves a cascade of sketchy and intensive reader models (Zhang et al., 2021). The training and evaluation of these models is in progress, but preliminary results presented in Table 5 show that they outperform all other models on the short answer task. On the other hand, training these models requires about twice as much computation as the vanilla single transformer models as they are combination of two models. Inference also requires twice as much computation and memory.

5 Conclusions

We presented a new QA benchmark database in Hungarian, that in several aspects, goes beyond SQuAD-type datasets: it is not limited to single contiguous short extractive answer spans, contains yes/no questions, non-contiguous multispan short answers, long answers, questions requiring arith-
metric reasoning, and other questions where the answer cannot be simply copied from the text. The annotation was created using a customized LabelStudio-based annotation platform. The annotators were encouraged to get actively involved in selecting the texts to be annotated and to abandon annotation of uninteresting or low quality texts in order to make the annotation task less boring and demotivating. We also trained and evaluated baseline models for document retrieval and reader models for answer span extraction. Cross-lingual knowledge transfer naturally facilitated by multilingual transformer models was found to be beneficial for the quality of the trained models.

Limitations

In light of the near human-like linguistic performance of the groundbreaking ChatGPT model that has attracted unprecedented public attention, one can’t help feeling extremely humble about the importance of the work presented in this paper on a basically extractive QA dataset in a niche agglutinating language (even if it contains annotation that can be used for training generative models capable of handling questions that cannot be answered adequately in an extractive manner). On the other hand, while we obviously do not have the resources needed to train, finetune or even run the sort of large language models that have the chance of replicating ChatGPT’s behavior, models that can more-or-less decently handle the much less resource-intensive task of extracting and displaying relevant answers from stored documents in a language not too much interesting for big tech companies can be trained and run even on hardware available in our modestly equipped academic environment. Not to mention that this approach also inherently avoids the most imminent and difficult-to-handle problem of large generative models that they tend to hallucinate seemingly very convincing non-facts and to generate toxic content.

The resource is also very limited in extent compared to similar English resources both concerning size and the number of parallel annotations. In our baseline model training experiments, we have not tackled the problem of multispan answers, questions requiring counting or arithmetic reasoning, and we have not trained generative models to handle questions that cannot be answered adequately in an extractive manner.
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### Table 5: Performance of extractive reader models on short and long answer spans with and without multispan answers.

<table>
<thead>
<tr>
<th>Model</th>
<th>Short answers with multispan</th>
<th>Short answers no multispan</th>
<th>Long answers with multispan</th>
<th>Long answers no multispan</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$F_1$</td>
<td>EM</td>
<td>$F_1$</td>
<td>EM</td>
</tr>
<tr>
<td>Zero-shot models</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>huBert-squadv2</td>
<td>0.595</td>
<td>0.473</td>
<td>0.653</td>
<td>0.538</td>
</tr>
<tr>
<td>xlmR-base-squad2</td>
<td>0.553</td>
<td>0.442</td>
<td>0.612</td>
<td>0.507</td>
</tr>
<tr>
<td>xlmR-large-squad2</td>
<td>0.646</td>
<td>0.516</td>
<td>0.712</td>
<td>0.591</td>
</tr>
<tr>
<td>Transformers QA models finetuned on the train set</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>huBert-base-T</td>
<td>0.439</td>
<td>0.258</td>
<td>0.486</td>
<td>0.304</td>
</tr>
<tr>
<td>huBert-squadv2-T</td>
<td>0.659</td>
<td>0.404</td>
<td>0.737</td>
<td>0.469</td>
</tr>
<tr>
<td>xlmR-large-squad2-T</td>
<td>0.686</td>
<td>0.439</td>
<td>0.768</td>
<td>0.512</td>
</tr>
<tr>
<td>Retro-Reader QA models finetuned on the train set</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>hubert-base-RR</td>
<td>0.675</td>
<td>0.555</td>
<td></td>
<td></td>
</tr>
<tr>
<td>huBert-squadv2-RR</td>
<td>0.702</td>
<td>0.572</td>
<td></td>
<td></td>
</tr>
<tr>
<td>xlmR-large-squad2-RR</td>
<td><strong>0.724</strong></td>
<td><strong>0.623</strong></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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Natural Language Inference (NLI) has been a cornerstone task in evaluating language models’ inferential reasoning capabilities. However, the standard three-way classification scheme used in NLI has well-known shortcomings in evaluating models’ ability to capture the nuances of natural human reasoning. In this paper, we argue that the operationalization of the neutral label in current NLI datasets has low validity, is interpreted inconsistently, and that at least one important sense of neutrality is often ignored. We uncover the detrimental impact of these shortcomings, which in some cases leads to annotation datasets that actually decrease performance on downstream tasks. We compare approaches of handling annotator disagreement and identify flaws in a recent NLI dataset that designs an annotator study based on a problematic operationalization. Our findings highlight the need for a more refined evaluation framework for NLI, and we hope to spark further discussion and action in the NLP community.

1 Introduction

With the rise of large language models like GPT-3 (Brown et al., 2020), PaLM (Chowdhery et al., 2022), and GPT-4, it has become increasingly necessary to evaluate their language understanding and reasoning abilities. One influential task in this regard is natural language inference (NLI) (MacCartney and Manning, 2009, 2014), which is used to examine the inferential and commonsense reasoning skills of language models (Jeretic et al., 2020). NLI requires a model to determine the relationship between a statement, known as the premise $P$, and another statement, called the hypothesis $H$, by classifying it as entailment ($H$ must be true given $P$), contradiction ($H$ must be false given $P$), or neutral ($H$ can or cannot be true given $P$). NLI is crucial because it involves comprehending the logical properties of sentences, which is arguably a core capability of human reasoning and an important skill for language models to possess.

Solving NLI requires the ability to perform textual inference between any two sentences (and in some cases, between any two arbitrarily long texts), making it a versatile framework for developing and evaluating reasoning benchmarks. Many NLP tasks, like question answering (Demszky et al., 2018), dialog systems (Gong et al., 2018), machine translation (Poliak et al., 2018), identifying biased or misleading statements (Nie et al., 2019), fake news detection (Yang et al., 2019), paraphrase detection (Nighojkar and Licato, 2021a,b), and fact verification (Thorne et al., 2018), require understanding and reasoning about the meaning of text and can be re-framed as NLI.

\footnote{Recognizing textual entailment (RTE) (Dagan et al., 2006), a variant of NLI, only considers entailment and non-entailment.}
problems. NLI provides a broad framework for studying and alleviating logical inconsistencies in a language model’s reasoning (Poliak, 2020; Mitchell et al., 2022) including explanation-based maieutic prompting (Jung et al., 2022), that uses NLI to evaluate individual links in a reasoning chain.

Most NLI datasets (Bowman et al., 2015; Williams et al., 2018; Nie et al., 2020a; Chen et al., 2020) utilize crowdsourcing to either generate NLI items or gather labels for pre-existing items. While this approach has advanced research on textual entailment, we believe that current NLI datasets, both established and recent, have overlooked important issues in their annotation design that hinder their validity as measures of textual entailment. Although the effects of different crowdsourcing schemes for NLI dataset development has been studied (Bowman and Dahl, 2021; Parrish et al., 2021), we focus on a specific issue: the operationalization of neutral. Neutral items usually have the lowest levels of annotator agreement (Nie et al., 2020b), and we contend that this disagreement has been handled improperly in previous work, contributing to the ongoing debate about how to handle disagreement in NLI (Palomaki et al., 2018; Pavlick and Kwiatkowski, 2019; Bowman et al., 2015; Williams et al., 2018). Instructions provided to annotators for labeling items as neutral are often ambiguous and inconsistent between datasets, with phrases like “neither” (Nie et al., 2020a) or “might be correct” (Bowman et al., 2015; Williams et al., 2018).

We believe these problems can be addressed by reconsidering the prevailing operationalization of neutral and replacing it with one which embraces disagreement. Although we are not the first to argue for the importance of properly incorporating disagreement (Palomaki et al., 2018; Pavlick and Kwiatkowski, 2019; Basile et al., 2021; Plank, 2022; Rottger et al., 2022; Uma et al., 2022b), we identify specific problems introduced by ignoring disagreement (for example, by dropping examples with low agreement entirely), and offer new evidence supporting its adoption grounded in the psychometric concept of construct validity. Consider the items shown in Figure 1, sourced from the SNLI dataset (Bowman et al., 2015). A general consensus on the gold label is reached by the annotators in the first three items, but the fourth item exhibits a high degree of disagreement. While the first three items are labeled neutral in SNLI and used to train models, the fourth is labeled with a special ‘-’ class, indicating an irresolvable level of disagreement, and hence it is removed from training data (Bowman et al., 2015). This practice (also used by Williams et al.) effectively treats disagreement as an undesirable product of NLI data collection—a linguistic annotation artifact to be considered as noise rather than signal. But what is the source of this disagreement? Should item 4 in Figure 1 be ignored, or is it simply a different form of neutrality? We argue that item 4 should be considered a different sense of neutral than the one represented by item 1, because two interpretations are possible: (1) the individuals in the embrace may be facing in opposite directions, resembling a conventional embrace, and (2) one individual may be embracing the other from behind, thereby causing them to face the same direction. This ambiguity in how to interpret such items leads to two irreconcilable types of neutrals; items can be either true neutrals (item 1 in Figure 1), or they can be neutral as a result of conflicting interpretations (item 4).

Main contributions. In this paper, we address the aforementioned issues with neutrality in three ways:

1. We propose a new operationalization of neutral based on inter-annotator agreement, which we argue better captures two distinct senses of neutrality (true neutral and conflicting neutral) often conflated in NLI.

2. We compare our operationalization with a 4-way classification scheme based on annotator disagreement suggested by Jiang and de Marneffe (2019); Zhang and de Marneffe (2021); Jiang and de Marneffe (2022) and find that our operationalization has better construct validity, as using it to train models for NLI leads to better downstream performance.

3. We show that known limitations of at least one published NLI dataset (UNLI) are a direct consequence of its adopting an operationalization that did not embrace disagreement, instead opting to aggregate NLI annotations on a continuous scale. We analyze its methodological flaws, and make recommendations to avoid similar problems in future work.
2 Related Work

NLI is widely used for assessing language models' inferential capabilities, in part due to its generality and versatility. Many datasets, like SNLI (Bowman et al., 2015), MultiNLI (Williams et al., 2018), Adversarial NLI (ANLI) (Nie et al., 2020a), and WA-NLI (Liu et al., 2022) have been developed to evaluate a model’s ability to reason through entailment relationships across a wide variety of contexts. Other datasets focus on specific domain knowledge (Holzenberger et al., 2020; Koreeda and Manning, 2021; Yin et al., 2021; Khan et al., 2022; Yang, 2022) or require knowledge of non-English languages (Conneau et al., 2018; Araujo et al., 2022).

In most NLI datasets, only one label per item is deemed correct, and models are tasked with determining the most plausible of three possible labels. However, there is a growing need for NLI tasks to handle a broader range of relationships and make finer-grained distinctions between them. Researchers are shifting their focus towards finer-grained annotations (Chen et al., 2020; Gantt et al., 2020; Meissner et al., 2021), as classical NLI tasks are not well-equipped to handle disagreement between annotators (Zhang et al., 2021; Zhang and de Marneffe, 2021; Jiang and de Marneffe, 2022; Wang et al., 2022). Recent research has also focused on assessing models’ performance on ambiguous NLI items, where humans may disagree on the correct label. ChaosNLI (Nie et al., 2020b) was developed to study such ambiguities by gathering 100 human annotations on items from a subset of SNLI and MultiNLI, where only 3/5 of annotators agreed on the correct label. They found that models struggled to perform above random chance with low inter-annotator agreement and were unable to replicate the annotator label distribution (Zhou et al., 2022). Since most of the low agreement items are neutral (Nie et al., 2020b), we believe a possible reason for this poor performance is the conflation of true and conflicting neutrals as a single category (Section 4).

Zhou et al. (2022); Meissner et al. (2021) build on ChaosNLI and test language models’ ability to recover the original annotator label distribution. However, the best results are still below estimated human performance. To solve ambiguous NLI items, Wang et al. (2022) argue that models need to be well-calibrated (i.e., their predicted probability distribution must correctly match the annotator distribution), and they show that label smoothing or temperature scaling can achieve competitive performance without direct training on the label distribution, though it should be noted that other work has found mixed success with using either of these approaches to address ambiguity in NLI (Uma et al., 2022a). According to Pavlick and Kwiatkowski (2019), annotator disagreements are irreconcilable even when the number of annotators and context are both increased. Such items should not be ignored since the disagreement cannot be always attributed to noise. They argue that handling disagreements should be left to the ones using the models trained on these datasets. Similar to Zhou et al. (2022), Pavlick and Kwiatkowski (2019) also show that NLI models trained to predict one label cannot capture the human annotation distribution.

Despite calls in the literature for annotator disagreement to be accommodated rather than ignored, how this should be done has been the subject of much study. The earliest attempts from SNLI and MultiNLI simply assigned a ‘-’ label to cases that had sufficiently low agreement, indicating that they should not be used for training (Bowman et al., 2015; Williams et al., 2018). More recent work has tried to incorporate low agreement items as a fourth disagreement class, a practice that began with Jiang and de Marneffe (2019) and was later used by Zhang and de Marneffe (2021); Jiang and de Marneffe (2022). We examine this practice in Section 3 and demonstrate that simply using a catch-all category for disagreement is not as effective as our operationalization for neutral items.

Another line of research has explored changing the annotation schema to use a continuous scale, rather than a discrete one, in the hope that this type of scale will better capture the subtleties of reasoning over ambiguity and lead to less disagreement. Chen et al. (2020) introduce uncertain natural language inference (UNLI), where annotators indicate the likelihood of a hypothesis being true given a premise. While models trained on UNLI can closely predict human estimations, later work has found that fine-tuning on UNLI can hurt downstream performance (Meissner et al., 2021), suggesting a serious flaw in the UNLI dataset. We analyze further issues with UNLI in Section 5.

In a recent study, Kalouli et al. (2023) propose...
a new interpretation of neutral based on the concept of strictness. They argue that, under “strict interpretation”, the pair \( P: \text{The woman is cutting a tomato.} \) \( H: \text{The woman is slicing a tomato/} \) would be considered neutral as she could be cutting squares, but it could be considered an entailment pair if the interpretation is not so strict. Their operationalization of neutral based on the concept of strictness lacks clarity due to the absence of a precise, understandable definition of strictness. In effect, it simply shifts the problem of understanding what makes a pair of sentences neutral to understanding what makes their relationship “strictly logical” (a term they use to define strict interpretation, without further elaboration).\(^3\)

3 Empirical evaluation of ‘disagreement’ as a fourth class

The classification scheme that uses a fourth ‘disagreement’ label for low-agreement items (Jiang and de Marneffe, 2019; Zhang and de Marneffe, 2021; Jiang and de Marneffe, 2022) conflates all three NLI labels in doing so. To explore this possibility, we conduct an empirical study to compare this disagreement-based scheme with other 4-way classification schemes. We define the level of agreement (\( A \)) between annotators on NLI items as:

\[
A = \frac{\text{number of votes for the majority label}}{\text{total number of votes}} \quad (1)
\]

We also explore two agreement threshold \( t \) values (0.8, and 1),\(^4\) which is the cutoff-value of \( A \) below which items are considered to have “low agreement.” Note that Jiang and de Marneffe (2019) choose \( t = 0.8 \) but do not provide an explanation for choosing it. We train ALBERT-base (Lan et al., 2019), DistilBERT-base-uncased (Sanh et al., 2019), Electra-base (Clark et al., 2020), DeBERTa-v3-base (He et al., 2020), and RoBERTa-base (Liu et al., 2019) to show that these results are not specific to just a few models. We are limited to using SNLI and MultiNLI because they are the only NLI datasets that report individual annotations in sufficient quantity to finetune transformer language models. We trained each model for 5 epochs and tested their performance on a held out, stratified, evaluation set.\(^5\) We use only the base versions of these models because our objective here is not to train the best models, but to examine and compare classification schemes. Models are being used in this experiment only to compare the separability of all classes for each of these classification schemes:

- **Con:** Entailment, Neutral, ↑ Contradiction, ↓ Contradiction
- **Dis:** Entailment, Neutral, Contradiction, Disagreement
- **Ent:** ↑ Entailment, ↓ Entailment, Neutral, Contradiction
- **Neu:** Entailment, ↑ Neutral, ↓ Neutral, Contradiction

Better \( F_1 \) scores would suggest the model could better differentiate between the classes of the given classification scheme, and thus the scheme has better ecological validity.\(^7\)

Results are shown in Figure 2. We find that using a fourth ‘disagreement’ label leads to the worst results consistently. These results suggest that having a catch-all ‘disagreement’ label does not provide enough information to help models successfully reason over ambiguous items. Note that unlike the other three schemes, Dis classifies all low-agreement items as ‘disagreement’, thus making the other three schemes more imbalanced than Dis. For instance, Con classifies only low-agreement contradiction items as the fourth class and low-agreement neutral and entailment items are classified as their respective majority labels. Lowest \( F_1 \) score on Dis (the most balanced classification scheme) is perhaps even more informative than it would have been if the schemes were equally balanced. Any of the other three schemes consistently leads to better

\(^3\)Note that the strict conditional \( \square (p \rightarrow h) \) was famously introduced by Lewis (1912) as a formalization of the indicative conditional. However, this does not appear to be the sense of “strict” meant by Kalouli et al. (2023).

\(^4\)Because SNLI and MultiNLI have at most 5 annotations, and the majority label is always taken as the gold label, 0.4 is the smallest possible \( A \) that can be used. Since all items at that agreement are marked as \( \sim \) in both the datasets, \( t = 0.6 \) cannot be used for Ent and Con. Also, \( t = 0.6 \) will give us same items for all four classes in Dis as well as Neu, making their comparison at that threshold meaningless.

\(^5\)Github code will be released upon publication.

\(^6\)↑ and ↓ denote high and low annotator agreement respectively.

\(^7\)Ecological validity examines whether the results of a study can be generalized to real-life settings (Egger et al., 2008).
performance, regardless of model or threshold used, and thus has better construct validity (Bleidorn and Hopwood, 2019; Zhai et al., 2021) than the classification scheme based on disagreement.

4 Operationalizing Neutral

In NLI, the neutral label is used for situations where the relationship between the premise and hypothesis is ambiguous or there is insufficient information to determine the relationship. Neutral is often considered a catch-all for relationships that do not fall under entailment or contradiction. The definition of neutral is typically provided to crowd-source workers as “neither” (Nie et al., 2020a) or “might be correct” (Bowman et al., 2015; Williams et al., 2018).

But is a classification of neutral simply a default assumption that always means neither entailment nor contradiction can be definitively determined, or can it be a positive claim that a different type of relationship holds between the sentences? A closer look at the data obtained from NLI datasets suggests that neutrality is more complex than it may initially seem. According to Nie et al. (2020b), neutral items in many NLI datasets exhibit the lowest agreement levels. The most frequent label below an agreement level of $A = 0.8$ for both the SNLI and MultiNLI subsets is neutral, while it is the least frequent label at a perfect agreement level. This lack of agreement motivates our focus on neutral particularly, as it is consistently the most problematic label to annotate. The empirical study in Section 3 also shows that a neutral-based classification scheme has a better separability than a disagreement-based classification scheme.

There are at least two senses in which the relationship between two sentences can be said to be neutral, which become clear if we imagine two possible justifications that an individual NLI annotator may provide for why they selected the label neutral: (1) True Neutral: The annotator cannot find any sufficiently strong reasons (using whichever standard of strength they determine appropriate) to satisfy either entailment or contradiction; or (2) Conflicting Neutral: The annotator finds strong reasons to support both entailment and contradiction.

It is a central position of this paper that these two interpretations of the neutral label are irreconcilable and should not be confused with each other. Attempting to conflate the two, e.g. by assuming that neutrality is simply the mid-point on a continuous scale between the two extremes of entailment and contradiction, will and has led to significant reductions in quality of data collections and their resulting benchmark datasets (see §5).

No existing NLI dataset, to our knowledge, asks or encourages annotators to explain whether their reasons for selecting neutral are in line with true or conflicting neutral as we have defined them above. For the present work, then, we present evidence for the discriminant validity of true and conflicting neutral (i.e., that they refer to two distinct constructs that can and should be measured separately Campbell and Fiske (1959)) by assuming that they will be approximately reflected in the distribution of individual annotations on a single NLI item—in other words, conflicting neutral items will tend to have annotation distributions resembling item
4 in Figure 1, whereas true neutrals will tend to match item 1. Results in Section 3 show that indeed such a classification scheme does a much better job of separating the four classes for models than a scheme that conflates all three labels.

**True vs. Conflicting Neutral: Surface-level Differences** We perform an exploratory analysis to identify potential reasons why annotators may disagree on some ‘neutral’ items, to better motivate our operationalization of ‘neutral’. Drawing from Pavlick and Kwiatkowski (2019), who found that disagreement increases as more context is given, we investigate whether ambiguity in NLI items arises due to increased complexity, leading to difficulties in accurately interpreting them. We measure this complexity using two metrics: mean length of the item in terms of number of characters (after the premise and hypothesis are joined with a space), and Flesch Reading Ease (Flesch, 1948), a commonly-used measure of text readability. Our findings, shown in Table 1, reveal that true neutral items are shorter and easier to read than conflicting neutral items. However, the observed difference in complexity between the two forms of neutrals is marginal and inconclusive. These results suggest that at least superficial qualitative differences exist between different types of neutrals, but more extensive research is needed to clarify the extent of these differences.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Mean Length (T)</th>
<th>Mean Length (C)</th>
<th>Reading Ease (T)</th>
<th>Reading Ease (C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>* SNLI dev + test</td>
<td>109.6</td>
<td>118.2</td>
<td>84.0</td>
<td>82.8</td>
</tr>
<tr>
<td>SNLI train</td>
<td>102.8</td>
<td>111.3</td>
<td>84.8</td>
<td>83.6</td>
</tr>
<tr>
<td>* MultiNLI matched + mismatched</td>
<td>172.0</td>
<td>183.0</td>
<td>67.0</td>
<td>65.2</td>
</tr>
<tr>
<td>MultiNLI train</td>
<td>163.8</td>
<td>186.0</td>
<td>68.7</td>
<td>64.4</td>
</tr>
<tr>
<td>ANLI R3 dev</td>
<td>389.0</td>
<td>372.7</td>
<td>67.9</td>
<td>65.3</td>
</tr>
<tr>
<td>ANLI R3 test</td>
<td>382.4</td>
<td>392.7</td>
<td>69.8</td>
<td>66.1</td>
</tr>
<tr>
<td>ANLI R3 train</td>
<td>369.3</td>
<td>377.3</td>
<td>66.3</td>
<td>64.6</td>
</tr>
<tr>
<td>WA-NLI test</td>
<td>147.3</td>
<td>147.6</td>
<td>77.4</td>
<td>77.4</td>
</tr>
<tr>
<td>WA-NLI train</td>
<td>147.5</td>
<td>148.6</td>
<td>77.1</td>
<td>77.0</td>
</tr>
</tbody>
</table>

Table 1: Comparison of true (T) and conflicting (C) neutrals. Smaller values for reading ease indicate harder-to-read items. We use our trained model to estimate A for the datasets that do not release individual annotations and the ones that do are marked with a “∗”. Cases where our hypothesis was NOT confirmed are underlined and in brown.

The UNI dataset, when used for fine-tuning, appears to actually harm downstream performance (Meissner et al., 2021; Zhou et al., 2022; Wang et al., 2022). UNL I attempts to enhance NLI by converting the categorical labels for some SNLI items to a continuous scale. Participants were instructed to rate the likelihood of a given hypothesis being entailed by a given premise using an ungraduated slider, ranging from 0 (labeled as “impossible”) to 1 (labeled as “very likely”) and were shown the probability they were assigning to the premise-hypothesis pair in real time.

According to Chen et al. (2020), the probabilistic nature of NLI (Glickman et al., 2005) suggests that not all contradictions or entailments are equally strong. Thus, UNLI was developed with the intention of capturing subtler distinctions in entailment strength using a continuous scale. This dataset has over 60K items from SNLI, annotated by humans. For each premise-hypothesis pair, two annotations were collected, and in cases where the first two annotators differed by 20% or more, a third annotator was consulted. However, the dataset only reports the averaged scores, which makes it impossible to assess the degree of agreement or correlation between the two annotators or even identify examples where a third annotator was needed. Thus, reported values near 0.5 (which we might take to be the equivalent of neutral items) fundamentally conflate items where both annotators chose the midpoint on the slider with items where each annotator chose one of the extremities.

The assumption that one continuous scale can capture even the three categories in standard NLI (entailment, contradiction, and neutral) is
Figure 3: Figure 1 from Chen et al. (2020) redrawn on a linear scale. Note the two distinct bulges in the violin plot for neutral items, suggesting that annotators were confused about whether neutral items should be placed near 0 or middle of the slider.

Notably, the source of the anchor points used on the scale (i.e., “impossible” and “very likely”) is not explicitly stated by Chen et al. (2020), although it is possible they were obtained from JOCI (Zhang et al., 2017), a dataset created for studying ordinal commonsense reasoning that uses the same anchor points for opposite ends of the scale.\footnote{This scale was not validated for NLI by Sakaguchi and Van Durme (2018) and the tasks they evaluated it for — like evaluating quality of machine translations, or the frequency of words in language — differ significantly from NLI.}

In effect, their logistic transformation compresses the extreme ends of the scale, so that the graphic they display (Figure 1 in Chen et al. (2020)), at first glance, appears as if the NLI items labeled as contradiction, neutral, and entailment occupy roughly equal space across the continuum of values. Figure 3 instead depicts the distribution of averaged human responses collected by Chen et al. (2020) on a linear scale.\footnote{Many of the properties of the scale we address here were unclear from reading the original figure in Chen et al. (2020), necessitating the redrawing.}

Table 2 highlights some examples from UNLI that demonstrate the poor alignment of its annotations with SNLI annotation distributions. From Figure 3, the reliability of the scale for neutral annotations is notably poor, with annotations spanning the entire range of the scale. This suggests that neutral annotations lack internal consistency, an important measure of reliability (Rust and Golombok, 2014), because annotators do not label the NLI items in a consistent fashion even when the label remains constant.

Measurement issues are not uncommon in other fields that routinely run human studies, including psychological and educational measurement. Development of annotation schemes in these fields often involves careful consideration of the item
A woman with a blue jacket around her waist is sitting on the ledge of some stone ruins resting.

A man sits on a ledge.

A lady is standing up holding a lamp that is turned on. She is lighting a dark room.

A singer wearing a leather jacket performs on stage with dramatic lighting behind him. A singer is on American idol.

A small boy wearing a blue shirt plays in the kiddie pool. Boy cooling off during the summer.

### Table 2: Items from UNLI along with their individual annotations from SNLI.

<table>
<thead>
<tr>
<th>Premise</th>
<th>Hypothesis</th>
<th>SNLI Annotations</th>
<th>UNLI score</th>
</tr>
</thead>
<tbody>
<tr>
<td>A woman with a blue jacket around her waist is sitting on the ledge of some stone ruins resting.</td>
<td>A man sits on a ledge.</td>
<td>4C − 0N − 1E</td>
<td>0.88</td>
</tr>
<tr>
<td>A lady is standing up holding a lamp that is turned on.</td>
<td>She is lighting a dark room.</td>
<td>2C − 2N − 1E</td>
<td>0.78</td>
</tr>
<tr>
<td>A singer wearing a leather jacket performs on stage with dramatic lighting behind him.</td>
<td>A singer is on American idol.</td>
<td>1C − 4N − 0E</td>
<td>0.01</td>
</tr>
<tr>
<td>A small boy wearing a blue shirt plays in the kiddie pool.</td>
<td>Boy cooling off during the summer.</td>
<td>1C − 4N − 0E</td>
<td>0.89</td>
</tr>
</tbody>
</table>

format, including the rating scale, to ensure that it effectively measures the construct of interest (Bandalos, 2018). This can be achieved through qualitative analysis, such as cognitive interviews and focus groups, where items are administered to test takers and feedback is collected to ensure that the scale is understood and completed accurately, among other things (Miller et al., 2014). However, in the development of UNLI, Chen et al. (2020) did not report using such procedures. Moreover, common practices in measurement research were missing from UNLI, such as reporting how bad-faith responses were identified and filtered out, using attention-check items (except the qualifying test, whose results are not provided as part of the dataset), employing a sufficiently large sample size of annotators, and providing individual annotations and relevant information about the annotators like their recruitment and compensation. These omissions make precise scientific replication impossible, and raise concerns about the validity of UNLI as a measure of (and benchmark for) NLI, while also providing a plausible explanation for why prior research yielded poor results when using UNLI for fine-tuning.

### 6 Conclusion

In this paper, we examined the operationalization of neutral in NLI datasets. Our analysis revealed that previous attempts to handle ambiguity in NLI based on neutrality have significant issues with their validity as annotation strategies for NLI. We proposed a new operationalization of neutral into true neutral and conflicting neutral. Although instances of these forms of neutral are present in most popular NLI datasets, they have been conflated into one neutral label, limiting our ability to measure ambiguity in NLI effectively. We showed that this approach of casting NLI to a 4-way classification task is better than the disagreement-based classification scheme used in previous work. We used UNLI as a case study to highlight measurement and annotation issues that should be avoided in the future.

Of the many factors that make science successful, two of the most important are the ability to make carefully designed measurements, and replicability. The first of these cannot be met when measurements of constructs are made in ways that significantly compromise their validity and reliability. And replicability is made impossible when papers are published in reputable venues reporting unclear collection details, having important parameter choices omitted, and with datasets reporting summary statistics in place of crucially important data. A significant roadblock of the work we reported in this paper was the lack of availability of individual annotations in widely-adopted NLI benchmarks, even when there seems to be no public benefit in leaving out such information. It is our hope that the present work will encourage our fellow AI researchers to more highly value such considerations.

### Limitations

We approximated the operationalization of the two senses of neutrality using annotator agreement. Perhaps a better basis for operationalizing the two senses of neutrality could be found in the reasons behind the annotators choosing the neutral label. Since no NLI datasets ask annotators to explain their choice and release those responses, we will try to analyze this in the future.

We presented a surface-level syntactic analysis of the differences between the two types of neutrals, but semantic differences should also be analyzed. Intuitively, semantic differences might give us a better understanding of these two types, but further study is needed to verify this.

Though we focus on UNLI as a case study to back up our claims, further analysis on a broader range of NLI datasets (and possible extensions to tasks beyond NLI) should also be conducted.
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Abstract

UMR-Writer is a web-based tool for annotating semantic graphs for the Uniform Meaning Representation (UMR) scheme. UMR is a graph-based semantic representation that can be applied cross-linguistically for deep semantic analysis of text. In this work, we implemented a new keyboard interface for UMR-Writer 2.0, which adds to the original click-based interface to support faster annotation for more experienced annotators. The new interface also addresses some issues with the original click-based interface. Additionally, we demonstrate an efficient workflow for annotation project management in UMR-Writer 2.0, which has been applied to many projects.

1 Introduction

UMR-Writer (Zhao et al., 2021) is a web-based application used for annotating Uniform Meaning Representation (UMR). UMR is a graph-based, cross-linguistically applicable semantic representation designed to support interpretable natural language applications that require deep semantic analysis (Gysel et al., 2021; Bonn et al., 2023). It captures the meaning of natural language sentences and documents in a structured, human- and machine-readable format (Figure A1 shows a complete UMR graph).

UMR is an extension of Abstract Meaning Representation (AMR, Banarescu et al., 2013) and enriches the AMR semantic scheme to cover additional linguistic categories such as aspect (Donatelli et al., 2018; Van Gysel et al., 2019), and scope (Pustejovsky et al., 2019) in sentence-level annotation. UMR also supports document-level annotation for temporal relations (Yao et al., 2020), modality (Vigus et al., 2019), and coreference (O’Gorman et al., 2018). Moreover, UMR is also a universal multi-language semantic scheme that can be used to annotate low-resource languages such as Arapaho, Kukama, and Secoya, etc (Van Gysel et al., 2021; Vigus et al., 2020).

As graphs, UMR can be serialized into triples (parent concept node, relation, child concept node). Parent and child nodes can be abstract concepts, lexicalized concepts, or attribute values. Relations can be roles or other types of semantic relations. UMR-Writer originally has a click-based interface for annotators to construct UMR triples at the sentence level. An example is shown in Figure 1, which requires five steps for annotating the concept “free” in the sentence “Edmund Pope tasted freedom today for the first time in more than eight months”. Annotators could 1) select a parent concept node “taste” by clicking the node; 2) select the child concept node “free” by selecting a span from the raw text; 3) look up senses by clicking the “lexicalized concept” box. Then, by hovering the cursor, annotators could 4) view the frame information and choose the correct concept sense, and finally 5) choose the correct relation (here, “ARG1”, proto-patient) from the corresponding drop-down menus.

This approach creates several issues during annotation. Firstly, many annotators have extensive experience in annotating AMR with the AMR editor (Hermjakob, 2013). It uses a keyboard interface to annotate AMR graphs by entering editing commands. Therefore, annotators who are accustomed to the AMR editor may prefer to keep the keyboard interface instead of learning how to annotate in a click-based interface from scratch. Secondly, the multiple complicated drop-down menus in the click-based interface often confuse and overwhelm annotators. Annotators need to move the mouse back and forth between multiple drop-down menus and the sentence itself in order to add just one node to the graph, in addition to simultaneously paying attention to the sentence-level UMR graph, as shown in Figure 1. This impacts the annotation

∗These authors contributed equally to this work.
efficiency and quality. Finally, some concepts are non-sequential in some languages, and it is tricky to select multiple non-sequential spans with a mouse.

To address these issues, we implemented a keyboard interface in UMR-Writer 2.0 (§3). The new interface was developed using Flask, JavaScript/Jquery, HTML/CSS, and PostgreSQL. It is specifically designed for sentence-level annotation and coexists with the original click-based interface, allowing annotators to choose their preferred approach. The interface for document-level annotation remains unchanged. Besides the annotation procedure, in terms of the workflow set-up, users also reported that managing annotation data for multiple corpora becomes difficult with the increasing size of the annotation. Thus this paper also introduces an efficient workflow for project management (§4), and other features for UMR-Writer 2.0

2 Related Tools

AMR editor is an easily accessible web-based annotation tool for AMR with comprehensive functionalities (Hermjakob, 2013). It is a command-based tool where annotators can enter short editing commands to annotate AMR graphs. Besides the basic function of building AMR graphs, it offers many useful features such as copy and paste of partial graphs, searching, and administrative support. Many features of the keyboard interface in this paper are inspired by the AMR editor. However, the AMR editor does not support document-level annotation and languages other than English.

There are other annotation tools available, such as Anafora (Chen and Styler, 2013) and BRAT (Stenetorp et al., 2012). Anafora is a web-based text annotation tool that is lightweight, flexible, easy to use, and capable of annotating with a variety of schemas. BRAT offers visualization for annotators to intuitively figure out the relations across text annotations. However, neither of these annotation tools is compatible with the UMR scheme and annotation requirements because they cannot annotate the concepts in the form of word lemmas, concatenated words, or abstract concepts that do not correspond to any specific word tokens in the source text. Like Anafora and BRAT, UMR-Writer can be modified to extend its usage to other graph-based formalisms besides UMR in theory, making it a versatile annotation tool. These modifications include customizing the relations and concept types to meet the requirements of various annotation tasks.

3 The Keyboard Interface of UMR-Writer 2.0

We first overview the layout of the new keyboard interface, then introduce the annotation methods and related functionalities.

3.1 Layout

Compared with the original click-based interface of UMR-Writer shown in Figure 1, the keyboard interface removes the drop-down menus on the right since annotators no longer need to interact with them. Instead, annotators enter the editing commands. To input commands, we added an input box under the raw text.

In the click-based interface, there is insufficient space to directly display the frame information, requiring annotators to hover the cursor over the predicate’s sense to view the frame. In the new keyboard interface, we leverage the space created by removing the drop-down menus to display the frame information directly to annotators. The overall layout is shown in Figure 2. Annotators can primarily focus on the left-most area of the interface, which includes the raw text, editing command, and the generated UMR graph. This reduces the need for excessive eye and mouse movements associated with the click-based interface.

3.2 UMR Input Methods

To construct UMR graphs, we adopt the same “typing” method as the AMR editor for annotation but use an index-based style command (Li et al., 2016). The tool assigns a “superscript” to each token to signify its 1-based indexing position in the raw text. Annotators add an “x” before the index to refer to the token in the raw text. For example:

Edmund\textsuperscript{1} Pope\textsuperscript{2} tasted\textsuperscript{3} freedom\textsuperscript{4}
today\textsuperscript{5} for\textsuperscript{6} the\textsuperscript{7} first\textsuperscript{8} time\textsuperscript{9} in\textsuperscript{10}
more\textsuperscript{11} than\textsuperscript{12} eight\textsuperscript{13} months\textsuperscript{14}

In this example, the first token “Edmund” is “x1”, the second token “Pope” is “x2”, and so on. The tool keeps track of tokens entered by the annotator and queries the lemmas from the database to obtain the corresponding concepts. It then displays the corresponding PropBank-style frame (Palmer...
et al., 2005; Pradhan et al., 2022) information in the area to the right of the annotator. If annotators need to choose the correct sense from the current predicate’s frame, they only have to attach the sense number with a dash marker following the index, such as “x3-01”. This represents the first sense of the concept “taste” and indicates that it is the third token in the raw text. Annotators can input commands such as “x3 :ARG1 x4-04” shown in Figure 2 for annotating concept “free”. This represents the fourth sense of the concept, which is the fourth token “freedom” in the text, acting as the “ARG1” (proto-patient) of its parent node, the concept “taste” (the sense number only needs to be specified once). The tool will then add a node to the UMR graph. When annotating abstract concepts such as named entities, annotators can enter a command such as “x3 :ARG0 person x1_x2” by attaching the abstract concept label before the index.

Additionally, such an approach using index-based command is applicable to situations where a concept is composed of multiple tokens or parts of a token resulting from segmentation errors or other reasons. In particular, it addresses the issue that a concept may consist of several non-sequential tokens such as the phenomenon of “Ionization of Pseudo-V-O Compounds” in Chinese (Chao, 1968), e.g.,

(1) 我先给你一个提醒.

I’ll first give you a reminder.

In this case, the fifth token and the seventh token should be considered as a whole compound “提醒” (make aware), but other grammatical elements, such as the noun classifier, can be freely inserted into the middle, making the word look like a V-O construction, even though it makes no sense to interpret the two tokens separately. It can be tricky to select multiple non-sequential spans with a mouse, but annotators can enter commands like “x5_x7” to represent the concept consisting of the fifth and the seventh tokens.

21SG = first person singular, 2SG = second person singular, CLS = noun classifier.
The tool does not adopt the method used in the AMR editor that requires typing the concept directly for three reasons:

1. It can be difficult to record the alignment information, which is crucial for UMR annotation. Explicitly representing the correspondence between word tokens in the sentence and the concepts/relations in the UMR graph is useful for automatic parsing.

2. Entering a concept creates a higher probability of accidental typos compared with entering an index.

3. Annotators may need to frequently switch input method editors (IME) for languages such as Chinese and Arabic that are not based on an alphabet writing system to input commands.

Along with input commands, we also change variables represented in PENMAN (Kasper, 1989; Goodman, 2020) notation for concepts in UMR graphs. Each concept is associated with a variable that uniquely identifies a graph node. Variables serve as “shorthand” references for concepts, for example:

\[ t / \text{taste-01} \]

“The” is the variable represented in PENMAN notation for the concept “taste”. It uses the initials of the concept and an ascending number to distinguish between concept nodes with the same initial in AMR. The click-based interface follows the same convention but adds a sentence number to form strings such as “s2t” for document-level annotation (“s2” represents the second sentence).

In the keyboard interface, we concatenate the index after the auto-generated sentence number to form variables such as “s2x3” instead of taking the initials of concepts. Variables serve as “shorthand” references for concepts, for example:

\[ s2ac15 \]

Moreover, while the index of a token in a text is fixed, initial-based variables can vary based on the annotation order for concepts with the same initials. If we use the index as the input command to annotate a concept and then later on adopt initial-based variables, it would result in inconsistency. The index-based variables also encode alignment information.

The above changes in the keyboard interface make the annotation process more efficient, reducing five steps required in the click-based interface (Figure 1) to a single command (Figure 2) for adding a node in UMR graphs.

3.3 Other Functionalities for Editing UMR Graphs

We have implemented additional functionalities that go beyond adding a single concept node. For example, annotators can edit UMR graphs and they can delete an incorrect partial graph by clicking on its parent concept node. This action will delete both the parent node and its descendant nodes. Annotators can also move a partial graph to a different location instead of deleting and recreating it. In addition, annotators can use the new “redo” and “undo” buttons to recover from mistakes and track their editing progress. Furthermore, they can name and save partial graphs for future use, or copy-and-paste a partial graph directly from another annotation when constructing a new graph.

Overall, these additional functionalities enhance efficiency and flexibility, making the annotation process more convenient and effective.

4 Annotation as Projects

The annotation process can become messy and disorganized if an annotator works on multiple corpora. To address this issue, we have introduced the “project” concept in UMR-Writer 2.0.

Each project folder contains two sub-folders for storing completed annotations submitted by annotators: The first sub-folder is called “Quality Control” (QC), which stores the final version of each annotation file, and the second sub-folder is called “Double Annotated” (DA), which preserves multiple copies of the same file annotated by different annotators.

To manage the annotation projects effectively, we have created an administrative permission hierarchy. The hierarchy of administrative permissions
Figure 3: Permission hierarchy

and the descriptions for each are shown in Figure 3. The permission level decreases sequentially from left to right. The permission on the left side by default has all permissions on the right side. Thus, users with the “annotate” permission have the “view” permission. Similarly, users with the “edit” permission also have both the “view” and the “annotate” permissions, and so on. Same-level permission can be issued to multiple users except for “admin”, which belongs to the owner of the project only.

Moreover, we have established an efficient workflow for each project:

- Each user can create project folders with the “admin” permission. “Admin” adds members to the project, assigns permissions, and uploads files into project folders. The annotation files can be exported files including UMR graphs, or just raw text.
- Anyone can view the original annotation files. Members with the “annotate” permission or higher can check out files and independently edit annotations without impacting other members in the project who have checked out the same files.
- If multiple users check out the same file, they should submit their annotations into the “DA” folder after completing their work. Members with the “edit” or “admin” permission can decide which annotation should be put into the final “QC” folder by deleting the rest. If a file is checked out by only one member, the member can directly upload it to the “QC” folder. Members with the “edit” or “admin” permission can delete files with poor quality.

This workflow has been successfully applied to many projects such as the THYME corpus (Albright et al., 2013), and the Arabic UMR corpus.

Furthermore, UMR-Writer 2.0 provides a search functionality that allows users to search for annotations based on strings, concepts, or triples. Users can also specify whose annotations they want to query by entering user names. Each user has the option to choose the visibility of their project using a slider bar. The annotations in the project are publicly searchable by any user if the slider bar is checked. Annotation managers can leverage the search functionality to check annotations for beginner annotators during the training process.

5 Conclusion

UMR-Writer is a significant annotation tool for Uniform Meaning Representation. This paper introduces a new keyboard interface that constructs UMR graphs by entering index-based commands. This increases efficiency and guarantees higher accuracy of annotations. The new interface also solves the existing issues within the original click-based interface for the tool such as non-sequential tokens as concepts and variable inconsistencies across languages. The keyboard interface is especially welcomed by annotators who annotated with the AMR editor. Moreover, we introduce an annotation project workflow that can manage annotation projects efficiently.

Limitations

Raw text can sometimes be incorrectly segmented, especially in languages like Chinese which often have propagated segmentation errors due to the absence of explicit word boundaries and ambiguity caused by multi-character words with shared components. Annotators currently correct segmentation errors by using an underscore “_” to concatenate or splice tokens. However, this can be inconvenient, as annotators need to use this approach every time they edit concatenated/sliced concepts or add an edge between other concepts. In the future, we plan to allow annotators to manually correct segmentation errors by deleting or adding a space in the raw
Although the click-based interface supports low-resource languages well, we have not extensively experimented on many low-resource languages using the keyboard interface. Currently, for morphologically-complex languages, annotators need to manually count the index of a character in the token. Below is an example of Arapaho:

(2) ceesisnoo’oebiicitiit
    ceesis-noo’oe-biicitii-t
    IC.begin-around-bead.s.t.-3S

‘She is starting to bead around it.’

Here “biicitii” (“bead s.t.”) is a concept. To select the token representing the concept, we need to input “x1_13:20” to represent “biicitii”, where “x1” represents the token “ceesisnoo’oebiicitiit” as the entire sentence is a single token, “_13:20” represents the substring “biicitii” spanning from the thirteenth to the twentieth character in the token. Many low-resource languages such as Arapaho lack the lexical frame, thus we define frameworks for both non-lexicalized and lexicalized annotation of predicates and semantic roles (Gysel et al., 2021). For non-lexicalized UMR predicates, the role annotation is based on a general inventory of core participant roles given in Table A1. We are expanding the lexical frame coverage and constructing the predicate-specific definitions on the fly. The lexical entries should be mapped to the non-lexicalized roles in Table A1. We are also working on simplifying the process of selecting tokens by combining span selection with a mouse.

In the keyboard interface, the index-based variable system assigns different variables to within-sentence co-reference entities due to their distinct token alignments. Previously, we marked within-sentence co-reference using re-entrancy with the same variable. In the keyboard interface, it is necessary to identify and mark the two variables representing the co-referenced entities.

The identification of event-related concepts is crucial for annotating participant roles, as well as aspect and modality annotations. Currently, we do not include such a feature to detect eventive concepts. We plan to develop a system capable of detecting eventive concepts and providing autocomplete reminders to assist annotators in fully annotating the UMR graph. This approach aims to prevent any necessary annotations (such as the aspect of the eventive concept) from being omitted during the annotation process.

We also plan to refactor our code into a JavaScript framework, such as React.js, in a future version release. Additionally, we plan to make some improvements and changes to streamline the user experience, such as adjusting the visualization of the document-level annotation and implementing auto-completion of commands. Finally, we are currently working on mapping the named entities hierarchy in UMR to the ontology hierarchy in Wikidata.
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A Appendix

Figure A1 is a UMR graph example borrowed from Zhao et al. (2021). It includes three sentences:

1. “Edmund Pope tasted freedom today for the first time in more than eight months.”
2. “Pope was convicted on spying charges and sentenced to 20 years in a Russian prison.”
3. “He denied any wrongdoing.”

Each sentence is represented as a Directed Acyclic Graph (DAG), and multiple sentences can be connected to form a more complex graph at the document level.

Table A1 presents a general inventory of non-lexical core participant roles for low-resource languages.

Figure A2 is an example of project management (the “DA” folder is not shown here).
Central roles: Actor, Undergoer, Theme, Recipient, Force, Causer, Experiencer, Stimulus
Peripheral roles: Instrument, Companion, Material/Source, Place, Start, Goal, Affectee
Roles for entities and events: Cause, Manner, Reason, Purpose, Temporal, Extent

Table A1: UMR non-lexical roles

Figure A2: Project management page
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Abstract

We investigate whether the Cambridge Grammar of the English Language (2002) and its extensive descriptions work well as a corpus annotation scheme. We develop annotation guidelines and in the process outline some interesting linguistic uncertainties that we had to resolve. To test the applicability of CGEL to real-world corpora, we conduct an interannotator study on sentences from the English Web Treebank, showing that consistent annotation of even complex syntactic phenomena like gapping using the CGEL formalism is feasible.

Why introduce yet another formalism for English syntax? We argue that CGEL is attractive due to its exhaustive analysis of English syntactic phenomena, its labeling of both constituents and functions, and its accessibility. We look towards expanding CGELBank and augmenting it with automatic conversions from existing treebanks in the future.

1 Introduction

Ask a linguist about a detail of English grammar, and chances are they will reach for the Cambridge Grammar of the English Language (CGEL; Huddleston and Pullum, 2002). The product of the labors of two editors and 13 other chapter authors over more than a decade, CGEL is the most recent comprehensive reference grammar of English, describing nearly every syntactic facet of present-day Standard English in its 1700+ pages (Culicover, 2004). As but one example, a section\footnote{“Imperatives interpreted as conditionals” (pp. 937–939)} is devoted to the form and function of sentences like the first sentence of this paragraph, where the part before and is grammatically imperative but interpreted as a condition, and the part after and is interpreted as a consequence. CGEL is a gold mine for such idiosyncrasies that a sharp-eyed English student (or linguist, or treebanker) might want to look up, in bottom-up fashion. It is also a systematic top-down survey of the building blocks of the language—in this respect, aided by a lucid companion textbook (SIEG2; Huddleston et al., 2021).

In a review for Computational Linguistics, Brew (2003) argued that CGEL is a descriptive reference that echoes precise formal thinking about grammatical structures; and as such, it holds considerable relevance for computational linguistics, supplementing formal grammars and treebanks like the venerable Penn Treebank (PTB; Marcus et al., 1994). Brew exhorts: “it should become a routine part of the training of future grammar writers and treebank annotators that they absorb as much as is feasible of this grammar”. It has certainly had an impact, for example, on the Universal Dependencies project (UD; Nivre et al., 2016, 2020; de Marneffe et al., 2021), whose annotation guidelines cite CGEL many times in discussing particular phenomena\footnote{References to CGEL can be found, for example, at https://universaldependencies.org/u/overview/complex-syntax.html (regarding content clauses and secondary predicates) and https://universaldependencies.org/u/overview/specific-syntax.html (regarding comparative constructions).} (though the UD trees themselves, for reasons of lexicalism and panlingualism, diverge significantly from the representations given in CGEL).

We ask: What would it take to develop an annotation scheme based on CGEL? If CGEL’s attention to terminological precision and rigor is as strong as Brew suggests, it should not be nearly as difficult as mounting an effort of a completely new annotation framework. Most substantive questions of grammatical analysis should be addressed by CGEL, leaving only minor points to flesh out for treebanking. On the other hand, because CGEL was not designed for annotation, and therefore not tested systematically on corpora, perhaps it has substantial holes, regularly missing constructions that occur in real data.

To answer this question, we bootstrap an annotation manual and small set of sentences based on the...
descriptions from CGEL. We examine what blanks in the CGEL specifications need to be filled in to realize full-sentence trees in our data—both qualitatively (through working sentence-by-sentence) and quantitatively (by conducting an interannotator agreement study).

What practical benefits hinge on the answer to this question? We are cognizant that substantial English treebanks already exist—constituency treebanks following the Penn Treebank standard, dependency treebanks, and others (§2). Thus, we do not anticipate a significant amount of from-scratch annotation in the CGEL framework. Yet we see practical benefits of the CGEL style of description, perhaps induced automatically as a new “view” of gold PTB trees. First, exhaustiveness: CGEL trees systematize both constituent categories and functions in a unified framework, whereas mainstream approaches for English prioritize either constituent structure (like PTB) or dependency structure (like UD). And second, accessibility: the trees would be consistent with human-readable descriptions and linguistic argumentation in the CGEL and SIEG2 texts, allowing users of a treebank (or parser) to look up the constructions in question.  

Through developing guidelines and annotating data, we find that CGEL offers a powerful foundation for treebanking, though there are points where further specification is needed. Our small but growing treebank—which we call CGELBank—and accompanying code for validation and measuring interannotator agreement are available at https://github.com/nert-nlp/cgel/. We also publish our annotation manual, which stands at about 75 pages (mostly of example trees): Reynolds et al. (2023).

2 Related Work

Even considering just English, there have been many formalisms deployed for syntactic annotation. A sample is given in Table 1. Each formalism makes different theoretical claims (e.g., is deep structure distinct from surface structure?) which bring computational tradeoffs (e.g. complexity vs. parsing efficiency). Many, beginning with

---

PTB, have been used to annotate the Wall Street Journal corpus (WSJ; Marcus et al., 1993). CGEL shares ideas with many treebanks, such as constituency structure (PTB, TAG, etc.), labelled dependency relations (SD, UD, etc.), gapping (PTB), among other features.

A corpus that likewise integrates constituent categories and functions in a single tree is the TIGER treebank for German (Brants et al., 2004).

3 The CGEL Framework

An example parse in the CGEL framework appears in Figure 1. Its building blocks are constituents, each of which receives a category indicating the type of unit it is and a function (notated with a colon) indicating its grammatical relation within the higher constituent. The constituent structure is a hierarchical bracketing of the sentence, which is projective with respect to the order of words in the sentence. Terminals consist of lexical items (omitting punctuation) as well as gaps used to handle constructions with noncanonical word order.

Categories. CGEL posits a distributionally-defined set of lexical categories, on which basis we developed a part-of-speech tagset with 11 tags: N (noun), Npro (pronoun), V (verb), Vaux (auxiliary verb), P (preposition), D (determinative), Adj (adjective), Adv (adverb), Sdr (subordinator), Coordinator, and Int (interjection). (See Appendix C for more examples and a comparison with PTB. In CGEL, determinative is a lexical category whereas determiner is a function within an NP. A determinative heads
Framework Representative Citations

### Constituency
- **PTB** Penn Treebank  
  (Marcus et al., 1994; Bies et al., 2012; Pradhan et al., 2013)
- **TAG** Tree-Adjoining Grammar  
  (Chen and Vijay-Shanker, 2000)
- **MG** Minimalist Grammars  
  (Torr, 2018)
- **RRG** Role and Reference Grammar  
  (Bladier et al., 2018)

### Dependency
- **SD** Stanford Dependencies  
  (de Marneffe et al., 2006)
- **UD** Universal Dependencies  
  (Nivre et al., 2016)
- **SUD** Surface Universal Dependencies  
  (Gerdes et al., 2018)
- **FGD** Functional Generative Description  
  (ˇCmejrek et al., 2005)

### Constraint-Based
- **LFG** Lexical-Functional Grammar  
  (Sulger et al., 2013)
- **HPSG** Head-Driven Phrase Structure Grammar  
  (Oepen et al., 2002; Miyao et al., 2004; Flickinger et al., 2012)

### Categorial
- **CCG** Combinatory Categorial Grammar  
  (Hockenmaier and Steedman, 2007)

**Table 1:** A sample of grammatical frameworks that have been applied to English corpora.

(Reynolds et al., 2022) for further details and comparison to PTB/UD tagsets, especially regarding P and D.) Pronouns and proper nouns are a subset of nouns, though we have created a distinct tag for pronouns; auxiliary verbs are a subset of verbs. All of these categories except subordinating and coordinator project higher-level phrasal constituents, e.g. N ← Nom (nominal) ← NP (noun phrase). The basic phrasal categories are: Nom, NP, VP, Clause (the various subtypes of which are unmarked here except Clause_{rel} for relative clauses), PP, DP, AdjP, AdvP, and IntP. Phrases are typically binary- or unary-branching, but n-ary branches are also possible. There is also a non-phrasal constituent category: Coordination, which may have ternary branching or higher.

**Functions.** Each constituent has a function indicating its syntactic role in the higher constituent. A phrasal constituent is headed, i.e. it has exactly one child in Head function along with zero or more dependents. Coordination constituents are the main exception: there is no head, and each element (con-junct) in the coordination receives a function of Coordinate. Figure 2 illustrates the main CGEL functions, organized into a hierarchy. Note that CGEL contrasts adjuncts (Mod, Supplement) with complements (Comp and subtypes, including Subj, Obj, PredComp, and others). Other dependent functions include Determiner (Det) function in an NP, and Marker for grammatical words that mark but do not head a phrase, notably coordinators and subordinators.

**Gaps.** CGEL employs gap constituents and coin dexation, as in Figure 1, to handle unbounded dependency constructions (UDCs) and other constructions that deviate from the canonical declarative order, showing where there is a clear structural gap. Nevertheless “the account is quite informal” (R. Huddleston, personal communication). To make it more formal, we have restricted the use of gaps to UDCs, subject-auxiliary inversion (SAI), and pre- and post-posting of complements. We also use gaps for adjunct fronting when it triggers SAI (e.g., *Only once had I – seen it –*). Subject–dependent inversion (SDI) is a double-gapped construction with a subject gap and a complement gap in the VP (e.g., *Here – is – Jim*). All subject-relatives have a gap, as do delayed right constituent coordination and end-attachment coordination. Coindexation is used with and only with a gap. Every gap must be coindexed with exactly one overt constituent (and possibly other gaps). There are no gaps for ellipsis.

**Fusion.** Certain constructions are analyzed with fusion of functions, in which a constituent participates in two different higher constituents (Payne et al., 2007; Pullum and Rogers, 2008). This is shown in Figure 1 for the NP *which*, short for something like “which items”: the DP is taken to fulfill both the Determiner function in the NP and the Head in its Nominal. Other constructions where CGEL employs fusion of functions include compound determinatives (e.g. *someone*), other determinatives or adjectives as NP heads (*the rich, the tallest, those three*6), and fused (a.k.a. free or head-

---

6Elazar and Goldberg (2019) offer an NLP approach to reasoning about numeric fused heads.
Syntactic Functions

Fused
Determiner-Head
Modifier-Head
Marker-Head
Head-Prenucleus
Compounding
Dependent
Nonce (e.g. Obj+Mod)
Adjunct
Flat
Internal
Extraposed
Extraposed Subject
Extraposed Object
Extranuclear
Particle
Object
Indirect
Displaced Subject
Predicative Complement
Supplement
Vocative

Figure 2: Hierarchy of functions. The ones annotated directly in the data are the leaves plus Complement (Comp), Object (Obj), and Supplement. The distinction between direct and indirect objects is made only in double object constructions.

less) relative constructions (whatever you want). The hyphenated notation such as Determiner-Head indicates its dual function. Thus, technically the parse is a graph rather than a tree. However, the longer of the two incoming edges can be inferred deterministically based on the Determiner-Head label and the rest of the structure. For computational purposes, then, we can omit the longer edge whenever there is fusion of functions, maintaining the tree property, and automatically add it in postprocessing for visualization. We therefore refer to CGEL-style parses as trees.

4 Towards CGELBank

Despite its detail and richness, in 1700+ pages, CGEL includes just 40 trees, and on some points is inexplicit. Annotating naturally occurring sentences (§5) brought many of these ambiguities to the fore. Here we identify questions we faced and the decisions we made.

4.1 Categorizing individual lexemes

Creating part-of-speech (POS) tagsets and defining tag boundaries have been contentious in treebanking (Atwell, 2008). CGEL’s guidance in this area is extensive but dispersed, and lists of closed-category items are inexhaustive. For CGELBank, we compiled mentions of lexemes and their categories from CGEL and applied CGEL principles to classify numerous unmentioned lexemes. Examples include the determinative said (e.g., as in said contract), the coordinator slash (e.g., Dear God slash Allah slash Buddha slash Zeus), and the preposition o’clock (Pullum and Reynolds, 2013).

4.2 Simplifying and un-simplifying

CGEL uses various subtypes of head within clause structure (Nucleus, Predicate, Predicator); we collapse these to Head. CGEL sometimes removes intermediate unary nodes, such as eliminating Head:Nom between Head:N and its projected NP. We consistently include these nodes.

4.3 Gaps

CGEL posits gaps in tree structures for prenucleus position constituents, but is inconsistent in indicating them. We explicitly indicate a gap in most cases and outline our decisions for unclear cases.

Subject gaps. For open interrogatives such as (1a) and (1b), CGEL’s position is unclear. Given

7Conducted since 2006 in consultation with Huddleston and Pullum, recorded in Simple English Wiktionary.
ambiguity, we follow the standard position that a gap exists (e.g. Maling, 2000; Bies et al., 1995) in questioned or relativized subject clauses.

(1) a. What did she tell you?
   b. Who told you that?

**Adjunct gaps.** Adjuncts may appear in various locations, with some not appearing clause finally. We decided against including a gap, except in relative and open interrogative clauses where CGEL marks a gap.

**Phrasal genitives.** In NPs ending in a gap, we attach ’s to the gap, as in a guy I know _’s house.

**Coordination and comparatives.** CGEL’s Gapped Coordination refers to ellipsis, not gaps. CGELBank does not include gaps in tree structure for coordination and comparatives.

### 4.4 Branching & tree structure

In CGEL, some rare phenomena are not explicitly depicted in tree form due to the limited number of actual syntax trees in the text. Also, unary nodes (e.g. N → Nom → NP) are inconsistently indicated due to space considerations. In general, we sought to ensure that tree structure was consistent and thus had to make some decisions on how to treat phenomena such as coordination, complementation, etc.

**Lexical Projection Principle.** Outside of morphologically derived expressions, and excepting coordinators and subordinators, a lexical node almost always projects a phrase of the corresponding category. Thus, every N must serve as head within a Nom; every V must head a VP; every Adj must head an AdjP; and so forth. The one exception is that subject-auxiliary inversion targets auxiliaries specifically (rather than the VP they would project in normal position), so if the constituent in Prenucleus function consists of a single unmodified Vaux, it will not project a VP there.

**Coordinates & markers.** A coordination is a non-headed construction with coordinates as children (CGEL p. 1278). Therefore, coordinates in coordinations are neither heads nor dependents. Consider, though, the following coordination the guests and indeed his family too (p. 1278), reproduced here as Figure 3.

Unlike coordinations, NPs like and indeed his family too are headed constructions in CGEL. The NP has two modifiers: indeed and too, which, like all modifiers, are dependents requiring a head sibling. But if the his family is not a head but a coordinate as labeled, then this NP is headless, an internal contradiction in CGEL.

Markers are siblings of heads when they are subordinators (see (9) on p. 954 and (51) on p. 1187), so a marker is a dependent. This, however, is incompatible with the analysis in Figure 3 (p. 1277).

To resolve these inconsistencies, the NP his family in Figure 3 must be a head and not a coordinate. We generalize from this to the principle that, contra Figure 3, a coordinate is never the child of a non-coordination, and a marker is always a dependent with a sibling head.

**Indirect complements.** Indirect complements, such as in enough time to complete the work, are licensed by a dependent in the phrase. We construct a superordinate phrase of the head type and branch the indirect complement from that. When the complement is further delayed, we do the same for nearest possible parent phrase.

**Verbless clauses.** CGEL’s treatment of verbless clauses (VICs) is incompatible with its general treatment of clauses. VICs have no verb and no VP, so they must not be clauses in the syntactic sense that CGEL implies. We treat certain PPs as having two complements, analogous to complex transitive verbs, and PPs like while happy as taking predicative complements. Supplement VICs are analyzed as headless nonce constructions.

**Names.** CGEL claims that the syntactic structure of proper names mostly conforms to the rules for ordinary NPs, but it also notes that there is no convincing evidence for treating one element as head in personal names. We treat proper names, along

---

8Though CGEL uses “marker” both non-technically (e.g., marker of distinctively informal style), and technically as a function term, we discuss only the latter.
with chemical compounds, as single lexical items, analyzing multiple tokens using the Flat relation.

5 Annotation Process

What began as a pet project to make CGEL-style trees for interesting sentences found in the wild eventually became a corpus-building effort, with two linguists interested in the CGEL framework (the first and third authors) serving as annotators. To date, this has resulted in over 200 trees of naturally occurring sentences—some handpicked, others sampled at random from a corpus. Statistics for CGELBank are presented in Tables 2 and 3.

CGELBank trees were drawn from multiple sources, and were annotated in four phases.

1. Twitter: Exploratory annotation of real-world sentences taken from Twitter by Annotator 2 resulted in this set of 65 trees. At this point, there were no agreed-upon guidelines for CGEL annotation and the project was largely informal.

2. EWT: A set of 100 sentences sampled from the English Web Treebank (Bies et al., 2012) was annotated by Annotator 2 and simultaneously the guidelines were composed in discussion with Annotator 1. To maintain consistency with the guidelines, both the EWT and Twitter treebanks were validated and iteratively corrected.

3. EWT-trial, Twitter-trial: Once the guidelines and validation script were mostly complete, and as the browser-based annotation workflow was under development, the two annotators used it to make 37 more trees (27 from additional EWT sentences, 10 from Twitter and other sources). These trees were singly annotated and validated but not adjudicated.

4. IAA and Pilot: For an interannotator study, both annotators independently annotated and then adjudicated a pilot set of 5 trees and then a larger set of 50 trees. These were also drawn from EWT.

The initial 165 Twitter and EWT sentences were annotated in \texttt{LATEX} using the forest package and converted into the \texttt{.cgel} format using an ad hoc Python script. Later annotation was done with a customized version of Active DOP, a browser-based graphical treebanking tool (van Cranenburgh, 2018). Active DOP incorporates disco-dop (van Cranenburgh et al., 2016), an active learning parser, which considerably sped up annotation. We trained disco-dop on the 202 trees created prior to the start of the IAA pilot. As input to the Active DOP tool, EWT sentences were preannotated with POS tags and gaps heuristically derived from gold UD and PTB trees; the tagging was then manually edited in a text editor.\footnote{At present, Active DOP does not support editing of tokenization or gap positions in the browser interface. This should be added in the future to make the tool more usable.}

For the 50 IAA sentences, after trees were exported to the \texttt{.cgel} format, adjudication was performed cooperatively between the two annotators using a text editor with a file comparison mode.

Each split is stored in a separate file in the \texttt{.cgel} data format illustrated in Figure 4. This combines the sentence metadata style from the CONLL-U format\footnote{Described in the UD docs.} with trees in a bracketed format adapted

\begin{table}[h]
\centering
\begin{tabular}{|l|c|c|c|c|}
\hline
\textbf{Split} & \textbf{Trees} & \textbf{Tokens} & \textbf{Nodes} & \textbf{Ann.} \\
\hline
EWT & 100 & 1,864 & 5,110 & 2 \\
Twitter & 65 & 824 & 2,316 & 2 \\
EWT-trial & 27 & 500 & 1,365 & 1 \\
Twitter-trial & 10 & 257 & 727 & 1 \\
Pilot & 5 & 61 & 174 & 1 + 2 \\
IAA & 50 & 642 & 1,747 & 1 + 2 \\
\hline
\textbf{Total} & 257 & 4,148 & 11,439 \\
\hline
\end{tabular}
\caption{Overall statistics about the treebank and its splits. Nodes is the sum of the count of all constituents and gaps in each tree, including tokens. Ann. indicates the annotators involved.}
\end{table}

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure4.png}
\caption{Illustration of the \texttt{.cgel} data format for the clause from Figure 1. Note that the bracketed notation forms a proper tree: the reentrancy of the fused determiner-head is automatically added post hoc. The verb lemma is included as it differs from its inflected form. Features on nodes are extensible: for example, CGELBank uses \texttt{:p} for punctuation, \texttt{:note} to offer commentary on a construction (with CGEL page references), and \texttt{:correct} to indicate corrections to typos. Finer-grained morphosyntactic information (inflectional features, clause types, etc.) may be added in the future.}
\end{figure}
Table 3: Counts in CGELBank of lexical categories (POS tags), nonlexical categories, and grammatical functions. Special phrasal categories for coordination and some functions are not listed due to low frequency.

<table>
<thead>
<tr>
<th>POS</th>
<th>Nonlexical Category</th>
<th>Function</th>
</tr>
</thead>
<tbody>
<tr>
<td>1091</td>
<td>N</td>
<td>1701</td>
</tr>
<tr>
<td>537</td>
<td>P</td>
<td>1400</td>
</tr>
<tr>
<td>535</td>
<td>V</td>
<td>1196</td>
</tr>
<tr>
<td>470</td>
<td>D</td>
<td>927</td>
</tr>
<tr>
<td>540</td>
<td>Np</td>
<td>558</td>
</tr>
<tr>
<td>335</td>
<td>Vaux</td>
<td>970</td>
</tr>
<tr>
<td>267</td>
<td>Adj</td>
<td>300</td>
</tr>
<tr>
<td>199</td>
<td>Adv</td>
<td>201</td>
</tr>
<tr>
<td>156</td>
<td>Coordinator</td>
<td>156</td>
</tr>
<tr>
<td>143</td>
<td>Sdr</td>
<td>141</td>
</tr>
<tr>
<td>8</td>
<td>Int</td>
<td>9</td>
</tr>
<tr>
<td>155</td>
<td>GAP</td>
<td>1</td>
</tr>
</tbody>
</table>

A variety of measures for interannotator agreement on constituency syntax annotation exist in the literature. The standard metric is Parseval (Black et al., 1991), which computes precision and recall of the token spans that each constituent corresponds to. One problem with the usual implementation of Parseval is that it ignores hierarchy when comparing unary nodes (i.e., multiple constituents share the same token span). Furthermore, there is no obviously correct way to compare trees with non-identical leaves using Parseval—which can be caused by disagreement on tokenization (e.g., on hyphenated terms) or the existence/placement of gaps, both of which we encountered in our study.

To be able to compare trees with unary nodes and potentially nonidentical tokenized strings, we turn to Tree Edit Distance (TED), which has been pointed out as an alternative to Parseval’s reliance on token spans (Emms, 2008). TED defines a correspondence between trees via insertion, deletion (which promotes children), and substitution of nodes—it can be thought of as an extension of Levenshtein distance from strings to trees. Like Levenshtein distance, TED is solved with dynamic programming; we adapt Zhang and Shasha’s (1989) algorithm, with details in Appendix A. We compute microaveraged precision and recall scores based on the three types of edit costs, editing the gold tree to produce the predicted tree: deletions contribute to recall error, insertions to precision error, and substitution cost is split equally between the two. We then compute F1 from precision and recall, which is equivalent to the TreeDice metric of Emms (2008) (as explained in Appendix A).

Score types. We report several scores using TED, based on different criteria for scoring candidate node alignments (matches/substitutions). In increasing order of strictness:

12For example, consider one tree with unary nodes {A, B, C} and another with {A, C, B}, all corresponding to the same token span. Parseval will report both precision and recall to be 100%, which is too lenient for our purposes since the order of unary nodes matters in CGEL.

13If the tree is viewed as a bracketed string, structural operations insert or delete a pair of brackets and the associated node label.
### 6.2 Results

Agreement scores between the two annotators as well as between the unadjudicated and the final adjudicated trees are reported in Table 4.\footnote{Full output of the scorer on the 50 IAA sentences is provided at: https://github.com/nert-nlp/cgel/blob/b95309f6c2ada885728b80a21b6d576bd85a20c9/datasets/iaa/iaa.out} For all metrics, agreement F1 exceeds 90%. In particular, the flex metric shows an interannotator agreement F1 of 93.9%. Therefore, we are confident that, with reference to our guidelines, the CGEL formalism can be applied to the annotation of real-world text in a consistent manner.

As expected, the strict score of 91.6% is lower than the flex score, while the unlab score (which considers structure only) is higher, at 94.8%.

A breakdown of flex costs by edit type appears in Table 6. Among nodes aligned by TED, function disagreements were more numerous than category disagreements (75 vs. 44 occurrences, costing 0.25 each). But many nodes were inserted/deleted, e.g. due to attachment differences.

Zooming in to just gaps, of which there were 21 in the 50 adjudicated trees, we find good (but lower) agreement F1 of 87.2%. A major source of disagreement was a phrase in sentence 5 involving a shared object between 4 coordinated verbs—annotator 1 indicated this with 4 gaps while annotator 2 used none. Still, overall this demonstrates that even complex phenomena described in CGEL can be analysed consistently by trained annotators.

Finally, only 18.0% of trees (full-tree) are identical between the two annotators. However, many more of the trees between the annotators and the adjudicated set are identical—54.0% (annotator 99.1

#### Table 4: Results of the 50-sentence interannotator agreement study after the validation script. Scores are all microaveraged F1, except for full-tree which is the percentage of trees that are identical. See Table 2, “IAA” row for statistics of the adjudicated data.

<table>
<thead>
<tr>
<th>Metric</th>
<th>1-2</th>
<th>1-adj</th>
<th>2-adj</th>
</tr>
</thead>
<tbody>
<tr>
<td>unlab</td>
<td>94.8</td>
<td>98.1</td>
<td>96.0</td>
</tr>
<tr>
<td>flex</td>
<td>93.9</td>
<td>97.6</td>
<td>95.5</td>
</tr>
<tr>
<td>strict</td>
<td>91.6</td>
<td>96.0</td>
<td>94.2</td>
</tr>
<tr>
<td>gap</td>
<td>87.2</td>
<td>100.0</td>
<td>87.2</td>
</tr>
<tr>
<td>full-tree</td>
<td>18.0</td>
<td>54.0</td>
<td>32.0</td>
</tr>
</tbody>
</table>

#### Table 5: Agreement F1 scores on 50 IAA sentences via the flex metric before and after validation and adjudication. 1pre denotes the trees from annotator 1 prior to running the validation script. 1 indicates annotator 1’s final trees after revisions to address warnings from the validation script. adj denotes the final adjudicated trees. (Exact tree match scores appear in Appendix B.)

<table>
<thead>
<tr>
<th>Operation</th>
<th>Cost</th>
<th>Unit Cost</th>
</tr>
</thead>
<tbody>
<tr>
<td>insertion</td>
<td>98.00</td>
<td>1.00</td>
</tr>
<tr>
<td>deletion</td>
<td>82.00</td>
<td>1.00</td>
</tr>
<tr>
<td>substitution</td>
<td>31.75</td>
<td>0.25</td>
</tr>
<tr>
<td>category</td>
<td>11.00</td>
<td>0.25</td>
</tr>
<tr>
<td>function</td>
<td>18.75</td>
<td>0.25</td>
</tr>
<tr>
<td>lexeme</td>
<td>2.00</td>
<td>0.25</td>
</tr>
<tr>
<td>gap ant.</td>
<td>0.00</td>
<td>0.25</td>
</tr>
</tbody>
</table>

#### Table 6: Costs by edit type for the 1-2 interannotator comparison with the flex metric (sum across 50 trees). E.g., 75 nodes were identified as substitutions with a different function; each of these incurs a cost of 0.25, hence 18.75 function cost. A single substitution can involve a mixture of multiple subtypes whose costs would be added together. The gap antecedent error subtype did not occur in this comparison (gaps either were inserted/deleted or had matching antecedents).
1) and 32.0% (annotator 2).

**Impact of validator.** Output from the validation script was shown to each annotator after their initial pass through the 50 trees.\(^{15}\) Table 5 shows the impact of the validator by reporting flex agreement scores before and after validation. (See also Appendix B for validator effects on exact tree accuracy.) Self-agreement before vs. after validation was 99.1% (A1) and 99.5% (A2). Agreement between the two annotators improved after validation, 93.2% → 93.9%, as the tool helped to identify spurious errors like missing or extra Nom levels in an NP, and categories in implausible functions. Agreement with the final adjudicated data increased measurably as well (A1: 96.8% → 97.6%; A2: 95.3% → 95.5%).

Note that all of the trees in the IAA experiment were created by editing trees proposed by the active learning parser, which at least featured locally well-formed structures—reducing the rate of spurious errors compared to annotation from scratch.

**Qualitative findings.** Many of the uncertainties and disagreements in the IAA experiment concerned structured names and measurements, including street addresses, age expressions, and temperature expressions. The phrase over $300 exposed the problem of treating currency symbols in orthographic order, as CGEL assigns the structure [over 300] dollars, with a complex DP. Consequently, we added a guideline requiring currency expressions to be treebanked in pronunciation order, regardless of orthographic order.

Another recurring difficulty came from compounds that might have been hyphenated, like flight test functioning as a verb: should these be treated as one lexeme or two?

The choice of function for certain types of phrases (especially PPs) seems to lie on a continuum between Complement, Modifier, and Supplement. On substitutions, the scoring script reports 18 Comp vs. Mod disagreements and 11 Mod vs. Supplement disagreements. While it may be possible to further clarify the boundaries, it seems that some subjectivity along this continuum is inevitable.

Finally, one IAA sentence contained a fronted partitive PP (of the form Out of X and Y, which is the best?). We could not find an explicit account of partitive fronting in CGEL, and plan to revisit this in future work.

\(^{15}\) A handful of warnings were false positives, prompting changes to the script.

### 7 Conclusion

Using the analysis developed in CGEL (Huddleston and Pullum, 2002), we introduced a new expressive and linguistically-informed syntactic formalism to corpus annotation of English, which unifies constituent and dependency information in an accessible format. Creating annotation guidelines confirmed that CGEL was a strong foundation for syntactic analysis, but also revealed some minor points of underspecification for which new policies were necessary. Using our guidelines, we have created trees from naturally occurring sentences in multiple genres, and we conducted an interannotator study. We find high annotator agreement overall and even on the complex phenomenon of gapping. Overall, we are confident that the formalism of CGEL is suitable for consistent annotation of real-world text. In the future, we intend to take advantage of existing resources in other frameworks to obtain CGEL-style trees and parsers on a larger scale and in a wider range of genres.
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A Tree Edit Distance Details

For our evaluation metrics, we adapted Zhang and Shasha’s (1989) TED algorithm as described in the pseudocode of Simic (2022). This is a simple recursive algorithm that compares spans of subforests in both trees, and runs in $O(n^4)$ time with memorization where $n$ is the greater number of nodes of the two trees. More efficient implementations have been proposed since, such as RTED (Pawlik and Augsten, 2011) and AP-TED (Pawlik and Augsten, 2016), but memoized TED was sufficient for our purposes—50 trees could be compared in <10 seconds with a straightforward Python implementation.

An unexpected source of inefficiency we ran into at first was the direction of recursion. If subtrees are recurred into from the rightmost child, the algorithm is an order of magnitude slower than if recursion starts from the leftmost child. Inspection of the memo-table size revealed that leftmost recursion requires much fewer function calls. We think this is because English tends to be a right-branching language, and so recursing beginning from the right increases the possible number of spans to compare between trees.

TED has been used to evaluate parsers in the past, including parsers with discontinuous constituents (Maier, 2010) and dependency parsers (Tsarfaty et al., 2011). It has also been applied or extended for other uses of comparing parse trees, such as measuring of paraphrase, entailment, and answers to questions (e.g., Punyakanok et al., 2004; Wan et al., 2006; Heilman and Smith, 2010).

Relation of TED $F_1$ to TreeDice. Emms (2008) presents TreeDice, a TED-based metric for comparing constituency trees. Briefly: TED can be used to obtain the edits required to transform a gold tree into a predicted tree. With $G$ as the size (number of nodes in) the gold tree, $T$ as the size of the predicted tree, $D$ as the number of deletions, $I$ as the number of insertions, and $S$ as the number of substitutions (where a node’s label changes), TreeDice is given by

$$\text{TreeDice} = 1 - \frac{D + I + S}{G + T} \quad (1)$$

Using the invariant that $T = G - D + I$, one can substitute $G + I - T$ for $D$ and show that this equals

$$\frac{2T - 2I - S}{G + T} = \frac{2(T - I - \frac{1}{2}S)}{G + T} \quad (2)$$

While Emms (2008) does not explicitly present precision and recall metrics based on TED (only ones based on eva$\text{b}$ a.k.a. Parseval), we observe that the substitution cost can be split between precision and recall. Defining

$$\text{Prec} = \frac{T - I - \frac{1}{2}S}{T} \quad (3)$$

$$\text{Rec} = \frac{G - D - \frac{1}{2}S}{G} = \frac{T - I - \frac{1}{2}S}{G} \quad (4)$$

it is easily shown that the $F_1$ of these is equal to the TreeDice score (echoing the correspondence between $F_1$-score and the Dice coefficient over sets).

$$F_1 = \frac{2}{\text{Rec}^{-1} + \text{Prec}^{-1}} \quad (5)$$

$$= 2(\text{Rec}^{-1} + \text{Prec}^{-1})^{-1} \quad (6)$$

$$= 2 \left( \frac{G}{T-I-\frac{1}{2}S} + \frac{T}{T-I-\frac{1}{2}S} \right)^{-1} \quad (7)$$

$$= 2 \left( \frac{G + T}{T-I-\frac{1}{2}S} \right)^{-1} \quad (8)$$

$$= \frac{2(T - I - \frac{1}{2}S)}{G + T} \quad (9)$$

$$F_1 = \text{TreeDice} \quad (10)$$

B Exact tree accuracy

For comparison with the flex metric IAA results in Table 5, we also report exact tree accuracy below.

<table>
<thead>
<tr>
<th>1pre</th>
<th>64.0</th>
<th>1</th>
</tr>
</thead>
<tbody>
<tr>
<td>42.0</td>
<td>54.0</td>
<td></td>
</tr>
<tr>
<td>14.0</td>
<td>adj</td>
<td>18.0</td>
</tr>
<tr>
<td>26.0</td>
<td>32.0</td>
<td></td>
</tr>
<tr>
<td>2pre</td>
<td>64.0</td>
<td>2</td>
</tr>
</tbody>
</table>

Table 7: Exact tree accuracy scores (i.e., whether trees are identical) on 50 IAA sentences before and after validation and adjudication. 1pre denotes the trees from annotator 1 prior to running the validation script. 1 indicates annotator 1’s final trees after revisions to address warnings from the validation script. adj denotes the final adjudicated trees.
C  EWT Examples in PTB and CGELBank

Trees in the two styles appear in Figures 5 and 6 for comparison. Further cross-framework comparisons appear in Reynolds et al. (2022, §4).
Figure 5: PTB-style and CGELBank trees for an EWT sentence with VP coordination. (Note that NPs are flatter in PTB style, and that control is indicated in PTB style with *PRO*, but not in CGELBank.)
Figure 6: PTB-style and CGELBank trees for an EWT sentence with inversion and a relative clause (part of the tree is collapsed for space). Traces indicated with *T* in PTB generally map to gaps in CGELBank.
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Abstract

Patent descriptions are a crucial component of patent applications, as they are key to understanding the invention and play a significant role in securing patent grants. While discursive analyses have been undertaken for scientific articles, they have not been as thoroughly explored for patent descriptions, despite the increasing importance of Intellectual Property and the constant rise of the number of patent applications. In this study, we propose an annotation scheme containing 16 classes that allows categorizing each sentence in patent descriptions according to their discursive roles. We publish an experimental human-annotated corpus of 16 patent descriptions and analyze challenges that may be encountered in such work. This work can be base for an automated annotation and thus contribute to enriching linguistic resources in the patent domain.

1 Introduction

Patent applications represent a first step in obtaining exclusive rights over an invention. Analyzing these documents enables inventors to understand technological trends, avoid potential litigation, and assess the competition. The patent description, a substantial part of the patent application, provides detailed information about the invention. Although specific segments have to be present in order to have the application accepted, the information can be provided without any pre-imposed order. Patent descriptions should be well organized in order to communicate the invention’s technical details, advantages, and scope with more clarity. This, in turn, helps patent examiners to review applications more efficiently, reduces the likelihood of misinterpretation or ambiguity, and increases the chances of obtaining a patent grant with a well-defined scope of protection.

The contributions of our work are as follows:

- Introducing an annotation scheme based on and adapted for the discursive structure of patent descriptions.
- By focusing on patent descriptions, we aim to contribute to a better understanding of these documents’ linguistic characteristics and structures, which have received little attention in patent-related research.
- Set a ground for future patent description analysis, for example, develop automatic methods to apply the annotation to large scale patent datasets. This can contribute to the detection of abnormal patent description and study the patent writing style according to different assignees.

2 Related work

The analysis of document structure allows for a deeper understanding of the author’s thought process and facilitates the retrieval of specific information within the document. Many previous studies have focused on the analysis of technical documents, particularly scientific papers. For example, (Fisas et al., 2015) created a multi-layered annotated corpus of 40 scientific papers in the domain of Computer Graphics, with each sentence annotated according to its rhetorical role. (Dasigi et al., 2017) created a corpus by manually annotating 75 articles in the domain of intercellular cancer pathways. Each article was divided into clauses which are classified into one of the following categories: Goal, Fact, Result, Hypothesis, Method, Problem, Implication, None. This corpus was used to develop a discourse tagger for claim extraction and evidence fragment detection (Li et al., 2021).

Patent applications are another type of technical document that has garnered researchers’ interest. A patent application usually consists of various components, including a title, abstract, description, one or more claims, drawings, and classification information. Current patent text analysis mainly focuses
on claims or abstracts to improve claim readability (Ferraro et al., 2014; Okamoto et al., 2017), such as using them to build an engineering knowledge graph (Siddharth et al., 2021; Zuo et al., 2022), or to aid in patent classification models (Lee and Hsiang, 2020). However, the less-structured and much longer patent descriptions, an essential part of understanding patents, receive little attention. To our knowledge, only (Nakamitsu et al., 2022) analyzes the structure of patent descriptions, but they focus solely on four content types: Field, Problem, Solution, and Effect. Nevertheless, patent descriptions contain much richer information, including technical term definitions in context, advantages of the invention, and drawing descriptions. Exploring the structure of patent descriptions can be used to acquire patent writing skills – for humans and machines. Writing a good patent description not only requires an understanding of legal knowledge, but also requires expertise in relevant technical fields. Furthermore, mastering the structure of a patent description enables the extraction of reliable features, which may be useful for patent text modeling, specific to domains, assignees, and legal goals of the patent.

The goal of this study is to apply the discourse structure analysis, a common practice in scientific papers, to the whole patent descriptions while considering their unique writing style. To achieve this, we design an annotation scheme to label each sentence in the description according to its discursive role.

3 Annotation scheme

The patent description is typically divided into several sections. Under the Patent Cooperation Treaty (PCT), the description contains mainly (WIPO, 2022): Title of invention, Technical field, Background art, Summary of invention, Brief description of drawings, and Description of embodiments. The field section specifies the technical domain to which the invention belongs. The background section discusses the prior art related to the invention, identifies previously encountered problems, and explains how the proposed invention may offer solutions to one or more of these issues. The summary section highlights the key features and advantages of the invention. This is commonly followed by a section that provides a concise overview of the content present in each illustrative drawing, if they are included. Lastly, the Detailed Description section should encompass greater detail of the claimed invention by way of examples (embodiments), describing figures in detail and defining little known or specially formulated technical terms when necessary, to further clarify the structure and functioning of the invention.

Based on the above essential elements recognized in a patent description and with the assistance of a patent attorney, we initially designed a set of 12 labels corresponding to the bold elements above. key features and examples (embodiments) were combined, represented by the label Embodiment, as the invention is usually described by introducing its features. Following this, two annotators collaboratively annotated two patent descriptions and identified a need to distinguish between the Advantage and Problem labels, to clarify whether these pertain to the invention itself or to existing technologies. In addition, we added the label Other for sentences that don’t fall into any of the established 14 categories.

This set of 15 labels was applied by two annotators on the first test dataset of 8 patent applications. We noticed that the Section title label does not cover all kinds of titles within a patent description, since different applicants may introduce subsections with additional titles according to their writing styles. The annotators found it difficult to decide on the class of non-standard titles: Are they section titles or part of the embodiment?

To remedy this difficulty, a 16th label Section subtitle was added following the annotation of the first dataset. This new label also allows for an elementary encoding of the scope of the main sections, whenever they are indicated by section titles. It is this set of 16 labels that has reached consensus and is deemed operational and representative for annotating the discursive role of sentences within patent descriptions.

3.1 Annotation tags

Below is a brief summary of the labels defined for annotating patent descriptions. Additionally, a more detailed annotation guideline has been prepared, offering further explanations, examples, and counterexamples for each label. The guideline was made available to annotators to facilitate their understanding and ensure consistent application of the labeling criteria throughout the annotation process.
3.1.1 Patent title
The title of the patent application.
Example: VEHICLE SPEAKER DISPOSITION STRUCTURE

3.1.2 Section title
The title of each main section of a patent description.
Example: BACKGROUND ART

3.1.3 Section subtitle
The title of sub-sections inside the main sections of a patent description, if any.
Example: Stability studies

3.1.4 Technical field
Sentences determining the technical scope of the invention. These sentences specify to which field the invention relates and are usually carried out in one single paragraph.
Example: This application relates to the field of electronic materials and component technologies, and in particular, to an embedded substrate and a method for manufacturing an embedded substrate.

3.1.5 Reference
Sentences introducing the state-of-the-art or presenting the context to reach the invention, including related patents or publications, previous techniques, or general knowledge.
Example: In Patent Document 1, the acoustic transducer is disposed in the fender located near a front corner of a vehicle cabin, and sound is reproduced from the vicinity of the front corner toward the vehicle cabin.

3.1.6 Reference problem
Sentences stating the disadvantages of prior arts or indicating the technical problem that the invention is designed to solve.
Example: It can be learned that according to the existing embedded component packaging process, laser generated when the drill holes 104 are drilled damage the chip.

3.1.7 Reference advantage
Sentences explaining the advantage or quality of the prior arts or known technologies. In the example below, the first sentence provides context and the second sentence should be tagged as Reference advantage.
Example: In Patent Document 1, the acoustic transducer is disposed in the fender located near a front corner of a vehicle cabin, and sound is reproduced from the vicinity of the front corner toward the vehicle cabin. By employing such a structure, an improvement in the reproduction efficiency, of high-quality sound including a low range, with a wide range of directivity in a plan view, is expected.

3.1.8 Embodiment
Sentences describing physical instances or variations of the invention, explaining necessary ways to achieve the desired outcome. These sentences serve to demonstrate the flexibility and applicability of the invention in various contexts. (We keep the original reference numerals such as "104" in the text.)
Example: That is, a metal boss maybe disposed on each pad, and then embedded packaging (including drilling, conductive material filling, conductive layer disposing, and the like) is performed on the chip.

3.1.9 Invention advantage
Sentences providing the advantage, quality, or improvement brought about by the invention.
Example: The technique disclosed herein achieves both an improvement in the reproduction efficiency of the speaker and a reduction in the noise caused in the vehicle body by the sound generated by the speaker.

3.1.10 Invention problem
Sentences highlighting drawbacks or problems that the invention may cause.
Example: In short, since the speaker box 10 needs to have sealing properties in view of improving the reproduction efficiency of the sound including the low range, the drainage performance tends to deteriorate.

3.1.11 Figure description
Some patent applications contain figures which give a visual representation of the invention in the form of drawings, diagrams, or flowcharts. The Figure description tag is assigned to sentences that provide detailed explanations of figures, which usually contain reference numerals of the invention’s components. These sentences should allow readers to navigate and understand the various depicted elements.
Example: As seen from Figure 3, for example, in its closed position, the door 20 is received within the recess 10 of the housing base 12 and its lower
face 24 lies generally flush with the lower surface 26 of the lip 14.

3.1.12 Definition
The explanation or clarification of technical terms, which could be a specifically formulated term. Context-specific explanations of which are given within the scope of the patent.

Example: As used herein, the term "cofactor" refers to a non-protein compound that operates in combination with a ketoreductase enzyme.

3.1.13 Rephrased claim
Sentences repeating portions of claims with non-substantive modifications, i.e., without incorporating additional content words that may alter the scope of the claims.

Example: A harness system for a power drive unit is disclosed. In various embodiments, the harness system includes an electrical cable having a first end and a second end, a plurality of cover members positioned along a length of the cable and a spring member positioned adjacent the plurality of cover members along the length of the cable.

original claim: A harness system for a power drive unit, comprising: an electrical cable (580) having a first end and a second end; a plurality of cover members (581) positioned along a length of the electrical cable; and a spring member (582) positioned adjacent the plurality of cover members along the length of the electrical cable.

3.1.14 Juridical template
Standardized phrases or sentences, which can be used regardless of the patent content. They serve specific purposes, such as facilitating transitions between sections of the description, and extend or narrow down the scope of the claims.

Example: The foregoing implementations of the present invention do not constitute a limitation on the protection scope of the present invention.

3.1.15 Technical template
Sentences giving the comprehensive usage of a technical term by providing its closely related synonyms or hyponyms.

Example: The first and the second plastic material may also be selected from a third group comprising a High Density Polyethylene, Low Density Polyethylene, Polyethylene, Terephthalate, Polyvinyl Chloride, Polycarbonate, Polypropylene, Polystyrene, Fluorine Treated, Post Consumer Resin, K-Resin, Bio-plastic, or combinations thereof.

3.1.16 Other
Sentences belonging to none of the previous categories or contains ambiguity. The following example demonstrates a typical OCR problem that has grouped all the elements of a table of contents together. Given that each title appeared in the corresponding subsection, this sequence is considered as Other to avoid introducing noise into the data.


4 Corpus annotation
4.1 Corpus preparation
To build our annotation corpus, we use patent applications published by the European Patent Office (EPO). These patent applications are classified using the Cooperative Patent Classification (CPC) system, which comprises eight domains (Table 1). We randomly selected 2 applications per domain and divided them into two datasets, each containing one document per CPC class. In cases where an application is classified under multiple domains, we only considered the first one (the primary CPC label). The aim of this dataset separation is to verify whether the inter-annotator agreement remains consistent across the two datasets.

We extracted the description section from each patent application, each description is then segmented into sentences before being annotated. We use scispacy\(^1\) combining with special rules to perform sentence splitting. For example, patent claims, which are usually extremely long sentences separated by semicolons, could be copied into description. In order to balance the size of each sentence, semicolons are also considered as ending punctuation. We chose to stay on the sentence level because delving into a finer-grained level would require not only knowledge in linguistics but also expertise in various technical domains. For instance, the following sentence, which we simply classify as being of type Figure description, could be broken down into sub-sequences that detail the interaction

\(^1\)https://allenai.github.io/scispacy/
between elements described in the figure: CPU 16 controls first conveyance section 21 to move conveyance pallet 40 to the loading position, and controls multi-joint robot 24 so that robot-side attachment section 27 grips pallet-side attachment section 42 below conveyance pallet 40 (refer to fig. 8).

- Controller action: CPU 16 controls first conveyance section 21; and controls multi-joint robot 24
- Result of the action: to move conveyance pallet 40 to the loading position; so that robot-side attachment section 27 grips pallet-side attachment section 42
- Location of the action: below conveyance pallet 40
- Figure reference: refer to fig. 8

As an exploratory study and considering the number of defined labels, we decided to remain at the coarse-grained level. Table 1 shows the number of sentences in each document for both datasets of the corpus.

<table>
<thead>
<tr>
<th>CPC</th>
<th>dataset 1</th>
<th>dataset 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Human necessities (A)</td>
<td>393</td>
<td>228</td>
</tr>
<tr>
<td>Performing operations; transporting (B)</td>
<td>217</td>
<td>101</td>
</tr>
<tr>
<td>Chemistry; metallurgy (C)</td>
<td>349</td>
<td>681</td>
</tr>
<tr>
<td>Textiles; paper (D)</td>
<td>307</td>
<td>106</td>
</tr>
<tr>
<td>Fixed constructions (E)</td>
<td>364</td>
<td>102</td>
</tr>
<tr>
<td>Mechanical engineering; lighting; heating; weapons; blasting engines or pumps (F)</td>
<td>109</td>
<td>245</td>
</tr>
<tr>
<td>Physics (G)</td>
<td>224</td>
<td>284</td>
</tr>
<tr>
<td>Electricity (H)</td>
<td>193</td>
<td>221</td>
</tr>
<tr>
<td><strong>Total (nb tokens)</strong></td>
<td>62203</td>
<td>56886</td>
</tr>
<tr>
<td><strong>Average tokens per sentence</strong></td>
<td>28.9</td>
<td>28.9</td>
</tr>
<tr>
<td><strong>Total (nb sentences)</strong></td>
<td>2156</td>
<td>1968</td>
</tr>
</tbody>
</table>

Table 1: Number of sentences for each domain in the corpus (and the total number of tokens as well as the average tokens per sentence for information).

### 4.2 Annotation process

In order to measure the consistency across the annotation process, the annotation is conducted in two sessions. For each session, a pair of annotators (with a computational linguists background) independently annotate the same documents. Only one tag is allowed for each sentence. Discussion before the annotation is permitted, in order to allow both annotators to become familiar with the general structure of patent description. During the annotation, discussions are not allowed, instead, annotators have access to the context and any other information necessary for understanding the sentence to be annotated. After the first session, a collective review of the annotation guideline is conducted in order to complete the guideline with newly encountered examples.

### 4.3 Annotation agreement

We employed the pairwise Cohen’s kappa to measure inter-annotator agreement. Table 2 shows the scores for each class within each corpus. As explained in Section 3, the label *Section subtitle* was added after the annotation of the first dataset.

<table>
<thead>
<tr>
<th>Labels</th>
<th>dataset 1</th>
<th>dataset 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Patent title</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Section title</td>
<td>0.96</td>
<td>1.00</td>
</tr>
<tr>
<td>Section subtitle</td>
<td></td>
<td>1.00</td>
</tr>
<tr>
<td>Technical field</td>
<td>0.93</td>
<td>0.92</td>
</tr>
<tr>
<td>Definition</td>
<td>0.59</td>
<td>0.46</td>
</tr>
<tr>
<td>Reference</td>
<td>0.77</td>
<td>0.64</td>
</tr>
<tr>
<td>Reference_problem</td>
<td>0.67</td>
<td>0.70</td>
</tr>
<tr>
<td>Reference_advantage</td>
<td>0.45</td>
<td>0.11</td>
</tr>
<tr>
<td>Rephrased claim</td>
<td>0.76</td>
<td>0.84</td>
</tr>
<tr>
<td>Figure description</td>
<td>0.47</td>
<td>0.75</td>
</tr>
<tr>
<td>Embodiment</td>
<td>0.47</td>
<td>0.61</td>
</tr>
<tr>
<td>Invention_advantage</td>
<td>0.64</td>
<td>0.70</td>
</tr>
<tr>
<td>Invention_problem</td>
<td>0.58</td>
<td>0.09</td>
</tr>
<tr>
<td>Juridical template</td>
<td>0.70</td>
<td>0.79</td>
</tr>
<tr>
<td>Technical template</td>
<td>0.22</td>
<td>0.43</td>
</tr>
<tr>
<td>Other</td>
<td>0.19</td>
<td>0.55</td>
</tr>
<tr>
<td><strong>kappa</strong></td>
<td><strong>0.56</strong></td>
<td><strong>0.69</strong></td>
</tr>
</tbody>
</table>

Table 2: IAA for each label in each dataset of the corpus. The Cohen’s kappa score for the entire dataset is used instead of the mean of scores for each category due to the imbalanced distribution of labels.

This modification has contributed to the perfect agreement concerning the labels associated with titles. It is worth noting that the agreement is relatively low for some labels, which is due to their imbalanced distribution in the corpus (as shown in Figure 1). The matrices in Figure 1 present the
number of labels assigned to each sentence by each annotator. It can be observed that the majority of annotations fall under the categories of Figure description, Embodiment, and Rephrased claim, followed by Reference and Invention advantage. This is consistent with the objective of patent description drafting, which aims to explicitly explain the way of carrying out the invention and its novelty compared to prior arts.

Overall, we observe an improvement in the agreement between the two annotation sessions, particularly for Figure description and Embodiment. The label Other denotes sentences that appear ambiguous or do not belong to any class. Few sentences received this label from both annotators, which shows that our label set is comprehensive enough to cover the entirety of sentences in a patent description.

As we can see from IAA score and Figure 1, apart from labels concerning titles, the categories that receive higher agreement are those less dependent on the annotator’s interpretation of sentence meanings, such as Technical field, Rephrased claim, and Juridical template.

Compared to the work of (Nakamitsu et al., 2022), we have expanded the label set with the intention to encompass the entirety of patent description content, rather than merely focusing on specific parts thereof. We attempted to create an exemplary dataset manually, with the objective of identifying relevant labels and establishing a reliable sample for future data augmentation. On the whole, our annotation achieved an IAA score of 0.69 following a revision on the first dataset. This result aligns with the performance of similar annotation work (Fisas et al., 2015), who obtained an IAA score of 0.6567 across eight categories.

However, although we improved the agreement score for some categories, it is worth noting that the level of agreement remains relatively low for some categories, despite post-annotation discussions following the first session. The following section gives examples of pairs of labels that are frequently confused by annotators.

**4.4 Disagreement analysis**

Based on the annotation results, we noticed that certain pairs of labels are often confused. We attempted to analyze the reason for this confusion.

**4.4.1 Reference VS Embodiment**

The challenge associated with this pair of labels lies in distinguishing whether the subject of the sentence concerns the prior art or the applicant’s invention. The reason is that, in the section describing embodiments of the invention, the description of the invention can be mixed with the explanation of prior art. This is particularly the case for patents in the Chemistry; metallurgy domain. In these patents, the disclosure of detailed experimentation is required, which often leads to numerous references when existing components or methods are needed for the experiments. Consequently, the
description of the invention example becomes intertwined with that of the prior art, complicating the annotators’ comprehension, especially when they lack domain-specific expertise.

**Example:** Fluorescent nucleotide incorporation by DNA polymerase. As described in the above-referenced PNAS publication by Braslavsky et al., DNA polymerase may be employed to image sequence information in a single DNA template as its complementary strand is synthesized. The nucleotides are inserted sequentially.

In this example, it is challenging to determine whether the sentence underlined is part of the publication cited in the previous sentence or merely a step in the Fluorescent nucleotide incorporation by DNA polymerase experiment. We have chosen *Embodyment* as the label for this sentence because the following context explains the experiments related to the invention itself and not the reference.

### 4.4.2 Reference advantage VS Reference problem

Distinguishing between advantages and problems can be challenging, especially when purely critical or, conversely, commendatory terms are missing.

**Example:** Furthermore, in regular operation, an auxiliary circuit may be energized and connected to a junction by way of a second current interrupting element. Electrical power can thus be provided from DFIG to auxiliary components, with the electrical power from main power transformer being converted to the appropriate voltage by auxiliary transformer. However, during maintenance operations, the DFIG may be shut down, and the main power circuit may be isolated from the power grid.

In this example, it’s difficult to tell if *DFIG may be shut down and main power circuit may be isolated* are positive characteristics even though the two preceding sentences have provided context. With the help of the following context, we understood that it indeed represents an advantage, especially it was mentioned that this can help to reducing the risk of electrocution during maintenance operations. We thereby decided to annotate it as Reference advantage.

### 4.4.3 Reference problem VS Invention advantage

Sometimes, the information is presented as a dual statement which requires annotators to interpret the context and infer the intended meaning.

**Example:** This entails the need to exert a high torque by the motor to carry out the movement quickly.

In this example, it can be inferred that the sentence implies a drawback of the current technique. However, in a patent description, such a sentence exists only to indicates that the mentioned problem will be rectified through the invention, thereby expressing an advantage of the latter. To solve the ambiguity, we added a rule to our annotation guideline, explicitly stating that for such dual statements, the sentence will be annotated as Invention advantage because the presented problem would be solved by the invention.

#### 4.4.4 Embodiment VS Figure description

Despite the introduction of additional specifications after the first annotation session regarding the distinction between *Embodiment* and *Figure description*, with a particular emphasis on the functional aspect of the former and the visual aspect of the latter, the differentiation remains challenging. This is because the description of an embodiment often refers to components drawn in the figures.

**Example:** In atmospheric pressure plasma-generating device 10, processing gas composed only of an inert gas is supplied from first connecting passage 130 to reaction chamber 100 through the inside of holders 72 and 74 of holding member 20.

In this example, the technical terms followed by numbers indicate that these are important components of the invention and that they are illustrated in the drawings. However, the sentence only describes how the processing gas is supplied, which is not depicted in the drawings. Considering the process is not shown in the drawings, we decided to label it as *Embodiment* and we clarified that it is possible to refer to drawings attached to the patent applications in case of indecision between *Embodiment* and *Figure description*.

#### 4.4.5 Embodiment VS Invention advantage

Using comparatives when describing an invention may not always clearly indicate an improvement of the invention. The confusion often caused by insufficient technical knowledge in the respective domain.

**Example:** It is therefore known that the particle size distribution computed using the profile data about the coke 30 shows larger particle size distribution than the actual particle size distribution.

In this example, it’s difficult to decide if *larger particle size distribution* is an improvement
achieved by using the profile data about the coke. Thus, in cases where we cannot be certain that the presented feature is an advantage, we annotate it as **Embody** in order to avoid introducing errors.

The analysis of disagreement sheds light on the challenges involved in annotating the discursive roles of sentences in patent descriptions, which are not only related to language complexity but also to individual manner of expression.

## 5 Conclusion

In this paper, we have proposed an annotation scheme adapted to the specific writing style of patent applications. As an exploratory work, we defined a set of 16 labels to categorize each sentence in a patent description according to their discursive roles. The initial results show that such work is feasible, since strong agreement is achieved for most categories. However, challenges remain. Considering the aforementioned difficulties, we propose the following improvement to the future work: allow multi-labeling for ambiguous sentences or consider implementing a multi-layer annotation scheme. In the first level, include classes corresponding only to the five common sections of a patent description, followed by additional specific categories in subsequent layers as necessary.

In conclusion, our annotation work is an ongoing process. We plan to expand our dataset once the relevant labels have been established, and to employ active learning methods to streamline the annotation process. We believe that a such linguistic resource in the patent domain could contribute to enhancing the accuracy of tasks such as patent classification, patent novelty detection, patent information retrieval, and, most central to Patent, computer-assisted patent drafting.

### Limitations

Our sample dataset contains only 16 randomly selected documents, which might not be sufficient to contribute to classification model training. Additionally, our work could benefit from having a lead annotator to supervise the annotation process. This would help reduce the time spent on correcting annotation errors and ensure adherence to the annotation guideline.
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Abstract

Cross-lingual annotation projection is a practical method for improving performance on low resource structured prediction tasks. An important step in annotation projection is obtaining alignments between the source and target texts, which enables the mapping of annotations across the texts. By manually correcting automatically generated alignments, we examine the impact of alignment quality—automatic, manual, and mixed—on downstream performance for two information extraction tasks and quantify the trade-off between annotation effort and model performance.

1 Introduction

Cross-lingual annotation projection (Yarowsky and Ngai, 2001) involves mapping source annotations to target text through alignments. Recent studies such as Yarmohammadi et al. (2021) and Chen et al. (2022) suggest that word alignment quality substantially impacts downstream performance.

Automatic word alignments are inexpensive to obtain but may be of low quality. On the other side of the alignment quality spectrum (Figure 1) are manual (human-labeled) alignments, which are expensive but accurate. Our goals are to quantify the impact of automatic vs. manual alignments on downstream task performance and to explore the quality spectrum to quantify the trade-off between automatic and manual alignments in terms of downstream performance and cost.

We investigate the alignment quality spectrum on two structured prediction tasks: shallow semantic parsing (BETTER Basic IE1) and named entity recognition (NER). In the BETTER IE scenario, we start with a typical fully automatic translate, align, and project pipeline, so-called “silver” data creation, and compare with manually labeled data (annotated by two of the authors). For NER, the dataset we use already has annotations in two languages (with gold bitext and gold word alignments).

Rather than manually annotate alignments for every example, which is expensive as shown on the right end of the spectrum in Figure 1, we collect manual annotations on the data for which two alignment methods—silver data creation and an unsupervised embedding-based span alignment tool—point to different target spans (§5). Our contributions are: 1) evidence that manually correcting alignments improves downstream performance, 2) evidence that downstream performance correlates with the amount of manual alignment effort, and 3) analysis on the types of spans that are manually corrected.

2 Related Work

Cross-lingual projection is a method of transferring annotations from a source language to a target language that has often been used to increase performance on the target language (Yarowsky and Ngai, 2001; Yarmohammadi et al., 2021; Chen et al., 2022, i.a.), but its utility depends on obtaining reliable alignments between the source and target text. There has been extensive research on supervised and unsupervised alignment at the word, phrase, and sentence levels (Zhang et al., 2016; Jalili Sabet et al., 2020; Nagata et al., 2020; Chousa et al., 2020; Chen et al., 2021; Li et al., 2022, i.a.). However, these studies report primarily intrinsic evaluation of alignment quality and leave extrinsic...
Table 1: Number of source spans in total and in the candidate subset for correction. Candidates are spans that are non-identical (different or overlapping), based on two automatic alignment results. BETTER candidate spans are shown to humans for re-alignment. NER candidate spans are corrected according to gold alignments from the original resource.

<table>
<thead>
<tr>
<th></th>
<th>BETTER (%)</th>
<th>NER (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Unique source spans</td>
<td>4896</td>
<td>3180</td>
</tr>
<tr>
<td>Identical automatic</td>
<td>2432 (50%)</td>
<td>1942 (61%)</td>
</tr>
<tr>
<td>spans</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Candidates for</td>
<td>2464 (50%)</td>
<td>1238 (39%)</td>
</tr>
<tr>
<td>correction</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

evaluation on downstream tasks underexplored.

Stengel-Eskin et al. (2019) showed that gold alignment data has a greater impact on word alignment performance than the amount of pre-training bitext does, suggesting that the benefits of manually correcting alignments may also extend to the creation of higher-quality projected data.

Our work responds to these lines of prior work by examining the extrinsic downstream impact of our approaches and how the incorporation of different amounts of gold alignment data affects performance. In contrast to prior work on projection, such as Yarmohammadi et al. (2021), our work focuses on the impact of the alignment component of the projection pipeline on the overall effectiveness of cross-lingual projection and explicitly adjusts automatic alignments with manual corrections.

3 Methods

Fully Automatic We consider improving the zero-shot learning scenario where the gold training data is in a different language than the target data we want to evaluate on. For both tasks, we explore multiple setups that include training on gold English data alone (zero-shot) or combined with projected target-language data. Projected data is created by transferring the gold source labels to translated target text via automatically obtained or manually corrected word alignments.

Silver Data Creation To create silver data, we followed the process of Yarmohammadi et al. (2021). First, if there was no gold translation of the source text (as in BETTER), we translated the source text into the target language using a state of the art translation system (Xu et al., 2021). Second, we obtained word alignments between the original and target parallel text using awesome-align (Dou and Neubig, 2021), a state of the art contextualized embedding-based word aligner (see Appendix A for further details). Finally, we projected the annotations from the source language to the target language based on the word alignments. For multi-word spans, the target span is a contiguous span containing all aligned words from the same source span.

Unsupervised Span Alignment We implemented a span alignment tool by extending the techniques of SimAlign (Jalili Sabet et al., 2020) to compute similarities between the representations of spans rather than of tokens. We used a frozen pre-trained encoder and did not update any model parameters. We performed a hyperparameter search (Appendix C) to configure an aligner that most frequently produces spans identical to those of awesome-align.

Alignment Correction After obtaining “silver spans” from awesome-align and “unsupervised spans” from the span aligner, we selected source spans which the two methods aligned to different target spans. Around half the total source spans were selected for re-alignment (Table 1). For BETTER, we asked human annotators to re-align selected spans from scratch. For NER, we simulated manually correcting automatic alignments by retrieving gold alignments from the original manually annotated resource. Further details are given in §5. We refer to data projected after the alignment correction step as semi-automatic because it is created from a mix of automatic and manual alignments.

4 Tasks

We investigate the impact of alignment quality using established models, as modeling improvements are outside the scope of this work.

4.1 NER

Data We utilized GALE (Li et al., 2015), which includes word-aligned Chinese and English parallel text. Alignments were obtained from multiple rounds of human annotations. As a part of the OntoNotes corpus (Weischedel et al., 2013), a portion of the Chinese section of GALE was annotated for NER. The gold-aligned NER data consists of 2385, 287, and 189 sentences in the train, dev, and
test splits, respectively. Further human annotation was not necessary for this task because data and annotations were already available in both languages.

**Model** We used a BERT-based token tagging NER model, which outputs tag probabilities via a softmax on logits from a linear layer on top of a bert-base-multilingual-cased encoder (Devlin et al., 2019). We select the checkpoint from the epoch that achieved the best F1 performance on the gold Chinese dev set. We evaluate our models using micro-averaged F1.

### 4.2 BETTER

**Data** The Better Extraction from Text Towards Enhanced Retrieval (BETTER) Program develops methods for event extraction in a target language, given gold annotations only in English. We focus on the “Basic” events level, where the goal is to identify events and their arguments (agents and patients), i.e. shallow semantic parsing, with Farsi as the target language.

**Model** Our BETTER IE system is based on the Spanfinder model (Xia et al., 2021), consisting of a contextualized encoder and a BiLSTM-CRF span tagger. The model first extracts event anchors and labels them with event types. Conditioned on an anchor span, the model then identifies argument spans (agents and patients). We report the program-defined “combined F1” metric, which is the product of “event match F1” and “argument match F1” based on an alignment of predicted and reference event structures.

**Annotation Task** We gather alignment corrections through the TASA human annotation interface (Stengel-Eskin et al., 2019). Additional information about the interface is given in Appendix B. 2,464 candidate source spans (training and analysis) occur across 1,012 sentence pairs. Each sentence pair, containing one or more source spans highlighted for alignment, is considered a task. Tasks took 1 minute on average for a total annotation time of ~ 16 hours.

### 5 Experiments and Results

We compare the performance of models trained on various combinations of gold, silver, and semi-automatic training data. We evaluate the models on the target language test sets: the Chinese gold test set for NER and Farsi semi-automatic analysis set for BETTER. We also use English training data in two different ways: combined with the target language data (‘En’ in Table 2 and Table 3) and as pre-training before we fine-tune on the target data (‘En →’ in Table 2).

#### 5.1 NER

The results in Table 2 show that by augmenting the source language training data (En) with data in the target language (Zh), zero-shot performance can be much improved. When projection is performed via gold word alignments (Gold projection Zh), there is 15.8% absolute performance degradation compared to when gold Chinese data (Gold Zh) is used for training. Thus, there is some loss in performance when using projected data. Training on alignment-corrected (semi-automatic) data outperforms training on silver Chinese data in all settings. Performance per entity type in a representative experimental setting is shown in Table 5. Overall, performance correlates with the amount of manual effort used in creating the data.

#### 5.2 BETTER

The results in Table 3 show that using projected training data, either by itself or combined with source language (En) training data, outperforms the zero-shot setting. Even though the majority of the semi-automatic spans match the silver spans (see §6.2 for details), replacing the silver data with the semi-automatic data improves the BETTER scores. However, the gain is not as substantial as that for NER. This could be due to the BETTER an-

<table>
<thead>
<tr>
<th>Training Data</th>
<th>Micro-F1 on Gold Zh Test Set</th>
</tr>
</thead>
<tbody>
<tr>
<td>En (zero-shot baseline)</td>
<td>17.6</td>
</tr>
<tr>
<td>Gold Zh (upper bound)</td>
<td>74.7</td>
</tr>
<tr>
<td>Silver Zh</td>
<td>44.0</td>
</tr>
<tr>
<td>Semi-automatic Zh</td>
<td>56.0</td>
</tr>
<tr>
<td>Gold projection Zh</td>
<td>58.9</td>
</tr>
<tr>
<td>En + Silver Zh</td>
<td>35.1</td>
</tr>
<tr>
<td>En + Semi-automatic Zh</td>
<td>51.9</td>
</tr>
<tr>
<td>En + Gold projection Zh</td>
<td>60.7</td>
</tr>
<tr>
<td>En → Silver Zh</td>
<td>45.5</td>
</tr>
<tr>
<td>En → Semi-automatic Zh</td>
<td>53.8</td>
</tr>
<tr>
<td>En → Gold projection Zh</td>
<td>51.7</td>
</tr>
</tbody>
</table>

Table 2: NER results on GALE Chinese gold test set. In general, as alignment quality increases, downstream performance increases.
Table 3: BETTER results on semi-automatic Farsi analysis set.

<table>
<thead>
<tr>
<th>Train</th>
<th>Test on Semi-automatic Fa</th>
</tr>
</thead>
<tbody>
<tr>
<td>En (zero-shot baseline)</td>
<td>36.9</td>
</tr>
<tr>
<td>Silver Fa</td>
<td>40.1</td>
</tr>
<tr>
<td>Semi-automatic Fa</td>
<td>40.7</td>
</tr>
<tr>
<td>En + Silver Fa</td>
<td>44.8</td>
</tr>
<tr>
<td>En + Semi-automatic Fa</td>
<td>45.1</td>
</tr>
</tbody>
</table>

Table 3: BETTER results on semi-automatic Farsi analysis set.

Analysis data being non-gold or the BETTER scorer’s sensitivity to small changes in predictions.

6 Analysis

6.1 Annotation Budget Constraints

Annotation budgets constrain how much of the data can be projected along gold alignments. Furthermore, it is cheaper to annotate alignments than to train annotators on a complex task. Note that our annotation task took only ~16 hours for all data. We analyze downstream performance as a function of the amount of data correction.

For both NER and BETTER, we subsample 10%, 25%, and 50% of the tasks (sentences) in which the two automatic alignment methods have a disagreement, and then replace their silver alignments with the correct alignments: gold (for NER) and manually corrected (for BETTER). The remaining portion of the data comes from the silver data aligned with awesome-align (i.e., semi-10% consists of 10% corrected data and 90% automatic silver data). We do the sampling process 5 times and report the average performance.

The results in Figure 2a show that the performance consistently improves as subsampling percentage increases. In all of the cases where projected Zh is combined with En, either added or fine-tuned, any percentage of manual correction outperforms training on silver Zh only (see Appendix E for the plot for the fine-tuning setting).

Figure 2b shows a similar trend for BETTER. The plots suggest, however, that to outperform training on silver data, more than 50% of the alignments need to be corrected. We hypothesize this is in part due to the evaluation set being non-gold, so correcting the training data shifts away from the distribution of the evaluation data.

6.2 Extent of Alignment Disagreements

Around 86% and 60% of all manually corrected BETTER target spans match, either fully or partially, the automatic silver spans or the automatic unsupervised spans, respectively. We consider two spans to be partially matching or overlapping if the length of the longest consecutive common character sequence is larger than 30% of the length of the longer span. As Table 4 shows, most of the silver and manually annotated spans are identical (73.4%), whereas the unsupervised and manually annotated spans mostly are overlapping (52.4%).

6.3 Alignment Agreement Per Span Type

Table 4 shows that there is no substantial difference between the types of spans that have been categorized as identical, overlapping, or different. The silver and unsupervised span alignment approaches do not seem to do particularly better or worse on event anchors, agents, or patients.

For the NER task we observe that overall, the silver span extraction setup gave better quality spans compared to the unsupervised span alignment approach. See Appendix F for results per entity type.
Table 4: (Dis)agreement of semi-automatic spans with automatic spans in BETTER.


A awesome-align Hyperparameters

We used awesome-align (Dou and Neubig, 2021), a contextualized embedding-based word aligner that extracts word alignments based on token embedding similarities. We fine-tuned the underlying XLM-R encoder on around two million parallel sentences from the OSCAR corpus (Abadji et al., 2022) of English-Farsi and English-Chinese pairs. We further fine-tuned the encoder for BETTER on English-Farsi gold alignments on 1500 sentence pairs by Tavakoli and Faili (2014). We reused empirically-chosen awesome-align hyperparameters from prior work for a similar task (Yarmohammadi et al., 2021): softmax normalization with probability thresholding of 0.001, 4 gradient accumulation steps, 1 training epoch with a learning rate of $2 \times 10^{-5}$, alignment layer of 16, and masked language modeling (“mlm”), translation language modeling (“tlm”), self-training objective (“so”), and parallel sentence identification (“psi”) training objectives. We further fine-tuned the resulting model on the gold word alignments with the same hyperparameters, for 5 training epochs.
with a learning rate of $10^{-4}$ and only “so” as the training objective.

### B Annotation Interface

In each task, a pair of tokenized sentences, one in English (source) on the top and one in Farsi (target) on the bottom are shown to the user. In each English sentence, there are one or more spans to align, as highlighted in Figure 3. The user needs to annotate the English spans word by word.

### C Unsupervised Span Alignment Hyperparameters

We did a random search to find the best hyperparameters for the unsupervised span aligner. We selected the following for NER:

- Span enumeration strategy: full (all spans of length up to maximum width)
- Max target span width: 5 tokens
- Alignment decoding method: greedy (decode alignments in decreasing order of similarity score)
- Allow overlap: true (alignments can contain overlapping spans)
- Span representation: diff-sum (Toshniwal et al., 2020)
- Encoder and layer: bert-base-multilingual-cased (Devlin et al., 2019), layer 7 (0-indexed)
- Coupled: false (encode source and target text separately)

and the following for BETTER:

- Span enumeration strategy: full (all spans of length up to maximum width)
- Max target span width: 4 tokens
- Alignment decoding method: greedy (decode alignments in decreasing order of similarity score)
- Allow overlap: true (alignments can contain overlapping spans)
- Span representation: endpoint (concatenate embeddings of first and last subtokens)
- Encoder and layer: EnFav1.0 (internal bilingual model), layer 15 (0-indexed)
- Coupled: true (encode source and target text as a single sequence)

### D NER Model Hyperparameters

- Encoder: bert-base-multilingual-cased (Devlin et al., 2019)
- Max sequence length: 128 WordPieces
- Batch size: 32
- Optimizer: Adam (Kingma and Ba, 2014)
- Learning rate: $5 \times 10^{-5}$
- Learning rate linear warmup: 10% of training steps
- Epochs: 25

### E Annotation Budget Constraints in Fine-tuning Setting

Figure 4 shows the results of semi-automatic data subsampling experiments for NER when the models are pre-trained on English and fine-tuned on Chinese data. The performance improves with increasing subsampling percentage. However, there is a slight degradation when using the entire semi-automatic data compared to 50%. Gold projection is unexpectedly lower than the semi-50% and semi-100% settings.

Experiments for BETTER in which we train on only Farsi data, not combined with gold English, show inconsistent results. We hypothesize this is due to training and validating on noisy non-gold data. Further investigations of these phenomena are left as future work.

### F Alignment Agreement Per Entity Type

The entity types that needed the most correction in both extraction settings were NORP (nationalities or religious or political groups) and PERCENT (percentage, including “%”). PERSON (people, including fictional), MONEY (monetary values, including unit), and WORK-OF-ART (titles of books, songs, etc.) were among the entity types with the highest number of identical spans for both the silver span extraction and unsupervised approaches (Figure 5).
Figure 3: An example of the annotation interface for BETTER.

Figure 4: NER Micro-F1 on gold Chinese test set. Models are pre-trained on English data and fine-tuned on projected Chinese data.

<table>
<thead>
<tr>
<th>Type</th>
<th># Train</th>
<th># Test</th>
<th>F1 (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>GPE</td>
<td>921</td>
<td>41</td>
<td>75.6</td>
</tr>
<tr>
<td>CARDINAL</td>
<td>440</td>
<td>17</td>
<td>50.0</td>
</tr>
<tr>
<td>DATE</td>
<td>351</td>
<td>24</td>
<td>63.6</td>
</tr>
<tr>
<td>ORG</td>
<td>335</td>
<td>32</td>
<td>47.4</td>
</tr>
<tr>
<td>NORP</td>
<td>256</td>
<td>17</td>
<td>37.5</td>
</tr>
<tr>
<td>PERSON</td>
<td>230</td>
<td>31</td>
<td>51.5</td>
</tr>
<tr>
<td>MONEY</td>
<td>139</td>
<td>6</td>
<td>100.0</td>
</tr>
<tr>
<td>ORDINAL</td>
<td>107</td>
<td>6</td>
<td>20.0</td>
</tr>
<tr>
<td>PERCENT</td>
<td>100</td>
<td>0</td>
<td>NA</td>
</tr>
<tr>
<td>LOC</td>
<td>80</td>
<td>9</td>
<td>31.6</td>
</tr>
<tr>
<td>FAC</td>
<td>59</td>
<td>7</td>
<td>0.0</td>
</tr>
<tr>
<td>QUANTITY</td>
<td>55</td>
<td>3</td>
<td>57.1</td>
</tr>
<tr>
<td>EVENT</td>
<td>48</td>
<td>4</td>
<td>50.0</td>
</tr>
<tr>
<td>TIME</td>
<td>30</td>
<td>3</td>
<td>66.7</td>
</tr>
<tr>
<td>WORK-OF-ART</td>
<td>20</td>
<td>8</td>
<td>0.0</td>
</tr>
<tr>
<td>LAW</td>
<td>6</td>
<td>0</td>
<td>NA</td>
</tr>
<tr>
<td>LANGUAGE</td>
<td>1</td>
<td>0</td>
<td>NA</td>
</tr>
<tr>
<td>PRODUCT</td>
<td>1</td>
<td>1</td>
<td>0.0</td>
</tr>
<tr>
<td>Micro-avg</td>
<td>—</td>
<td>—</td>
<td>53.8</td>
</tr>
</tbody>
</table>

Table 5: NER per-type performance on the test set when pre-trained on English data and fine-tuned on semi-automatic projected Chinese data.

Figure 5: Disagreements of semi-automatic spans with automatic spans in NER.
Abstract

Annotators are not fungible. Their demographics, life experiences, and backgrounds all contribute to how they label data. However, NLP has only recently considered how annotator identity might influence their decisions. Here, we present POPQUORN (the Potato-Prolific dataset for Question-Answering, Offensiveness, text Rewriting and politeness rating with demographic Nuance). POPQUORN contains 45,000 annotations from 1,484 annotators, drawn from a representative sample regarding sex, age, and race as the US population. Through a series of analyses, we show that annotators’ background plays a significant role in their judgments. Further, our work shows that backgrounds not previously considered in NLP (e.g., education), are meaningful and should be considered. Our study suggests that understanding the background of annotators and collecting labels from a demographically balanced pool of crowd workers is important to reduce the bias of datasets. The dataset, annotator background, and annotation interface are available at https://github.com/Jiaxin-Pei/potato-prolific-dataset.

1 Introduction

Supervised machine learning relies heavily on datasets with high-quality annotations and data labeling has long been an integral part of the machine learning pipeline (Roh et al., 2019). While recent large language models show promising performances on many zero-shot and few-shot NLP tasks (Bang et al., 2023), reinforcement learning with human feedback (RLHF), the core technology behind these models also heavily relies on large-scale and high-quality human annotations (Ouyang et al., 2022; Stiennon et al., 2020). Therefore, how to curate high-quality labeled datasets is one of the most important questions for both academia and industry.
Table 1: POPQUORN contains 45,000 annotations from 1,484 participants from a representative sample regarding sex, age and race. Each annotator is paid $12 per hour as suggested by Prolific. POPQUORN covers four representative NLP tasks.

<table>
<thead>
<tr>
<th>Task Description</th>
<th>Data</th>
<th>Total Annotations</th>
<th>Number of Annotators</th>
<th>Instances</th>
<th>Average Labels per Instance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Offensiveness rating</td>
<td>Rate comment offensive-ness using a 1-5 scale</td>
<td>Reddit</td>
<td>13,036</td>
<td>262</td>
<td>1,500</td>
</tr>
<tr>
<td>Reading comprehension</td>
<td>Read a passage and answer a question through highlighting the text</td>
<td>SQuAD</td>
<td>4,576</td>
<td>459</td>
<td>1,000</td>
</tr>
<tr>
<td>Text rewriting / Style transfer</td>
<td>Read an email and revise it to make it sound more polite</td>
<td>Enron</td>
<td>2,346</td>
<td>257</td>
<td>1,429</td>
</tr>
<tr>
<td>Politeness Rating</td>
<td>Rate the politeness of an email using a 1-5 scale</td>
<td>Enron</td>
<td>25,042</td>
<td>506</td>
<td>3,718</td>
</tr>
</tbody>
</table>

2 Motivation

Individual and group differences are two of the most fundamental components of social sciences (Biggs, 1978). Social and behavioral sciences exist, in part, because of systematic human variations: if everyone were to behave in the same way, there would be no need to build theories and models to understand people’s behaviors in different settings. As a special form of human task, data labeling is also subject to such a basic rule: different people may have different perceptions of various information and different performances on various language tasks. In this sense, while NLP researchers try to achieve a higher IAA, disagreement is a natural and integral part of any human annotation task (Leonardelli et al., 2021). Existing studies in this direction generally focus on building models that can learn from human disagreement (Uma et al., 2021) and some recent studies start to look at how annotators’ identity and prior belief could affect their ratings in offensive language and hate speech (Sap et al., 2019, 2021). However, most of the existing studies only focus on selected dimensions of identities (e.g., gender) and on certain tasks (e.g., toxic language detection).

Our study aims at providing a systematic examination of how annotators’ background affect their perception of and performances on various language tasks. On the annotator side, we use a
representative sample that matches the sex, age and race distribution of the US population. On the task side, we try to select tasks that are representative of common NLP tasks and with different degrees of difficulty, creativity, and subjectivity. Following this criterion, we selected four NLP tasks: (1) offensiveness detection, which is a relatively subjective task for classification and regression, (2) question answering, which is an objective task for span identification that is argued to test reading comprehension, (3) email rewriting, which requires creativity for a text generation task, and (4) politeness rating, which is also a subjective task for classification and regression.

3 Task 1: Offensiveness detection

Abusive or offensive language has been one of the most prominent issues on social media (Saha et al., 2023) and many existing studies tried to build datasets and models to detect offensive language (Malmasi and Zampieri, 2017; Yin and Zubiaga, 2021). Despite all the efforts on offensiveness detection, these models and datasets may have their own biases and during the creation of these datasets, annotators may introduce their own biases into their labels (Sap et al., 2019)—possibly marginalizing populations whose views differ from the majority. Indeed, Breitfeller et al. (2019) show that it was necessary to model the disparity between ratings from men and women annotators to identify gender-based microaggressions. However, most of the existing studies do not report the background of the annotators (Vidgen and Derczynski, 2020). Vidgen and Derczynski (2020) reviewed 63 offensiveness datasets and found that only 12 of them report detailed information about annotators.

To understand how annotator backgrounds (e.g. age, sex and race) affect their ratings on offensiveness, we re-annotated 1500 comments sampled from the Reddit dataset (Hada et al., 2021) using 262 annotators from a representative sample from prolific.co. In this section, we introduce the data sampling process, annotation task design, annotation result and then discuss how annotators’ background affect their ratings of offensiveness.

3.1 Data and sampling

We use the Reddit dataset (Hada et al., 2021) which contains 6,000 Reddit comments annotated using best-worst scaling (BWS; Flynn and Marley, 2014). Each comment is associated with an offensiveness score ranging from -1 to 1, computed from the BWS ratings. To select the subset we annotate, we remove comments that are shorter than 4 words or longer than 100 words, comments containing URLs as well as quote comments. Such a process led to 5,658 cleaned comments from the Reddit dataset. We speculated that annotator background might be most influential in borderline cases, i.e., those not extremely offensive or inoffensive. Therefore, we use bucketed sampling based on the offensiveness score and we sample 10% from (-1, -0.5), 30% from (-0.5, 0), 50% from (0, 0.5) and 20% from (0.5, 1). Figure 1 shows the distribution of offensiveness scores before and after the sampling process. Our sampling process produced a subsample of comments with potentially more balanced offensiveness scores.

3.2 Task design

Each participant is presented with 50 comments and is asked to rate “Consider you read the above comment on Reddit, how offensive do you think it is?” using a 1-5 Likert scale where 1 means “Not offensive at all” and 5 means “Very offensive”. Prior to annotating, each participant is shown an explicit warning about potentially seeing offensive content and has to answer a consent question before any comment is presented. When Prolific provides a demographically-representative sample, some information on the participants is provided. However, to ensure participants consent to have this information shared and reported as they themselves identify, we include a demographic and background screening question after the study is finished. Participants are shown an explanation for why demographic information was being asked for and were allowed to select “prefer not to disclose” if they wished.

To validate the annotation procedure, we conducted a pilot study with 8 participants. We used MACE (Hovy et al., 2013) to calculate the annotator competence score and ultimately removed one annotator with a competence score lower than 0.1. The annotators attain moderate IAA (Krippendorff’s $\alpha=0.35$), which is on par with existing studies on offensiveness labeling (Kang and Hovy,
Figure 1: The offensiveness score in the Reddit data before and in our subset after sampling. Positive scores denote offensive text.

Figure 2: Correlation with the original Reddit offensiveness score by race. Annotations by White participants have the highest correlation with the Reddit score, while annotations by Asian and Black participants are significantly less correlated.

We use POTATO (Pei et al., 2022) to set up the annotation website because of its integration with Prolific; Appendix Figure 8 shows the annotation interface.

### 3.3 Annotation result

The full annotation process collected 13,036 annotations from 262 participants and each comment received 8.7 annotations on average. The medium time of finishing 50 annotations is 13 minutes. Krippendorff’s $\alpha=0.29$, showing moderate to low agreement among annotators. However, the overall correlation between the averaged annotations and the original Reddit score is 0.67, suggesting that, on average, the judgments largely matched those of the original dataset. Participants were highly open to sharing their demographics, with over 95% filling out the questionnaire.

### 3.4 Does annotator background affect offensiveness rating?

To understand the influence of annotator background on offensiveness ratings, we ran a linear mixed-effect model to predict the offensiveness rating with gender, age, race, and educational background, controlling each instance as the random effect. By controlling for each instance, we control for differences in the relative levels of offensiveness between instances, which allows us to study deviations from a mean judgment. Categories that are too rare in the data are removed from the regression (e.g. only 1 annotator chooses the “other” category for education). 16 annotators are dropped from this process.

**Gender** Do men and women have different ratings for offensiveness? Surprisingly, while some existing studies suggest that men and women may have different ratings of toxic language (Sap et al., 2021), we found no statistically significant difference between men and women. However, participants with non-binary gender identities tend to rate messages as less offensive than those identifying as men and women.

**Age** People older than 60 tend to perceive higher offensiveness scores than middle-aged participants. It is possible that older people are more sensitive to offensive language and they are less exposed to the language style of Reddit comments. Younger individuals are known to avoid swearing in the presence of older individuals but not among peers.

|                      | Coef. | Std.Err. | z     | P>|z| |
|----------------------|-------|----------|-------|-----|
| intercept            | 1.998 | 0.048    | 41.259| 0.000|
| gender: Non-binary   | -0.235| 0.060    | -3.890| 0.000|
| gender: Woman        | -0.022| 0.020    | -1.065| 0.287|
| race: Black or African American | 0.184 | 0.045 | 4.124 | 0.000 |
| race: Hispanic or Latino | -0.405 | 0.078 | -5.174 | 0.000 |
| race: White          | -0.104| 0.038    | -2.758| 0.006|
| age: 25-29           | -0.185| 0.043    | -4.268| 0.000|
| age: 30-34           | -0.165| 0.041    | -4.071| 0.000|
| age: 35-39           | -0.142| 0.040    | -3.525| 0.000|
| age: 40-44           | -0.037| 0.043    | -0.860| 0.390|
| age: 45-49           | -0.087| 0.044    | -1.979| 0.048|
| age: 50-54           | -0.141| 0.046    | -3.077| 0.002|
| age: 54-59           | 0.001 | 0.039    | 0.025 | 0.980 |
| age: 60-64           | 0.309 | 0.050    | 6.163 | 0.000 |
| age: >65             | 0.117 | 0.042    | 2.755 | 0.006 |
| education: College degree | -0.015 | 0.023 | -0.660 | 0.509 |
| education: Graduate degree | 0.052 | 0.029 | 1.801 | 0.072 |

Table 2: Mixed-effect regression results showing the influence of annotator demographics on their offensiveness rating, controlling for the item being rated. Reference categories are Gender: Men, Race: Asian, Age: 18-25, and Education: High school degree.
(Fägersten, 2012, p. 111) and that younger individuals tend to use stronger swearing (Gauthier and Guille, 2017), which supports the idea that inter-generation norms may lead to differences in the perception of toxicity.

Race We found significant racial differences in offensiveness rating: Black participants tend to rate the same comments with significantly more offensiveness than all the other racial groups. In this sense, classifiers trained on data annotated by White people may systematically underestimate the offensiveness of a comment for Black and Asian people.

Education No significant differences were found with respect to annotator education, though the relatively small effect for those with graduate degrees does approach significance.

3.5 Are Reddit annotations closer to perceptions of people in certain ethnicity groups?

We calculated the aggregated score of each racial group and calculate the overall correlation with the Reddit offensiveness score. As shown in Figure 2, scores by White annotators are highly correlated with the Reddit annotations (Pearson’s $r=0.66$), while the scores by Black, and Asian annotators are only moderately correlated with the Reddit score (Pearson’s $r \approx 0.4$), suggesting that the Reddit annotations are more likely to have been done by White annotators.

4 Task 2: Question Answering

Question Answering/Reading comprehension is one of the most fundamental tasks of NLP (Rogers et al., 2023) and SQuAD has been actively used by the research community to evaluate the performance of their models on question answering (QA) as a form of reading comprehension (Rajpurkar et al., 2016, 2018). To evaluate crowd workers’ ability to complete QA tasks and study whether participants’ background is associated with different performances, we build the second task as part of the POPQUORN.

4.1 Data and sampling

We use SQuAD 2.0 (Rajpurkar et al., 2018) as it also contains unanswerable questions and can pose external challenges to the annotators compared with SQuAD 1.0. In SQuAD 2.0, each passage can contain multiple questions. We sample 1000 unique passages and questions from the SQuAD 2.0 dataset. The final sampled dataset contains 695 questions with correct answers and 305 unanswerable questions.

4.2 Annotation task design

We recruit participants from a US-population representative sample (with respect to sex, age, and ethnicity) on Prolific. Each annotator is assigned with 10 passage and question pairs and is paid $12 per hour for their participation. At the end of the study, their demographic information is collected through an after-study survey. Besides the question-answering schema, we also ask participants to self-report the difficulty of their questions as task difficulty might be associated with disagreement (Uma et al., 2021). Appendix Figure 9 shows the annotation interface for this task.

4.3 Annotation result

4,576 annotations are collected from 459 annotators. Each question received 4.6 annotations on average (similar to the SQuAD data where on average 4.8 answers are collected for each question). We use a similar strategy as Rajpurkar et al. (2016) to aggregate the answers for each question: choose the majority answer and use the shorter version if there is a tie. We use the evaluation script provided by SQuAD to calculate the token-level precision, recall and F1 score for each answer. The aggregated answers achieve 0.75 F1, 0.72 precision, and 0.79 recall.

We manually examined a sample of human errors and we found that the crowd workers are mostly able to identify the correct answer but may use a larger span, which leads to higher recall but lower precision. More specifically, we annotated 50 instances where the F1 score is lower than 1 and found that for all these instances, at least one annotator is able to answer it correctly. Moreover, the SQuAD groundtruth is only correct in 12 out of 50 (24%) instances and for 8 instances (16%), the crowdworkers are able to identify the correct answer where the SQuAD groundtruth is incorrect. We found 2 out of 50 (4%) instances that both SQuAD and our crowdworkers didn’t answer the question correctly.

What demographic factors influence answer accuracy? To study the connection between demographic background and performance on the read-
Table 3: Mixed-effect regression results showing the influence of annotator demographics on their performance at question answering (as measured by F1 score), controlling for the item being rated. Reference categories are Gender: Men, Race: Asian, Age: 18-25, and Education: High school degree.

<table>
<thead>
<tr>
<th>Coef.</th>
<th>Std.Err.</th>
<th>z</th>
<th>P &gt;</th>
<th>z</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>0.580</td>
<td>0.032</td>
<td>18.238</td>
<td>0.000</td>
</tr>
<tr>
<td>gender: Non-binary</td>
<td>0.008</td>
<td>0.036</td>
<td>0.233</td>
<td>0.816</td>
</tr>
<tr>
<td>gender: Woman</td>
<td>-0.031</td>
<td>0.013</td>
<td>-2.392</td>
<td>0.017</td>
</tr>
<tr>
<td>race: Black or African American</td>
<td>-0.199</td>
<td>0.032</td>
<td>-6.140</td>
<td>0.000</td>
</tr>
<tr>
<td>race: Hispanic or Latino</td>
<td>-0.149</td>
<td>0.038</td>
<td>-3.874</td>
<td>0.000</td>
</tr>
<tr>
<td>race: White</td>
<td>-0.062</td>
<td>0.028</td>
<td>-2.242</td>
<td>0.025</td>
</tr>
<tr>
<td>age: 25-29</td>
<td>0.012</td>
<td>0.029</td>
<td>0.404</td>
<td>0.686</td>
</tr>
<tr>
<td>age: 30-34</td>
<td>0.040</td>
<td>0.027</td>
<td>1.491</td>
<td>0.136</td>
</tr>
<tr>
<td>age: 35-39</td>
<td>-0.050</td>
<td>0.028</td>
<td>-1.779</td>
<td>0.075</td>
</tr>
<tr>
<td>age: 40-44</td>
<td>0.072</td>
<td>0.028</td>
<td>2.567</td>
<td>0.010</td>
</tr>
<tr>
<td>age: 45-49</td>
<td>0.079</td>
<td>0.027</td>
<td>2.903</td>
<td>0.004</td>
</tr>
<tr>
<td>age: 50-54</td>
<td>0.116</td>
<td>0.029</td>
<td>3.938</td>
<td>0.000</td>
</tr>
<tr>
<td>age: 54-59</td>
<td>0.072</td>
<td>0.027</td>
<td>2.697</td>
<td>0.007</td>
</tr>
<tr>
<td>age: 60-64</td>
<td>0.002</td>
<td>0.027</td>
<td>0.060</td>
<td>0.952</td>
</tr>
<tr>
<td>age: &gt;65</td>
<td>0.008</td>
<td>0.026</td>
<td>0.311</td>
<td>0.756</td>
</tr>
<tr>
<td>education: College degree</td>
<td>0.027</td>
<td>0.015</td>
<td>1.824</td>
<td>0.068</td>
</tr>
<tr>
<td>education: Graduate degree</td>
<td>0.060</td>
<td>0.018</td>
<td>3.382</td>
<td>0.001</td>
</tr>
</tbody>
</table>

Is self-reported difficulty associated with participant performance? During the study, participants are also asked to rate “How difficult do you think this question is” on a 1-5 likert scale where 1 means not difficult at all and 5 means very difficult. Figure 3 shows the overall F1, recall and precision score and the difficulty rated by each participant. We found that when people report lower difficulty, their recalls tend to be higher, suggesting that they are better able to identify the potential span of the answer. However, perceived difficulty is also associated with increased precision. Multiple mechanisms might explain this pattern: it is possible that difficult questions require a more specific answer. It is also possible that people may be more cognitively focused to solve the challenge when they perceive the task is more difficult.

5 Task 3: Politeness rewriting

Politeness is one of the most prominent social factors in interpersonal communication (Brown et al., 1987). The NLP community has built computational models for predicting politeness scores and built models to generate polite text in different settings (Danescu-Niculescu-Mizil et al., 2013; Madaan et al., 2020; Porayska-Pomsta and Mellish, 2004). However, few resources exist with human-authored examples of pairs of original and style-transferred texts for politeness. Therefore, to test the crowdworker’s ability to generate open-domain text for style-transfer tasks, we recruit participants from Prolific to rewrite emails from the Enron dataset as part of POPQUORN.
5.1 Data and samples

We use the Enron email dataset (Shetty and Adibi, 2004) which contains approximately 500,000 emails from senior management executives at the Enron Corporation. We first extract the main body of the emails and then we remove emails that are too long (larger than 100 words), too short (shorter than 8 words), containing URLs, containing more than 10 numbers or were automatically generated by systems. This preprocessing lead to 84,066 remaining emails. We use politenessr\(^3\) to infer the politeness score of each email. As most of the emails are relatively polite in the dataset, to draw a more balanced sample for annotation, we use bucket sampling and sample 50% from (1,3), 40% from (3,4), and 10% from (4,5). The final dataset used for annotation contains 1000 emails. Figure 4 shows the distribution of politeness score after bucket sampling. The sampled emails contain more emails with lower inferred politeness scores than the original Enron dataset.

5.2 Annotation task

In the annotation task, each annotator is presented with 10 emails and asked to “rewrite the email to make it sound more polite in a work setting”. Appendix Figure 10 shows the annotation interface for this rewriting task. We conduct a pilot study with 18 participants to validate the annotation procedure. The pilot study attained 180 annotations for 150 emails and the average editing distance is 102, suggesting that the annotators are making substantial changes to the original message. Politeness of the revised email increases by 0.53 on average when compared with the original emails, suggesting that the revised emails are much more polite.

5.3 Full Annotation Results

The final politeness rewriting dataset contains 2,346 emails written by 257 participants drawn from a US population representative sample (regarding sex, age, and race). In the final dataset, we remove the revised emails if they are shorter than 7 words or if the edit distance is lower than 5 (79 out of 2376 emails are removed). As shown in Figure 6, the overall politeness increase 27% compared with the original emails, suggesting that the rewritten emails are significantly more polite than the original ones. The revised emails are more positive\(^4\), more formal\(^5\) and less certain\(^6\) comparing with the original emails. To achieve these changes, annotators substantially changed the emails, with

\(^3\)The model is accessible at https://github.com/wujunjie1998/Politenessr and was trained on politeness data from Danescu-Niculescu-Mizil et al. (2013) and Wang and Jurgens (2018).

\(^4\)https://huggingface.co/Seethal/sentiment_analysis_generic_dataset

\(^5\)https://huggingface.co/s-nlp/roberta-base-formality-ranker

\(^6\)https://pypi.org/project/certainty-estimator/ (Pei and Jurgens, 2021)
Figure 7: Annotators adopt a wide range of politeness strategies.

an average editing distance of 112; this indicates that changes were mostly not perfunctory, small edits.

Despite these changes to the tone and style of the emails, annotators kept the meaning largely consistent. Figure 5 shows the distribution of edit distance, BERTScore (Zhang et al., 2019) and BLEU, with the latter two being proxies for the interpretation or meaning of the email content. The BERTScore for the emails is generally above 0.8, suggesting that the revised email are able to retain the meaning of the original content. On the other hand, most of the BLEU scores are lower than 0.2, suggesting that the participants are able to make changes to the original content while keeping its meaning.

Did annotators use a diversity of strategies for increasing politeness—or did they just add “please” to every sentence? To further understand changes annotators made to the original emails, we analyzed the politeness strategies using ConvoKit (Chang et al., 2020) and compared the strategies’ prevalence in both revised and original emails. As shown in Figure 7, annotators adopt a wide range of politeness strategies (Danescu-Niculescu-Mizil et al., 2013). The usage of “please” in a sentence does increase (as expected), and we see a larger increase in strategies such as expressing gratitude, use of positive words, and indirect greetings. Together, this variation suggests that the revisions capture more natural variation in writing and are not artificial revisions driven by task design or speed incentives.

6 Task 4: Politeness Rating

To validate the email rewriting results from Task 3, we perform a follow-up participant recruitment to rate the politeness of the original and revised emails. As resources on computational modeling of politeness remain rare and the research community heavily relies on the Stanford politeness dataset (Danescu-Niculescu-Mizil et al., 2013), we hope this dataset helps promote future studies on politeness prediction and to understand how people with different backgrounds perceive politeness.

6.1 Annotation setup

We use 1,372 emails from the original Enron dataset and 2,346 emails rewritten by the participants. Annotators are asked to rate “Consider you read this email from a colleague, how polite do you think it is?” using a 1-5 Likert scale where 1 means “not polite at all” and 5 means “Very polite”. Each annotator is presented with 50 emails in a random order and on average each email is annotated by 6.7 annotators. Appendix Figure 11 shows the interface of this annotation task. We ran one pilot study with 8 annotators and each annotator is presented with 50 emails. The overall Krippendorff’s $\alpha$ is 0.43, suggesting moderate inter-annotator agreement and is reasonable for such a subjective task.

6.2 Full annotations

Our final politeness rating dataset contains 25,042 annotations from 506 annotators. Each email receives 6.7 annotations on average. The overall Krippendorff’s $\alpha$ is 0.43, indicating moderate to low inter-annotator agreement. The overall politeness rating is 2.8 and 3.6 for original and revised emails, suggesting that the revised emails are perceived as more polite than the original emails, which correlates with the previous result.

6.3 Does annotator background affect politeness rating?

We ran a linear mixed-effect model to predict the politeness rating with gender, age, race, and education, controlling each instance as the random effect, similar to previous setups. Table 4 shows the regression results.

Gender We found that women rate messages as less polite, though the effect size is relatively small
Table 4: Mixed-effect regression results showing the influence of annotator demographics on their politeness ratings, controlling for the item being rated. Reference categories are Gender: Men, Race: Asian, Age: 18-25, and Education: High school degree.

<table>
<thead>
<tr>
<th></th>
<th>Coef.</th>
<th>Std.Err.</th>
<th>z</th>
<th>P &gt;</th>
<th>z</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>3.167</td>
<td>0.035</td>
<td>89.497</td>
<td>0.000</td>
<td></td>
</tr>
<tr>
<td>gender: Non-binary</td>
<td>-0.048</td>
<td>0.042</td>
<td>-1.149</td>
<td>0.250</td>
<td></td>
</tr>
<tr>
<td>gender: Woman</td>
<td>-0.042</td>
<td>0.014</td>
<td>-3.116</td>
<td>0.002</td>
<td></td>
</tr>
<tr>
<td>race: Black or African American</td>
<td>-0.192</td>
<td>0.032</td>
<td>6.105</td>
<td>0.000</td>
<td></td>
</tr>
<tr>
<td>race: Hispanic or Latino</td>
<td>0.057</td>
<td>0.036</td>
<td>1.607</td>
<td>0.108</td>
<td></td>
</tr>
<tr>
<td>race: White</td>
<td>0.060</td>
<td>0.027</td>
<td>2.212</td>
<td>0.027</td>
<td></td>
</tr>
<tr>
<td>age: 25-29</td>
<td>0.291</td>
<td>0.030</td>
<td>9.630</td>
<td>0.000</td>
<td></td>
</tr>
<tr>
<td>age: 30-34</td>
<td>0.078</td>
<td>0.028</td>
<td>2.764</td>
<td>0.006</td>
<td></td>
</tr>
<tr>
<td>age: 35-39</td>
<td>0.169</td>
<td>0.031</td>
<td>5.376</td>
<td>0.000</td>
<td></td>
</tr>
<tr>
<td>age: 40-44</td>
<td>0.137</td>
<td>0.029</td>
<td>4.704</td>
<td>0.000</td>
<td></td>
</tr>
<tr>
<td>age: 45-49</td>
<td>0.296</td>
<td>0.031</td>
<td>9.677</td>
<td>0.000</td>
<td></td>
</tr>
<tr>
<td>age: 50-54</td>
<td>0.305</td>
<td>0.030</td>
<td>10.275</td>
<td>0.000</td>
<td></td>
</tr>
<tr>
<td>age: 54-59</td>
<td>0.198</td>
<td>0.029</td>
<td>6.717</td>
<td>0.000</td>
<td></td>
</tr>
<tr>
<td>age: 60-64</td>
<td>0.249</td>
<td>0.029</td>
<td>8.623</td>
<td>0.000</td>
<td></td>
</tr>
<tr>
<td>age: &gt;65</td>
<td>0.209</td>
<td>0.028</td>
<td>7.508</td>
<td>0.000</td>
<td></td>
</tr>
<tr>
<td>education: College degree</td>
<td>-0.145</td>
<td>0.015</td>
<td>-9.394</td>
<td>0.000</td>
<td></td>
</tr>
<tr>
<td>education: Graduate degree</td>
<td>-0.135</td>
<td>0.020</td>
<td>-6.837</td>
<td>0.000</td>
<td></td>
</tr>
</tbody>
</table>

We thank Prolific for their generous support to this study. We thank Tom Rodenby, Andrew Gordon and Agrima Seth for their helpful feedback.
Ethical Implications

Collecting background information about annotators can be sensitive and have ethical implications. In our study, we follow best practices when asking about demographic information (Spiel et al., 2019) and always allow participants to choose “Prefer to not disclose” and provide external options for them to self-describe identities. Understanding how different groups of people perceive social information in language and perform different tasks is important when NLP models are applied in more and more social applications. We believe that through carefully designed procedures to collect background information of annotators along with the data annotation, we will be able to build better NLP and ML models that could better serve different groups of people and reduce potential social harm.
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Figure 8: Annotation interface for the offensiveness rating task.

I can only try to change your view by offering problems that may be larger - I just can’t downplay the importance of your point. 1. The method we use to vote (referred to as “first past the post” I believe) will always lead to a two party system. If we change the method used for voting, we would have more choices; it would no longer be us vs. them. 2. It is human nature to stay away from perspectives we disagree with. Viewing the other side as the enemy is just a small part of this problem.

Figure 9: Annotation interface for the SQuAD reading comprehension task.

Medical facilities in Mali are very limited, and medicines are in short supply. Malaria and other arthropod-borne diseases are prevalent in Mali, as are a number of infectious diseases such as cholera and tuberculosis. Mali’s population also suffers from a high rate of child malnutrition and a low rate of immunization. An estimated 1.9 percent of the adult and children population was afflicted with HIV/AIDS that year, among the lowest rates in Sub-Saharan Africa. An estimated 85–91 percent of Mali’s girls and women have had female genital mutilation (2006 and 2001 data).

Question: Malians suffer from malnutrition and low rates of what type of medical need?
Figure 10: Annotation interface for the email rewriting task

Figure 11: Annotation interface for the politness rating task.
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Abstract
In this paper we address the scarcity of annotated data for NArabizi, a Romanized form of North African Arabic used mostly on social media, which poses challenges for Natural Language Processing (NLP). We introduce an enriched version of NArabizi Treebank (Seddah et al., 2020) with three main contributions: the addition of two novel annotation layers (named entity recognition and offensive language detection) and a re-annotation of the tokenization, morpho-syntactic and syntactic layers that ensure annotation consistency. Our experimental results, using different tokenization schemes, showcase the value of our contributions and highlight the impact of working with non-gold tokenization for NER and dependency parsing. To facilitate future research, we make these annotations publicly available. Our enhanced NArabizi Treebank paves the way for creating sophisticated language models and NLP tools for this under-represented language.

1 Introduction

Despite the abundance of rich and diverse dialects worldwide, each possessing distinctive features and characteristics, many of these dialects still lack the necessary resources and support to enable their speakers to access modern technologies in their own language (Joshi et al., 2020). Therefore, it is imperative to undertake endeavors aimed at creating annotated corpora, developing language models, and establishing dictionaries and grammars for low-resource dialects. These efforts are crucial for the preservation and advancement of these dynamic languages, which encapsulate unique cultures, histories, and experiences within their respective communities.

One notable example of such an effort is the Masakhane community, which is dedicated to enhancing natural language processing (NLP) research for African languages through significant initiatives such as MasakhaNER (Adelani et al., 2021). Similar efforts are ongoing for Indonesian languages (Cahyawijaya et al., 2022).

In addition, a long-standing and somewhat unrelated initiative known as the Universal Dependencies project (Nivre et al., 2020) originally aimed to provide a standardized set of syntactic guidelines for a limited number of languages turned out to become the recipient of numerous treebank initiatives for low-resource languages. These initiatives not only adopted the initial guidelines but also expanded upon them to accommodate the unique idiosyncrasies of each language.

In this work, we aim to enhance a pre-existing multi-view treebank devoted to a very low-resource language, namely the North-African Arabic dialect written in Latin script, collected from Algerian sources and denoted as the Narabizi treebank, the first available for this dialect, where Arabizi refers to both the practice of writing Arabic using the Latin alphabet and N for the North African dialect (Seddah et al., 2020). Made of noisy user-generated content that exhibits a high level of language variability, its annotations faced many challenges as described by the authors and contained remaining errors (Touileb and Barnes, 2021).

Our work builds on previous efforts to annotate and standardize treebank annotations for low-resource languages to enhance the quality and consistency of linguistic resources (Schluter and van Genabith, 2007; Sade et al., 2018; Türk et al., 2019; Zariquey et al., 2022).

Following previous research, we consider the impact of refining annotation schemes on downstream tasks. Mille et al. (2012) examine how much a treebank’s performance relies on its annotation scheme and whether employing a more linguistically rich scheme would decrease performance. Their findings indicate that using a fine-grained annotation for training a parser does not necessarily improve performance when parsing with a coarse-grained tagset. This observation is relevant to our study as...
we expect refining the treebank could enhance the parsing performance even though the inherent variability of this language, which, tied to its small size treebank, could bring a negative impact on such enhancements.

On the other hand, the experiments conducted by Schluter and van Genabith (2007) demonstrate that using a cleaner and more coherent treebank yields superior results compared to a treebank with a training set five times larger. This observation highlights the significance of high-quality dataset annotations, particularly for smaller datasets. This understanding primarily drives the goal of improving the NArabizi treebank’s annotations.

In this context, we propose a heavily revised version of NArabizi treebank (Seddah et al., 2020) that includes two novel annotation layers for Named Entity Recognition (NER) and offensive language detection. One of the goals of this work is also to study the impact of non-gold tokenization on NER, a scenario almost never investigated by the community (Bareket and Tsarfaty, 2021). Our primary contributions are as follows:

- Using error mining tools, we release a new corrected version of the treebank, which leads to improved downstream task performance.
- We show that corrections made to a small size treebank of a highly variable language favorably impacts the performance of NLP models trained on it.
- We augment the treebank by adding NER annotations and offensive language detection, expanding its applicability in various NLP tasks.
- We homogenize tokenization across the dataset, analyze the impact of proper tokenization on UD tasks and NER and conduct a realistic evaluation on predicted tokenization, including NER evaluation.

The enhanced version of the Narabizi Treebank is freely available.1

2 Related work

NArabizi The Arabic language exhibits diglossia, where Modern Standard Arabic (MSA) is employed in formal contexts, while dialectal forms are used informally (Habash, 2010). Dialectal forms, which display significant variability across regions and predominantly exist in spoken form, lack standardized spelling when written. Many Arabic speakers employ the Latin script for transcribing their dialects online, using digits and symbols for phonemes not easily mapped to Latin letters (Seddah et al., 2020). This written form, known as Arabizi and its North African variant, NArabizi, often showcases code-switching with French and Amazigh (Amazouz et al., 2017). Textual resources for Arabizi primarily consist of noisy, user-generated content (Foster, 2010; Seddah et al., 2012; Eisenstein, 2013), complicating the creation of supervised models or collection of extensive pre-training datasets. The original NArabizi treebank (Seddah et al., 2020), contains about 1500 sentences. The sentences are randomly sampled from the romanized Algerian dialectal Arabic corpus of Cotterell et al. (2014) and from a small corpus of lyrics from Algerian dialectal Arabic songs popular among the younger generation. This treebank is manually annotated with morpho-syntactic information (parts-of-speech and morphological features), together with glosses and code-switching labels at the word level, as well as sentence-level translations to French. Moreover, this treebank also contains 36% of French tokens. Since its creation, this treebank spawned two derived versions that first added a transliteration to the Arabic script at the word level and sentiment and topic annotation at the sentence level (Touileb and Barnes, 2021). In parallel to our own corrections and annotation work2, Touileb (2022) extended this work to include a named-entity annotation layer.

Treebanking for User-generated Content Treebanks and annotated corpora have greatly impacted NLP tools, applications, and research in general. Despite the challenges of constructing large and structurally consistent corpora, which requires considerable effort and time, many in the field considered this pursuit valuable and necessary (de Marneffe et al., 2021). However, constructing treebanks for user-generated content is more challenging due to the extensive variation in language usage and style, the prevalence of non-standard spellings and grammar, and the necessity for domain-specific annotations (Sanguinetti et al., 2022). Interest in treebanking user-generated content, such as social media posts and online forum discussions, has risen, and numerous efforts have been undertaken to create treebanks for user-generated content (Foster et al., 2011; Seddah et al., 2012; Sanguinetti

1https://gitlab.inria.fr/ariabi/release-narabizi-treebank

2Released on November 26th, 2022, the same day as the publication of (Touileb, 2022).
NER for Dialects and User-generated Content

NER is an information extraction task that identifies and categorizes entities at the token level. It is an extensively investigated NLP task with numerous datasets and models for various languages. However, datasets for low-resource languages are rare, and NER datasets for social media platforms such as Twitter predominantly exist for English (Ritter et al., 2011; Derczynski et al., 2016, 2017).

A prominent NER dataset for lower-than-English resource languages is the CoNLL 2002 Shared Task dataset (Tjong Kim Sang, 2002), which provides NER annotations for four languages: Dutch, Spanish, Chinese, and Czech. Additionally, the WikiAnn dataset (Pan et al., 2017) includes NER annotations for several low-resource languages. Nevertheless, it is derived from Wikipedia content which is not well-suited for NER tasks involving user-generated content. As mentioned above, Touileb (2022) added a NER annotation for the first version of the NArabizi treebank. However, they did not address the tokenization issues inherent in the dataset and used a different annotation scheme. The following sections delve deeper into the tokenization challenges and the differences between the two datasets.

3 Extending a Low-resource Language treebank

In this section, we outline our methodology for expanding and enhancing the NArabizi treebank. We start by re-annotating tokenization, morphosyntactic, and syntactic layers to ensure consistency, followed by detailing the annotation guidelines and procedures for NER and Offensive Language detection. We refer to the initial treebank introduced by Seddah et al. (2020) as NArabiziV1 and our extended version as NArabiziV2.

3.1 Maintaining Consistency in Treebank Annotations

We start with an extended clean-up of the NArabiziV1 formatting, which involves reinstating missing part-of-speech tags and rectifying Conllu formatting discrepancies. Then, we embark on general error mining in the lexical and syntactical annotation and correction phase. We implement this stage using semi-automated methods. We do not change the UD tagsets used in the original treebank.

Error Mining We use the UD validator Vr2.11
3, a tool designed to assess the annotation of treebanks in UD and ensure compliance with the UD specifications. The validator is specifically employed to detect common errors, such as invalid dependency relations, incorrect part-of-speech tags, and inconsistent usage of features like tense and aspect. By leveraging the UD validator, we guarantee that our dataset is syntactically consistent and conforms to the standards established by the UD project. These changes encompass correcting cycle and projectivity issues and removing duplicates.

We also use Errator (Wisniewski, 2018), a data mining tool, to pinpoint inconsistencies in our dataset. It implements the annotation principle presented by Boyd et al. (2008), which suggests that if two identical word sequences have different annotations, one is likely erroneous.

We remove the duplicated sentences when the text field is an exact match and fix duplicated sentence identification for different sentences. We also fixed some problems with the original text, such as Arabic characters encoding and sentence boundaries.

Tokenization We address tokenization concerns to uphold consistency in the NArabizi Treebank annotations. Furthermore, we introduce targeted adjustments to resolve issues related to segmenting specific word classes, including conjunctions, interjections (e.g., “ya”), determiners, and prepositions, especially when adjacent to noun phrases. For example, we segment determiners at the initial vowel (“a” or “e”), as demonstrated in the examples “e ssalam” (“the peace”) and “e dounoub” (“the sins”). The lemma field for these terms is aligned with the French translation for the splitting (e.g., “e ssalam” ⇒ “la paix” (“the peace”)). For prepositions, we perform splitting at the first letter followed by “i” when possible, as seen in “brabi” ⇒ “b rabi” (“with my god”). We also establish rules for segmenting determiners and proper nouns. When possible, we separate prepositions at the initial letter and “i” and instituted guidelines for segmenting determiners and proper nouns. We implement these alterations for splitting using the Grew graph rewriting tool for NLP (Guillaume, 2021) to improve the consistency and quality of the treebank annotations. Additionally, we fix all the problems mentioned by Touileb and Barnes (2021) regarding the incoherence of the

---

3https://github.com/UniversalDependencies/tools/releases/tag/r2.11
tokenization, wrong translations, and incoherent annotations.

Translation  The translation quality is also enhanced; previously, translations were not consistently carried out by Algerian speakers, resulting in local expressions and phrases being frequently misinterpreted, either in a literal manner or, at times, entirely inaccurately. This had implications for lexical and syntactical annotation. For instance, the term “skara” was initially annotated as “on purpose” but was later revised to “taunting”. Recognizing that “skara fi” represents a local expression facilitates annotation and promotes corpus harmonization.

Example  In Figure 1, we illustrate a parse tree before and after applying several corrections. Tokenization errors in French were rectified (“jetaime” ⇒ “je t’aime”), and Arabic prepositions, articles, and conjunctions were separated from the nouns or adverbs they were attached to (“fal3ali” ⇒ “fal 3ali”, “wdima” ⇒ “w dima”). We also correct some dependency relations: the previous “obj” relation between the verb “aimer” and the proper noun “madjid” was altered to “vocative”.

Interesting Properties  The corpus displays several interesting linguistic features, including parataxis, goeswith, and dislocated structures, characteristic of oral productions and user-generated content. A deeper examination of the root/parataxis ratio and the average parataxis per tree in the corpus, which contains 2066 parataxis for 1287 sentences, shows that the corpus exhibits a high level of juxtaposed clauses resulting from the absence of punctuation. Given the initial data sources (web forums), it is likely that these end of sentences markers were initially present as carriage returns.

As pointed out by Seddah et al. (2020) the corpus also exhibits a high level of spelling variation, reflecting the speakers’ diversity in terms of geography and accents. Furthermore, analyzing the number of sentences without a verb and the average number of verbs per sentence shows that NArabizi speakers tend to favor nominalization, as seen in the abundance of ellipses (e.g., “rabbi m3ak” which translates in English to “God bless you”).

3.2 Annotation Methodology for NER and Offensive Language Detection

Named Entity Recognition  Our NER annotation guidelines are based on the revised tokenization of the NArabizi treebank, which ensures consistency between token-level annotations, an essential aspect of multi-task learning. We use the Inception tool (Klie et al., 2018) for our manual annotation by two native speakers, adhering to the IOB2 Scheme (Tjong Kim Sang and Veenstra, 1999). Each word is labeled with a tag indicating whether it is at the beginning, inside, or outside of a named entity. In case of disagreement between annotators, the multiple annotations were subsequently discussed until agreement was reached, and one annotation was selected to be retained. We extend the FTB NER
French treebank annotations. Our annotation contains the following NE types: PER for real or fictional persons, ORG for organizations, LOC for locations, COMP for companies, and OTH for brands, events, and products.

In cases of ambiguity between products and companies, we adhere to the decision made in the FTB dataset. For person names, we exclude grammatical or contextual words from the mention. We annotate football teams as organizations, and we annotate mentions of "Allah" or "Rabi" as PERderiv. The PERderiv annotation is applied to groups of individuals who originate from or share the same location. Country names are consistently labeled as locations, irrespective of the context. TV channels and ambiguous brand names are annotated as companies, while religious groups are not designated entities. The names of football stadiums are classified under OTH, whereas journal names are identified as organizations.

Table 1 presents the distribution of entities, with a similar distribution observed across both the development and test splits. The most frequent entity type is PERderiv, while the least frequent is COMP.

<table>
<thead>
<tr>
<th>Type</th>
<th>train</th>
<th>dev</th>
<th>test</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>PER</td>
<td>371</td>
<td>61</td>
<td>47</td>
<td>479</td>
</tr>
<tr>
<td>LOC</td>
<td>358</td>
<td>58</td>
<td>50</td>
<td>466</td>
</tr>
<tr>
<td>ORG</td>
<td>200</td>
<td>23</td>
<td>28</td>
<td>251</td>
</tr>
<tr>
<td>COMP</td>
<td>6</td>
<td>5</td>
<td>3</td>
<td>14</td>
</tr>
<tr>
<td>OTH</td>
<td>44</td>
<td>6</td>
<td>7</td>
<td>57</td>
</tr>
<tr>
<td>PERderiv</td>
<td>96</td>
<td>14</td>
<td>13</td>
<td>123</td>
</tr>
<tr>
<td>PERderivA</td>
<td>386</td>
<td>57</td>
<td>66</td>
<td>509</td>
</tr>
<tr>
<td>Total</td>
<td>1461</td>
<td>224</td>
<td>214</td>
<td>1899</td>
</tr>
</tbody>
</table>

Table 1: Named entity type distribution across train, dev, and test splits.

Table 2 displays the number of unique words which can provide information about the language used in the corpus. The fact that the count of unique tokens constitutes nearly half of the total tokens suggests that the language used in the corpus is complex and diverse, with a wide range of vocabulary and expressions. This can make it more challenging for NER algorithms to accurately identify and classify named entities in the corpus.

Touileb (2022) recently introduced NERDz, a version of the NArabizi treebank annotated for NER. As our dataset’s annotation labels differ from theirs, we establish a mapping between the two annotation schemes to enable comparisons (cf. see Table 10 in the appendix A). Our schemes also differ in named entities’ scope, as we split contracted forms, ours only cover the nominal phrase parts. Regarding nouns, such as “bled”, which means country, some are annotated as entity GPE in NERDz, which is not the case in our dataset. Also, the names of stadiums are annotated as LOC in NERDz while they are considered OTH in our dataset. Similarly, for “équipe nationale”, which means national team is annotated ORG in NERDz, while we do not consider it as an entity, following the FTB NER’s guidelines. Added to annotator divergences, this may explain the differences in the count of the entities.

Offensive Language Classification

The annotation process for offensive language classification was conducted manually by three annotators with diverse backgrounds. The annotators consisted of two females and one male, each bringing unique expertise to the task. One female annotator is a Ph.D. student in NLP, the other is a Ph.D. student in political sciences, and the male annotator is an engineer with in-depth knowledge of North African football, a prominent topic in the dataset.

The annotators were asked to annotate every sentence as offensive (OFF) or non-offensive (NOT-OFF). Offensive posts included any form of unacceptable language, targeted offense (veiled or direct), insults, threats, profane language, and swear words. To maintain objectivity and minimize potential bias, the annotators were not granted access to the other annotators’ work and were not allowed to discuss their annotations with one another. This approach ensured the independence of their judgments, allowing for a more reliable evaluation of the offensive language classification process. For the offensive annotation, the two female annotators did not usually agree with the male annotator as they have different backgrounds and hence different opinions about football-related sentences. The final label is determined through a majority voting process. Additionally, we calculate the average
pair-wise Cohen’s $\kappa$ (Cohen, 1960) to highlight how hard this task was. The average $\kappa$ value is 0.54, indicating a moderate agreement between annotators, common in sentence level annotation for annotators with different backgrounds and topic familiarity (Bobicev and Sokolova, 2017). This disagreement likely stems from the interpretation of terms that can be considered offensive or non-offensive depending on either the dialect or context.

Table 3 presents the distribution of non-offensive and offensive language instances. The dataset features an imbalance between non-offensive and offensive classes, with non-offensive samples being considerably more frequent in each split.

<table>
<thead>
<tr>
<th>Split</th>
<th>Non-Offensive</th>
<th>Offensive</th>
</tr>
</thead>
<tbody>
<tr>
<td>Train</td>
<td>804</td>
<td>199</td>
</tr>
<tr>
<td>Dev</td>
<td>86</td>
<td>53</td>
</tr>
<tr>
<td>Test</td>
<td>118</td>
<td>27</td>
</tr>
</tbody>
</table>

Table 3: Offensive language detection distributions across train, dev, and test splits.

4 Dataset Evaluation

We evaluate the NarabiziV2 dataset on UD parsing tasks and NER using standard transfer learning architectures on which we vary the pre-trained language model and the tokenization scenario.

New Narabizi CharacterBert Model Following Riabi et al. (2021), we train a CharacterBERT (El Boukkouri et al., 2020) model, a character-based BERT variant, on a Narabizi new filtered corpus. The authors demonstrate that CharacterBERT achieves significant results when dealing with noisy data while being extremely data efficient.

We improve the initial pre-training dataset used by Riabi et al. (2021) by more stringently filtering non-Narabizi examples from the 99k instances provided by Seddah et al. (2020), as well as incorporating new samples from the CTAB corpus (Amara et al., 2021) and 12k comments extracted from various Facebook and forum posts, mostly in the Tunisian dialect taken from different datasets listed by Younes et al. (2020). This results in a 111k sentence corpus. To exclude non-Narabizi content, we first use a language detection tool (Nakatani, 2010) with a 0.9 confidence threshold to eliminate text in French, English, Hindi, Indonesian, and Russian, which are commonly found in mixed Arabizi data. Following the filtering process, a bootstrap sampling method is adopted to randomly select a subset of the remaining text for manual annotation. This annotated text is then used to train an SVM classifier for Narabizi detection. The final dataset, containing 91k annotated text instances after deduplication, focuses on North African Arabizi text. We make this corpus publicly available.

Sub-word Models We also evaluate the performance of subword-based language models, monolingual and multilingual. For the multilingual subword-based language model, we use mBERT, the multilingual version of BERT (Devlin et al., 2018). It is trained on data from Wikipedia in 104 different languages, including French and Arabic. Muller et al. (2020) demonstrated that such a model could be transferred to Narabizi to some degree. Finally, our monolingual model is DziriBERT (Abdaoui et al., 2021), a monolingual BERT model trained on 1.2M tweets from major and highly-populated Algerian cities scrapped using a set of popular keywords in the Algerian spoken dialect in both Arabic and Latin scripts.

5 Results

5.1 New Results for UD

For our updated version of the treebank, we present results for models trained and tested on NarabiziV2, as shown in Table 4 and highlighted by a red box. These results represent the new state-of-the-art performance for the treebank, and we report findings for three previously used models. The DziriBERT model exhibits the best performance; however, CharacterBERT delivers competitive results while being trained on a mere 7.5% of the data used for training DziriBERT. This observation is consistent with the conclusions drawn by Riabi et al. (2021).

In order to assess the influence of the implemented corrections, we use NarabiziV1 and eliminate duplicate sentences \(^4\). For this comparison, we focused on the DziriBERT model’s performance when trained on either NarabiziV1 or NarabiziV2 and tested on NarabiziV2, as denoted by the blue highlights in Table 4. Training on NarabiziV2 enhances the average scores for UPOS, UAS, and LAS by 3.5 points, illustrating the favorable outcomes of the refinements introduced in the NarabiziV2 dataset. This observation is further substn-
tiated by examining the performance of CharacterBERT and mBERT, reinforcing the validity of the noted improvements.

A comparative analysis of the results for models trained and tested on NArabiziV1, denoted by the blue box, and those for models trained and tested on NArabiziV2, denoted by the red box, reveals that NArabiziV2 generally yields superior evaluation scores. This observation underlines the impact of the treebank’s consistency on the overall performance of the models. When we test on NArabiziV1, the model trained on NArabiziV1 gets better results than the model trained on NArabiziV2. The modifications in tokenization can explain this drop in performance.

5.2 Results for NER and Offensive Language Detection

NER Table 5 presents the results for NER. The CharacterBERT model achieves the highest F1 scores for LOC and OTH categories, as well as the best performance for PERderiv and PERderivA. On the other hand, the DziriBERT model outperforms the other models in the ORG and PER categories. It is important to note that the performance varies significantly across the different categories, reflecting the diverse challenges posed by each entity type. For instance, some categories contain named entities with variations of the same word, such as “Allah”/“Alah”/“Elah”, which translates into God for PERderivA. Since CharacterBERT uses character-level information, it is more robust to noise, which explains the high performances for those entities.

Offensive Language Detection The imbalance between non-offensive and offensive instances is challenging during the models’ training and evaluation. For example, we fail to train mBERT as it only predicts non-offensive labels corresponding to the majority class. This can also be explained by how hard the distinction between offensive and non-offensive content is without context and external knowledge, as explained before. This also raises the question of how relevant is the backgrounds of the annotators for the offensive detection dataset (Basile et al., 2020; Uma et al., 2021; Almanea and Poesio, 2022).

6 Discussion

6.1 Impact of the Pre-training Corpus

In Appendix A, we present the results of all our experiments using the CharacterBERT model trained by Riabi et al. (2021). We observe a heterogeneous improvement in performance, with predominantly better outcomes for our CharacterBERT. We hypothesize that the impact of filtering the training data may not be overly beneficial, possibly due to some smoothing during the training process. Both models’ final training data sizes are comparable: 99k for CharacterBERT (Riabi et al., 2021) and 91k for our CharacterBERT. Nevertheless, we believe this new corpus can be a valuable resource for this language.

6.2 Impact of Tokenization

In this section, we investigate the tokenization influence on the enhanced NArabizi Treebank, with a particular emphasis on the homogenization of the tokenization and its subsequent impact on our tasks. We also evaluate the models in a realistic scenario where gold tokenization is unavailable. We use the UDPipe tokenizer (Straka et al., 2016) that employs a Gated Linear Units (GRUs) (Cho...
As expected, we observe a decline in performance when evaluating the models using predicted tokenization. The CharacterBERT model exhibits the words, which shows that the tokenization for NArabiziV2 training set and tested on both the predicted tokenization and the previous version of tokenization with gold annotations from NArabiziV2. The outcomes for the predicted tokenization indicate that despite having a well-performing tokenizer, as demonstrated in Table 7, there is still a substantial loss in performance when compared to the gold tokenization results, highlighted by the red box in Table 4. Similarly, using the tokenization from NArabiziV1 and gold annotations from NArabiziV2 also exhibits a significant drop in performance. This observation first highlights the impact of the corrections brought to standardize the treebank tokenization and then, given the difference of performance between predicted and gold tokens, calls for the development of morphological- analysers, crucial for Arabic-based dialects, as UD tokenization is indeed a morpho-syntactic process.

**Named Entity Recognition Evaluation on Non-Gold Tokenization** The conventional evaluation methodology for NER typically assigns entities to distinct token positions. Nevertheless, this method proves inadequate when the token count for evaluation differs from the number of gold tokens, which is almost always the case when processing user-generated content.

As a result, we adopt the evaluation strategy devised by Bareket and Tsarfaty (2021), which associates entities with their forms instead of their indices. This approach yields F1 scores based on strict, exact matches of surface forms for entities, irrespective of the category distinctions, thereby offering a more accurate and reliable evaluation in scenarios with varying token counts. In other words, the gold and predicted NE spans must exhibit an exact match regarding their form, boundaries, and associated entity type.

Table 9 presents the NER scores, considering our three main NE categories: PER, LOC, and ORG. As expected, we observe a decline in performance when evaluating the models using predicted tokenization. The CharacterBERT model exhibits the

---

It is important to note that tokens refer to surface tokens (e.g., French “au” counts as one token), while words represent syntactic words (“au” is split into two words, “à” and “le”).
Table 8: UD results for models trained on NArabiziV2 treebank and tested on test set with predicted tokenization and old tokenization from NArabiziV1

<table>
<thead>
<tr>
<th>Model</th>
<th>UPOS</th>
<th>UAS</th>
<th>LAS</th>
<th>UPOS</th>
<th>UAS</th>
<th>LAS</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Predicted</td>
<td>NArabiziV1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>tokenization</td>
<td>tokenization</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>mBERT</td>
<td>72.44 ± 0.87</td>
<td>61.40 ± 0.29</td>
<td>50.39 ± 0.64</td>
<td>75.84 ± 0.92</td>
<td>65.77 ± 0.40</td>
<td>54.15 ± 0.68</td>
</tr>
<tr>
<td>DziriBERT</td>
<td>76.27 ± 1.46</td>
<td>65.35 ± 0.39</td>
<td>55.04 ± 0.65</td>
<td>79.49 ± 1.63</td>
<td>70.04 ± 0.48</td>
<td>59.19 ± 0.70</td>
</tr>
<tr>
<td>CharacterBERT</td>
<td>70.03 ± 2.10</td>
<td>61.08 ± 0.18</td>
<td>49.13 ± 0.42</td>
<td>73.10 ± 2.33</td>
<td>65.37 ± 0.22</td>
<td>52.99 ± 0.50</td>
</tr>
</tbody>
</table>

Table 9: Comparison of NER scores for PER/LOC/ORG entities F1 micro average on predicted tokenization and gold tokenization averaged across five seeds.

<table>
<thead>
<tr>
<th>Model</th>
<th>Gold</th>
<th>Predicted</th>
</tr>
</thead>
<tbody>
<tr>
<td>mBERT</td>
<td>71.79 ± 2.30</td>
<td>66.76 ± 1.52</td>
</tr>
<tr>
<td>DziriBERT</td>
<td>75.56 ± 2.13</td>
<td>68.89 ± 2.64</td>
</tr>
<tr>
<td>CharacterBERT</td>
<td>76.30 ± 1.29</td>
<td>70.54 ± 2.00</td>
</tr>
</tbody>
</table>

7 Conclusion

In this paper, we present a comprehensive study on the development and refinement of the NArabizi Treebank (Seddah et al., 2020) by improving its annotations, consistency, and tokenization, as well as providing new annotations for NER and offensive language. Our work contributes to the enhancement of the NArabizi Treebank, making it a valuable resource for research on low-resource languages and user-generated content with high variability. We explore the impact of tokenization on the refined NArabizi treebank, employing the UDPipe tokenizer for our evaluation. The results demonstrate the tokenizer’s effectiveness in handling various tokens and multiword expressions. Our experiments show that training and testing on the NArabiziv2 improve the UD tasks performances. Furthermore, we show the impact of the tokenization for NER and UD tasks, and we report results using predicted tokenization for evaluation to estimate the models’ performance on raw data.

Future research could emphasize expanding the NArabizi Treebank towards other dialects and examining the treebank’s potential applications in various NLP tasks. Our dataset is made freely available as part of the new version of the Narabizi Treebank. The next release will additionally contain a set of other sentence translations prepared by a Tunisian speaker. These translations will be interesting for cross-dialect studies, given that the Narabizi corpus is predominantly made of Algerian dialect.
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### A Appendix

#### A.1 Datasets

<table>
<thead>
<tr>
<th>NERDz</th>
<th>Our dataset</th>
</tr>
</thead>
<tbody>
<tr>
<td>PER</td>
<td>467</td>
</tr>
<tr>
<td>GPE/LOC</td>
<td>479</td>
</tr>
<tr>
<td>ORG</td>
<td>290</td>
</tr>
</tbody>
</table>

Table 10: Mapping of NER labels in our dataset to the Published NERDz dataset (Touileb, 2022).

#### A.2 Results with CharacterBERT from (Riabi et al., 2021)
### Table 11: Results for UD on test set, DEV set is used for validation (with gold tokenization) (We report average of F1 scores over 5 seeds with the standard deviation)

<table>
<thead>
<tr>
<th>Model</th>
<th>NArabiziV1</th>
<th>UPOS</th>
<th>UAS</th>
<th>LAS</th>
<th>NArabiziV2</th>
<th>UPOS</th>
<th>UAS</th>
<th>LAS</th>
</tr>
</thead>
<tbody>
<tr>
<td>CharacterBERT (Riabi et al., 2021)</td>
<td>75.33 ± 2.77</td>
<td>67.86 ± 0.95</td>
<td>54.40 ± 0.81</td>
<td>72.33 ± 2.40</td>
<td>65.17 ± 0.79</td>
<td>51.51 ± 1.05</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CharacterBERT (Ours)</td>
<td>76.19 ± 2.48</td>
<td>68.78 ± 0.36</td>
<td>55.14 ± 0.38</td>
<td>73.01 ± 2.05</td>
<td>66.10 ± 0.48</td>
<td>52.41 ± 0.50</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CharacterBERT (Riabi et al., 2021)</td>
<td>72.46 ± 3.19</td>
<td>65.30 ± 0.50</td>
<td>51.84 ± 0.68</td>
<td>79.65 ± 0.90</td>
<td>70.56 ± 0.32</td>
<td>58.08 ± 0.76</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CharacterBERT (Ours)</td>
<td>72.24 ± 2.62</td>
<td>65.74 ± 0.24</td>
<td>51.86 ± 0.51</td>
<td>76.34 ± 2.68</td>
<td>69.84 ± 0.27</td>
<td>56.27 ± 0.54</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Table 12: NER average of F1 scores over 5 seeds with the standard deviation with gold tokenization

<table>
<thead>
<tr>
<th>Model</th>
<th>LOC</th>
<th>ORG</th>
<th>PER</th>
<th>OTH</th>
<th>PERderiv</th>
<th>PERderivA</th>
</tr>
</thead>
<tbody>
<tr>
<td>CharacterBERT (Riabi et al., 2021)</td>
<td>86.80 ± 2.03</td>
<td>68.53 ± 6.09</td>
<td>65.36 ± 2.74</td>
<td>45.16 ± 3.60</td>
<td>58.96 ± 10.42</td>
<td>95.00 ± 1.32</td>
</tr>
<tr>
<td>CharacterBERT (Ours)</td>
<td>87.98 ± 1.77</td>
<td>70.16 ± 3.63</td>
<td>69.35 ± 3.01</td>
<td>31.27 ± 9.30</td>
<td>64.19 ± 7.03</td>
<td>96.13 ± 0.70</td>
</tr>
</tbody>
</table>

Table 12: NER average of F1 scores over 5 seeds with the standard deviation with gold tokenization\(^{10}\).

### Table 13: Offensive language detection F1 scores, off for offensive and Non-Off for non offensive

<table>
<thead>
<tr>
<th>Model</th>
<th>Off</th>
<th>Non-Off</th>
<th>macro avg</th>
</tr>
</thead>
<tbody>
<tr>
<td>CharacterBERT (Riabi et al., 2021)</td>
<td>36.29 ± 5.73</td>
<td>76.49 ± 3.81</td>
<td>56.39 ± 2.95</td>
</tr>
<tr>
<td>CharacterBERT (Ours)</td>
<td>24.58 ± 7.44</td>
<td>80.21 ± 3.66</td>
<td>52.39 ± 3.18</td>
</tr>
</tbody>
</table>

Table 13: Offensive language detection F1 scores, off for offensive and Non-Off for non offensive
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