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Abstract

We test whether the development of political
dogwhistles can be observed using language
change measures; specifically, does the devel-
opment of a “hidden” message in a dogwhis-
tle show up as differences in semantic change
between communities over time? We take
Swedish-language dogwhistles related to the
on-going immigration debate and measure dif-
ferences over time in their rate of semantic
change between two Swedish-language com-
munity forums, Flashback and Familjeliv, the
former representing an in-group for understand-
ing the “hidden” meaning of the dogwhistles.
We find that multiple measures are sensitive
enough to detect differences over time, in that
the meaning changes in Flashback over the rel-
evant time period but not in Familjeliv. We also
examine the sensitivity of multiple modeling
approaches to semantic change in the matter of
community divergence.

1 Introduction

As a type of manipulative communication, a polit-
ical dogwhistle is a message with a controversial
(or extreme) in-group meaning that is hidden to
most of the public and only apprehended by a lim-
ited proportion of its audience, but at the same
time communicates a less controversial (less ex-
treme) out-group meaning to the wider audience
who does not grasp the in-group meaning of the
message (Haney-López, 2014; Stanley, 2015). An
example is “inner city”, which has a general mean-
ing of “central section of a city” but has also been
used with concealed derogatory racial reference
to an area with a poor, African American popula-
tion (Saul, 2018). Dogwhistles enable attracting
some part of its audience who are appealed to by
the extreme view, while at the same time not of-
fending others (who do not get the hidden mes-
sage). With concealed meanings, communicators
can avoid accountability for expressing and approv-
ing of controversial views. Therefore dogwhistle

communication can pose problems for representa-
tive democracy (Goodin and Saward, 2005; Stanley,
2015) and speech moderation online (Gavidia et al.,
2022; Schmidt and Wiegand, 2017; Zhu and Bhat,
2021).1

By design, in-group meanings of dogwhistles
evolve in parallel to existing out-group interpreta-
tions. Therefore semantic change is essential to the
concept of the dogwhistle. However, little system-
atic attention has, in fact, been devoted to semantic
change in dogwhistle expressions. This paper sets
out to study this under-explored temporal dimen-
sion of dogwhistles through techniques from Nat-
ural Language Processing (NLP) to detect lexical
semantic change (LSC). More precisely, the aim of
this paper is to explore the role of community in
the semantic change of set of known-to-be Swedish
dogwhistle expressions (DWEs), identified in other
work (Åkerlund, 2022; Hertzberg, 2022; Lindgren
et al., 2023), including kulturberika (culture enrich)
and globalist (described in more detail below).

In this work, we address the role of commu-
nity in semantic change by studying the seman-
tic change of DWEs in two online communities
(Åkerlund, 2022; Bhat and Klein, 2020): Flash-
back, which is a discussion forum that is known for
hosting controversial topics of discussion and for
expression of controversial societal opinions (Åker-
lund, 2021; Blomberg and Stier, 2019; Malmqvist,
2015); and Familjeliv (“family life” in English),
which is a discussion forum that is expected to
be very different from Flashback, with its focus
on topics of parenting and family life, but also in-
clude discussions on politics and society (Hanell
and Salö, 2017). We test the isolated change of
DWEs hypothesis, i.e., that meaning change of dog-

1In democracies, political leaders get a mandate to govern
through general elections. They get (re-)elected or replaced
by their official proposals for collective action and policies.
Dogwhistles obscure this legitimacy of the political mandate
given by elections, since the promises are not what they seem
to be.
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whistles is community-dependent. Here, this expec-
tation is more precisely tested under the following
formulation:

H1: The degree of semantic change of (selected)
DWEs observed in the (highly politically polarized)
online community Flashback is different from the
degree of semantic change of the same terms (at
the same period of time) in the (less polarized)
community Familjeliv.

In recent years, several different approaches have
been developed for modeling of LSC (Kutuzov
et al., 2018; Tahmasebi and Dubossarsky, 2023;
Tahmasebi et al., 2021; Tang, 2018). For a robust
testing of H1, we test and compare results modeled
by three different approaches: (1) the SGNS ap-
proach, which uses word embeddings built through
a skip-gram with negative sampling (SGNS) model
(Mikolov et al., 2013); (2) the SBERT-PRT ap-
proach which averages over contextual token em-
beddings from Sentence-BERT (SBERT) (Reimers
and Gurevych, 2019), so called “prototypes” (PRT)
(Kutuzov and Giulianelli, 2020; Martinc et al.,
2020a); and (3) the SBERT-CLT approach which,
like the previous approach, uses contextual embed-
dings from SBERT, but instead of averaging, clus-
ters token embeddings and compare distribution
over clusters over time. We test H1 with respect
to all three approaches (described in more detail
below).

2 Related work

2.1 The meaning of dogwhistles
Quaranto (2022) argues for the importance of lin-
guistic practices in understanding dogwhistles. Es-
sential to this account is the notion of commu-
nity, since linguistic practices are defined in re-
lation to some community who uphold the practice.
At some level of analysis, the speech act of dog
whistling depends on specific lexical forms embed-
ded in particular linguistic practices (Henderson
and McCready, 2018; Quaranto, 2022). While ev-
ery usage of such DWEs does not perform a dog-
whistle speech act – additional criteria are involved
in performing the act of dogwhistling (Quaranto,
2022; Saul, 2018) – specific linguistic forms are
necessary for conveying the in-group meaning.2 As

2This might be too strong a claim, since symbols other
than words have been claimed to function as dogwhistles,
as exemplified by the Willie Horton campaign (Mendelberg,
1997).

such, the link between DWEs and their in-group
meanings are upheld by linguistic communities.
Dogwhistle meanings in general and the meaning
change of dogwhistles in particular are expected to
be community-dependent. A stronger claim is that
the semantic changes of DWEs observed in one
community is unlikely to be observed in another
community. Here, this expectation is discussed as
the isolated change of DWEs hypothesis, which is
more precisely tested under the formulation in H1.
Note that the isolated change of DWEs hypothe-
sis is a special case of a more general thesis that
any lexical meaning and therefore also LSC more
generally depends on the linguistic communities in
which words are used (Clark, 1996).

2.2 Lexical semantic change detection
In accordance with the distributional hypothesis
(Firth, 1957; Harris, 1954; Sahlgren, 2008), exist-
ing computational methods to analyze LSC apply
unsupervised techniques to build numerical vec-
tor representations of words at different periods of
time and then compare those vectors to determine
how much, when and in what way words change
(Tahmasebi et al., 2021). For the first two questions
(how much and when), the semantic change of a
word w in a transition from ti to tj, ∆ti,tj (w), is the
distance of w’s vector at ti (−→w ti) and its vector at tj

(−→w tj ):

∆ti,tj (w) = distance(−→w ti ,
−→w ti)

Both static word embeddings, such as Word2Vec
(Mikolov et al., 2013) and GloVe (Pennington et al.,
2014), and contextualized word embeddings, such
as ELMo (Peters et al., 2018) and BERT (Devlin
et al., 2019) have been used to vectorize words in
LSC. With static word embeddings, w’s meaning is
represented by one vector that generalizes over its
usages. There are two common measures of the dis-
tance of static word embeddings: cosine distance
(Hamilton et al., 2016) and angular distance (Kim
et al., 2014). With contextualized word embed-
dings, the procedure for word representations over
time is somewhat more elaborate than for static
embeddings (Giulianelli et al., 2020; Kutuzov and
Giulianelli, 2020; Martinc et al., 2020a; Vani et al.,
2020). First, contextual word embeddings, such as
BERT and ELMo, are multi-layered, multidimen-
sional representations that for every token have a L
× N vector representations, where L is the number
of layers and N is the number of dimensions. Se-
lecting the top layer or averaging over (top) layers
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is usually applied when comparing vectors over
time. Second, with contextualized embeddings,
there is no single representation of w at each time
period to be compared. Rather, a word is associated
with sets of token vectors at ti and tj. In order to
arrive at a single measure of change of a word in
transition from ti to tj, there are two main solutions.
In a prototype approach the distance between the
average token vectors at ti and tj is measured by
cosine distance or angular distance. These aver-
age token vectors are referred to as “prototypes”
in previous work. In a clustering approach token
vectors in ti and tj are clustered and then the dis-
tance of the distributions of clusters are compared
by some measure for comparing probability dis-
tributions, for example, Jensen-Shannon distance
(Giulianelli et al., 2020; Kutuzov and Giulianelli,
2020; Martinc et al., 2020b; Vani et al., 2020).

Comparisons of methods for LSC detection
show mixed findings. The best performing mod-
els of SemEval-2020 shared task on unsuper-
vised LSC detection used static word embeddings
(Schlechtweg et al., 2020). However, reported find-
ings include contextualized approaches outperform-
ing static embeddings (Kutuzov and Giulianelli,
2020); clustering of contextual embeddings per-
forming worse than approaches that average con-
textual embeddings (Laicher et al., 2021) and ap-
proaches with static embeddings (Martinc et al.,
2020b); and clustering contextualized embeddings
performing better than averaging over them (Mart-
inc et al., 2020a). Moreover, performance is often
different for different languages (Kutuzov and Giu-
lianelli, 2020; Martinc et al., 2020b; Vani et al.,
2020). Performance on Swedish data is some-
times found to be worse than, for example, English
and German (Laicher et al., 2021; Martinc et al.,
2020b), sometimes better (Vani et al., 2020).

3 Data

3.1 Data sets

Two online communities are explored here: Flash-
back and Familjeliv. As mentioned above, Flash-
back is a discussion forum on a wide range of topics
organized in “threads” under 15 general sections
(e.g., drugs, economy, lifestyle and politics). As
of 3 August, 2023, the website claims to have over
1.5 million members and almost 80 million posts.
Flashback support anonymity of users, which en-
ables discussion of controversial topics and expres-
sion of controversial opinions, including discrimi-

nation and racism (Åkerlund, 2021; Blomberg and
Stier, 2019; Malmqvist, 2015). While threats and
hate speech are not allowed by the rules of Flash-
back, the website clearly contains offensive lan-
guage. In a recent survey from 2021, 26% of male
and 21% of female social media users in Sweden
reported using Flashback within the last 12 months
(Internetstiftelsen, 2021).

The discussion forum Familjeliv is organized
in threads of 20 general categories (with several
subtopics), where most topics focus on family and
parenting (e.g., adoption, pregnancy, and pets), but
also include topics of society, economy and law. In
2014, Familjeliv had about 700 000 visitors every
week (Hanell and Salö, 2017). The forum is ex-
plicitly claimed to be a meeting place for women
(Hanell and Salö, 2017), which is confirmed by sur-
vey data from 2021: 4% of male and 8% of female
social media users in Sweden reported using Famil-
jeliv within the last 12 months (Internetstiftelsen,
2021).

The corpora we use are collected from the
Swedish national language data processing infras-
tructure Språkbanken Text.3 The Flashback data
hosted by them range from 2000 to 2022. In total,
Flashback data contain 49M sentences (posts) and
785M words. On average, there are 2.1M sentences
(SD = 1.4M) and 34.1M words (SD = 21.7M) per
year. The Familjeliv data range from 2003 to 2022
and contain 19M sentences (M = 0.9M, SD = 0.9M)
and 305M words (M = 15.2M, SD = 14.3M).

3.2 A selection of Swedish dogwhistle
expressions

A sample of known-to-be Swedish DWEs are in-
vestigated (Åkerlund, 2022; Hertzberg, 2022; Lind-
gren et al., 2023), henceforth referred to as S-DWE:

(S-DWE) berika (enrich, verb), kulturberika (cul-
ture enrich, verb), kulturberikare (culture enricher,
noun), globalist (globalist, noun), återvandra (re-
migrate, verb), återvandring (re-migration, noun),
and hälpa på plats (help at site, verb phrase).

This set is identified through exploration of fre-
quent morphological variation of a set of “base
forms” in corpus data, resulting in adjectives, nouns
and verbs: “återvandr” (as in the verb återvan-
dra ‘re-migration’), “(culture) berika” ([culture]
enrich), “globalist” (globalist) and “hjälpa på plats”
(help at site). With the exception of the VP hjälpa

3See: https://spraakbanken.gu.se/en
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på plats, which is here explored as a fixed phrase
(ignoring inflectional variation), S-DWE is a set of
lexemes, i.e., abstractions over inflectional forms.

The in-group meanings of the terms in S-DWE
can be listed at a general level, related to their
base forms (Lindgren et al., 2023). This discus-
sion ignores the systematic meaning variation re-
sulting from morphological modifications of the
base forms, for example, kulturberika (process)
→ kulturberikare (agent of that process). The
terms related to re-migration are assumed to have
in-group and out-group meanings based on the
(in)voluntariness of the process, with a voluntary
act as the out-group meaning, while ‘deportation’
is the in-group meaning. The DWE of berika (and
its related terms) is a result of malevolent irony, in
response to the positive opinions about multicul-
turalism. The in-group meaning of berika (and its
related terms) is the opposite of enrichment (i.e. the
out-group meaning), namely criminal and destruc-
tive activities (by immigrants). In a Swedish con-
text and elsewhere, globalist (and related DWEs) is
used with several different in-group meanings, in-
cluding an anti-Semitic reference to Jews and a na-
tionalistic reference to anti-nationalists (i.e., oppo-
nents of nationalism). Finally, hjälpa på plats (help
at site) has as its in-group meaning non-acceptance
of refugees coming to Sweden.

Below we present examples of the words berika
and återvandring in context. The examples are se-
lected from years of transitions where the terms
exemplified have a higher rate of semantic change
in Flashback than Familjeliv; i.e., transitions where
there is a divergence of semantic change of the (po-
tential) DWE in the two corpora. Examples are
taken from the top five sentences that are most sim-
ilar to the the average vector of the SBERT-PRT
approach, as defined in detail below, where the
similarity of the average vector and sentence repre-
sentations has been measured by cosine similarity.

1. “jag tycker att relationen till min sambos ur-
sprung berikar mig enormt!” (Familjeliv,
2004)
(I think that the relationship to my partner’s
origin enriches me enormously!)

2. “olikheter berikar också” (Familjeliv, 2005)
(differences enrich also)

3. “det har ju bildat en hel politisk / facklig
rörelse uttryckligen med syftet att ta ifrån an-
dra och berika sig själva” (Flashback, 2004)

(It has made a whole political / trade-union
movement explicitly with the objective to take
from others and enrich themselves)

4. “dessutom kan det ju vara så att detta inte är
första gången någon berikare berikar en in-
född” (Flashback, 2005)
(In addition, it can be the case that this not
is the first time that some enricher enriches a
native)

5. “i dessa fall, och det är många , så är jag över-
tygad att det samhällsekonomiskt är bäst att
satsa på återvandring” (Familjeliv, 2021)
(In these cases, and those are many, I am con-
vinced that it is socioeconomically best to go
for re-migration)

6. “jag har skrivit det förr i en annan tråd: inom
tio år är det ‘återvandring’ som är modeordet
nummer ett inom svensk politik .” (Familjeliv,
2022)
(I have written that before in another thread:
within ten years it is ‘re-migration’ that is the
number one buzzword in Swedish politics)

7. “det viktigaste är att vi får återvandring, inte
hur politiker motiverar det imho” (Flashback,
2021)
(The most important is that we get re-
migration, not how politicians motivates it
IMHO [i.e. English loan of In My Humble
Opinion])

8. “sd talar om frivillig återvandring, men det
som behövs är forcerad återvandring” (Flash-
back, 2022)
(SD [i.e., the Sweden Democrats] speaks of
voluntary re-migration, but what is needed is
forced re-migration)

While not sufficient for systematic analysis,
these examples still illustrate potential shifts in
meaning in Flashback, but not in Familjeliv. We in-
terpret example 4 as a case of the malevolent irony
characteristic of the in-group meaning of enrich-
ment dogwhistles but not present in examples 1-3.
Moreover, in example 8, re-migration is associated
with (in)voluntariness, where the author argues for
the need of deportation. This (in)voluntariness is
not present in examples 5-7.

3.3 Frequency distributions
Three observations of the frequency distributions
of the terms in S-DWE in the present data need
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Flashback Familjeliv
DWE Total M SD Total M SD
berika 20936 27.92 12.18 2047 8.02 2.94
globalist 31156 32.07 39.62 122 1.77 3.15
hjälpa på plats 1150 1.14 1.50 453 1.99 2.88
kulturberika 2445 2.88 2.75 101 0.21 0.38
kulturberikare 6133 9.88 8.41 202 0.42 0.58
återvandra 1449 1.51 1.84 66 0.12 0.25
återvandring 12999 13.19 22.20 384 3.27 5.73

Table 1: Total frequency and mean frequency per million per year

mentioning (Table 1). First, compared with each
other they are very different in frequency. Sec-
ond, their frequencies are very different in different
years, reflected by high standard deviations. Third,
the terms are more common in the Flashback data
than in the Familjeliv data.

For semantic change of words in general, previ-
ous work has observed a correlation with word fre-
quency (Hamilton et al., 2016). Also in the present
data there are correlations of LSC and word fre-
quency (see Appendix A). However, three com-
ments can be made in this regard. First, LSC
and frequency are not (significantly) related for
all terms in S-DWE. Second, correlation measures
are not consistent over the three approaches here ex-
plored to model semantic change (see next section
for details). For example, for SBERT-CLT, there is
only significant correlation between LSC and word
frequency for one of the terms in S-DWE. Third, as
expected, with the rectified measure of change to
control for noise (defined below), fewer terms in
S-DWE show a significant correlation of frequency
and semantic change rates (Noble et al., 2021; Du-
bossarsky et al., 2017). So although frequency is a
factor for LSC modelled here, these points suggest
that our findings on semantic change of DWEs are
not solely due to word frequency and corpus sizes.
See Noble et al. (2021) for other factors than word
frequency that can drive semantic change in online
communities.

3.4 Preprocessing

Data for all experiments (SGNS, SBERT-PRT and
SBERT-CLT) have been preprocessed by lower-
casing and removing URLs and emojis. Data for
the SGNS approach has been further processed
by removal of numbers and punctuation; separa-
tion of compounds that have a term in S-DWE
as its left-hand element, for example, “globalis-

telit” is replaced by “globalist elit” (with space);
and lemmatization of terms in S-DWE, for exam-
ple, “globalisten” (definite form of globalist) is
replaced by “globalist” (lemma form). Regular
expressions were used for lemmatization and sepa-
ration of compounds. For the SBERT approaches,
there is no additional step of preprocessing to the
general steps listed above. However, the analysis
still implements generalizations similar to those
of lemmatization by pairing every sentence with
with its “lexemes” in S-DWE, thereby generalizing
over inflection and compounding. Again, regular
expressions were used for this.4

4 Semantic change modeling

4.1 The SGNS approach

A corpus is a collection of sentences. Let C
be a diachronic corpus that covers the ordered
set T of consecutive time periods t1, . . . tn. C
consists of an ordered set of temporally defined
sub-corpora ct1 , . . . ctn . In the present ex-
periments, T = ⟨2000, . . ., 2022⟩. Consequently
C = ⟨c2000, . . ., c2022⟩. A SGNS model is trained
for each sub-corpus in C, in the sorted order
of T, from first to last. The vocabulary is re-
stricted by a minimum frequency of 10. The
weights of the model for the first time period,
M2000, are randomly initialized. For every other
model, Mti , where ti > 2000, the weights of
Mti are initialized with the trained weights of
Mti−1 . For every consecutive pair in T, i.e. the
set of transitions R = ⟨⟨t1, t2⟩, . . .⟨tn-1, tn⟩⟩ =
⟨⟨2000, 2001⟩, . . .⟨2021, 2022⟩⟩, and for every
word w existing in both models Mti and Mti+1

the vectors −→wti and −→w ti+1 are compared for two
measures: (i) naive cosine change, and (ii) rectified

4Code for running experiments can be found at
https://github.com/mboholm/dogwhistle-community-
divergence.
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change.
Naive cosine change for a word w in transition

from ti to tj, i.e. ∆ti,tj (w) , is defined as the angular
distance between −→w ti and −→w tj (Kim et al., 2014;
Noble et al., 2021):

∆ti,tj (w) =
arccos(cossim(−→wti ,

−→wtj ))

π

As argued by Dubossarsky et al. (2017), vectors
of the same word w derived from different samples
are expected to be different. Therefore when study-
ing meaning change this general variation expected
for w’s vectors from different samples should be
controlled for (Dubossarsky et al., 2017). To do
so, we use a measure of rectified change (Noble
et al., 2021). For another approach, see Liu et al.
(2021). To measure rectified change we perform
nQ = 10 controls for every transition ⟨ti, ti+1⟩ (in R)
such that: (1) cti and cti+1 are concatenated and
then the combined list is shuffled; call this list of
(shuffled) sentences Qti,ti+1 . (2) Qti,ti+1 is split in
half, resulting in subsets q1 and q2. (3) A SGNS
model is trained for q1 and q2: MQ

1 and MQ
2 . (4)

For every word w in both MQ
1 and MQ

2 , the an-
gular distance of w’s vectors in MQ

1 and MQ
2 are

recorded. Next, rectified change is calculated as
the t-statistic of the naive cosine change given the
estimated noise distribution from the controls, with
Bessel’s correction (Noble et al., 2021). That is,
for a given word w and a temporal transition from
ti to tj, rectified change is defined as:

∆*
ti,tj (w) =

∆ti,tj (w)− x̄Q,w

sQ,w

√
1 + 1/nQ

where x̄Q,w and sQ,w are the mean and stan-
dard deviation of the naive cosine change mea-
sures of the controls ( ∆Q

i , . . . , ∆Q
nQ ). Rectified

change can be interpreted as “a measure of how
much higher (or lower) the measured naive cosine
change is than would be expected if the word’s
underlying context distribution hadn’t changed at
all. In other words, it quantifies the strength of the
evidence that the word has changed” (Noble et al.,
2021). Put differently, rectified change quantifies
the evidence that the observed change is a genuine
one. As with any statistical test of significance, a
significant (genuine) change can be small or large;
significance is distinct from effect size.

4.2 The SBERT-PRT approach

The second and third approach use SBERT
(Reimers and Gurevych, 2019), which is BERT
(Devlin et al., 2019) fine-tuned for predicting the
semantic similarity of two sentences (Reimers and
Gurevych, 2019). SBERT uses a bi-encoder ar-
chitecture to solve a problem with computational
cost in the sentence pair-regression in original
BERT, more precisely its cross-encoder architec-
ture. Reimers and Gurevych (2019) show that a
bi-encoder with fine-tuning reaches state-of the art
performance on sentence similarity, while using
the [CLS] token or averaging over tokens without
fine-tuning does not. We use SBERT to represent
DWEs. Thereby this work contrasts with previous
work who uses (simple) BERT for LSC detection.
The reason for using SBERT instead of BERT is
(i) to give more prominence to the full context of
DWEs in representing them, and (ii) to be able to
represent words not in the vocabulary of BERT.

The implementation of SBERT-PRT approach is
in many respects similar to the implementation of
SGNS approach. However, a key difference is that
in SBERT-PRT, word vectors are only build for the
terms in S-DWE, not for the complete vocabulary
of C as in SGNS. Thus for SBERT-PRT, let B be a
diachronic corpus that covers the same consecutive
time periods as in SGNS, i.e. T, but where every
sub-corpus bti in B is a subset of cti such that bti
= sentence s: s is in cti ∧ at least one term from
S-DWE is in s. Sentences in B are encoded by
Swedish SBERT (Rekathati, 2021), resulting in
768-dimensional token vectors.

Swedish SBERT is trained using the method for
transfer learning in Reimers and Gurevych (2020)
where the objective is to make a student model
(of an under-resources language, e.g., Swedish)
match the sentence embeddings of a high perform-
ing teacher model (developed for a well-resourced
language, mostly English) in a parallel corpus.
Swedish SBERT is trained with the sentence trans-
former paraphrase-mpnet-base-v2 hosted on
Hugging Face5 functioning as teacher model and
Swedish BERT (Malmsten et al., 2020) functioning
as a student model, using several parallel corpora
(Rekathati, 2021).

For every term w in S-DWE and for every ti in T,
the mean vector (centroid) of the token vectors for
w in ti constitutes −→w ti . Naive cosine changes for
the terms in S-DWE are then calculated the same

5https://huggingface.co/
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way as for SGNS (see equation above). Similar
to the SGNS approach, controls for calculation of
rectified change are construed as follows in the
SBERT-PRT: for every transition ⟨ti, ti+1⟩ (in R)
and for every term w in S-DWE: (1) token vec-
tors from sentences in bti and bti+1 (which both
contain w) are concatenated and then shuffled; the
result being Qti,ti+1 ; (2) Qti,ti+1 is split in half, re-
sulting in subsets q1 and q2; (3) the mean vectors
(centroids) of the token vectors in q1 and q2 are
calculated, being −→w q1 and −→w q2 ; (4) the angular
distance (naive cosine change) of −→w q1 and −→w q2 is
calculated and recorded. The calculations of recti-
fied change change then follow the same procedure
as in the SGNS approach.

4.3 The SBERT-CLT approach
Every sentence in B (defined above) is indepen-
dently of its time stamp assigned a label from
l1, . . . , lk through k-Means clustering where the
value of k is determined by the silhouette method
(Rousseeuw, 1987), where k is the number of
clusters. After this atemporal labeling, labels are
counted per time period. Next, the proportion of
labels for a time period t is calculated relative the
total counts of labels in t. That is, for every term
w in S-DWE and every time period t (in T), the
proportion of each label is calculated.

The proportions of l1, . . . lk at t, call it Lw, t,
sums to 1 and can be treated as a probability dis-
tribution over labels. In SBERT-CLT, w at t is
vectorized as Lw, t, i.e. −→w t = Lw, t. Next, in SBERT-
CLT, w’s change in meaning from ti to ti+1 is mea-
sured by through Jensen-Shannon distance (JSD),
which measures the similarity (difference) between
two (or more) probability distributions. JSD is de-
fined as the square root of the symmetrical and
smoothed variant of Kullback–Leibler divergence
(DKL) of two probability distributions P and Q; see
Appendix B.6 The JSD-based measure of w’s se-
mantic change from ti to ti+1, is defined as follows:

∆JSD
ti,ti+1

(w) = JSD(Lw,ti ∥ Lw,ti+1)

For SBERT-CLT there is no parallel to the shuf-
fled controls to calculate rectified change as in the

6Here we compare the probability distribu-
ton over clusters by Jensen-Shannon distance im-
plemented through the Python package SciPy
(scipy.spatial.distance.jensenshannon). This di-
verges from others who compare probability distributions
over clusters by Jensen-Shannon divergence, which is the
square root of JSD, as defined here. For present purposes, the
implementation of Jensen-Shannon divergence or distance
does not really matter for the analysis.

Approach Measure DKS p
SGNS naive 0.568 <0.001
SGNS rectified 0.500 <0.001
SBERT-PRT naive 0.750 <0.001
SBERT-PRT rectified 0.318 <0.05
SBERT-CLT JSD 0.636 <0.001

Table 2: Results of KS-tests (N = 44).

other two approaches described above.

5 Results

For an approach A and a corpus Ω, let SA,Ω be
the series of measures of change at each word–
transition combination, ∆1, . . . ∆N, where N is
the total number of combinations such that the fre-
quency of w at ti and ti+1 is at least 10 (minimum
frequency).

H1 has multiple variants depending on which
approach that is considered. Moreover, for the
SGNS and SBERT-PRT approaches, variants are
defined for both naive and rectified change. For
SBERT-CLT, only the JSD measure of semantic
change is tested. These combinations result in five
variants of H1 being tested, one for each of: (1)
SGNS with naive change, (2) SGNS with rectified
change, (3) SBERT-PRT with naive change, (4)
SBERT-PRT with rectified change, and (5) SBERT-
CLT with JSD change.

To clarify, for each hypothesis, two series of
change measures are defined by the same approach
and the same change metric, but for data from dif-
ferent communities, i.e. Flashback and Familjeliv.
Note that for every version of H1 there is a corre-
sponding null hypothesis H0, that the two samples
are equal.

Statistically, all variants of H1 are tested through
the two-sample Kolmogorov–Smirnov test (KS-
test), see Appendix C. The test-statistic DKS of
a KS-test provides a measure of the likelihood
that two samples derive from the same distribu-
tion. Like other statistical testing, if DKS reaches
the critical value at the decided alpha-level (α =
0.05), H0 is considered unlikely and is rejected,
in support of H1. The KS-tests are only based on
transitions which fulfill the minimum frequency
criterion in both samples (N= 44).

All versions of H1 are supported (Table 2). For
each variant of hypothesis H1, a KS-test supports
that the scores of semantic change measured in
the Flashback data are different from those in the
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Familjeliv data. Thus, semantic change of terms
in S-DWE is community-dependent. The semantic
changes of the terms observed in one community
are significantly different from those observed in
another community. This observation gives pro-
visional support for the isolated change of DWEs
hypothesis.7

5.1 Correlation of models

An auxiliary question is the extent to which the
different modeling approaches are correlated with
one another, which we test here on the Flashback
data. If they are correlated, then it is more likely
that all these measures are capturing the same gen-
eralizations about semantic change in this setting.
If they are not correlated, then it suggests that they
are capturing different aspects of semantic change,
which could then motivate future work in deter-
mining which components of semantic change are
captured by which method.

Correlation of models is measured by Spear-
man’s correlation coefficient ρ of the series of se-
mantic change values. For example, the correla-
tion(S*

A1 ,Flashb., S
*
A2 ,Flashb.) is measured to test

the correlation of SGNS and SBERT-PRT with re-
spect to rectified change, with data from Flashback.

Results are shown in Table 3. There are two
general observations here. First, the three ap-
proaches often disagree. With naive change, the
SGNS, SBERT-PRT, and SBERT-CLT are mostly
non-correlated or even negatively correlated with
each other (Table 3). The first two approaches’ rela-
tionship with the third approach is weak with recti-
fied change as well (Table 3). Moreover, while the
stronger correlations in Table 3 are in the range of
0.4 to 0.6, there is still a large proportion of the vari-
ance of the relationships that is not explained. The
deeper insight here is that, deciding how to com-
putationally model the semantic change of terms
in S-DWE is far from trivial. In particular, SBERT-
CLT does not have much in common with SBERT-
PRT, despite that both approaches are based on
Sentence-BERT. Clustering of data and differing
distance metrics seem to have an effect, which is

7Correlation measures confirm this. Spearman’s
correlation (ρ) of S from Flashback and Familje-
liv are close to zero and non-significant (N = 44):
ρ(SSGNS,Fla., SSGNS,Fam.) = 0.120 , p = 0.443;
ρ(S∗

SGNS,Fla., S
∗
SGNS,Fam.) = 0.120 , p = 0.439;

ρ(SSBERT−PRT,Fla., SSBERT−PRT,Fam.) = –0.074 , p =
0.635; ρ(S∗

SBERT−PRT,Fla., S
∗
SBERT−PRT,Fam.) = 0.265

, p = 0.080; and ρ(SJSD
SBERT−CLT,Fla., S

JSD
SBERT−PRT,Fam.)

= 0.134 , p = 0.386.

an observation in line with previous research.
Second, rectification clearly has an effect. The

relationship between the SGNS approach and the
SBERT-PRT approach goes from being negatively
correlated when considering naive cosine change
to being clearly positively correlated when consid-
ering rectified change. However, rectification does
not have any effect on the first two approaches’ re-
lationship with SBERT-CLT. Remember that there
was no control for noise in the third approach,
but given the convergence of SGNS and SBERT-
PRT when considering rectified change, the cluster
based method (SBERT-CLT) is clearly “the odd
one out”. That is, by clustering token embeddings
and using another distance measure (JSD instead of
angular distance), quite different conclusions about
the data seem to emerge.

6 Discussion

This study finds support for the isolated change
of DWEs hypothesis. There is a detectable dif-
ference in the rate of semantic change of DWEs
between the more politically polarized community
and the less polarized community. It could have
been possible that DWEs change to the same de-
gree in the community more representative of the
in-group and the community more representative of
the out-group, even if they meant different things to
the community participants. In that case, our mea-
sures would not have detected a difference. But
there is a difference in degree likely driven by the
communicative needs of the in-group community.

As such, this paper corroborates previous work
that has emphasized the role of community in ac-
counting for dogwhistle meanings (Henderson and
McCready, 2018; Quaranto, 2022), but this finding
must also be seen in the light of a previous em-
phasis on the importance of community for word
meaning in general (Clark, 1996). Following Lewis
(1969)’s notion of convention, Clark (1996) writes
“conventional meaning hold not for a word sim-
pliciter, but for a word in a particular community.
You can’t talk about conventional word meaning
without saying what community it is conventional
in” (p. 107, emphasis in original). Clark (1996)
continues by defining a “communal lexicon” as the
set of word conventions of an individual commu-
nity and notes that such communal lexicons some-
times contain unique word forms (e.g., quark in
the community of modern physicists), but more of-
ten the same word form is shared among different
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SGNS SGNS* SBERT-PRT SBERT-PRT* SBERT-CLT
SGNS 1.000 0.721 -0.306 0.385 0.037
SGNS* 0.721 1.000 -0.239 0.601 0.137
SBERT-PRT -0.306 -0.239 1.000 -0.383 0.290
SBERT-PRT* 0.385 0.601 -0.383 1.000 0.126
SBERT-CLT 0.037 0.137 0.290 0.126 1.000

Table 3: Cross-correlation (Spearman) of the three approaches (N = 117). Asterix (*) for rectified measures; JSD is
used for SBERT-CLT; otherwise, naive measure.

communal lexicons, but with different meanings.
The latter case of shared form across communities,
but with different meanings that evolve in relation
to the local needs and interactions of particular
communities is an important insight with clear rel-
evance for an account of dogwhistle meaning.

Although Clark (1996) does not discuss his no-
tion of communal lexicon in relation to seman-
tic change, Noble et al. (2021) have expanded on
Clark’s ideas and did observe that meanings of
terms evolve relative to the communities they are
used in Noble et al. (2021). Our result is quanti-
tative evidence in the Swedish online context of
different communal lexicons evolving in parallel in
relation to a political drive regarding messaging on
a controversial topic, immigration and refugees.

Dogwhistle meaning can thus be understood par-
tially in relation to some general principles of lex-
ical meaning. However, whether DWEs’ depen-
dence on community for semantic change is espe-
cially strong in comparison with words not laden
with the role of DWE is an interesting question for
future research.

Another point should be noted with regard the
isolated change of DWEs hypothesis. Its support
has implications for the task of automated detection
of dogwhistles, which is important to counteract
hidden racist language online, by potential disclo-
sure of concealed derogatory messages. The lesson
here, from our experimental support for the iso-
lated change of DWEs hypothesis, is that terms
that change in one community, but not in another,
are possible indicators of emerging dogwhistles.
Although such community specific change of mean-
ing is not a sufficient criterion for the identification
of dogwhistles, it can be part of a solution to a com-
plex problem of detecting dogwhistles and other
concealed code words, which is gaining increasing
attention in NLP (Gavidia et al., 2022; Hertzberg,
2022; Hertzberg et al., 2022; Xu et al., 2021; Zhu
and Bhat, 2021).

There are a number of avenues for future work
on this topic. One of these would be to address
how the assumed DWEs change. This can include
a more detailed qualitative analysis of the linguistic
contexts of the dogwhistles in the years that they
exhibit greater change difference between the two
communities. Future studies can systematically
address the extent that semantic change of these
terms is related to their potential dogwhistle func-
tions. For example, do changes reflect encoding of
in-group meanings or do they rather reflect other
forms of semantic drift, for example, with regard
to various topics? Another avenue for future work
would be an analysis of the differences between the
change measurement approaches, since they are
often poorly correlated with one another. A further,
more ambitious agenda, would be to identify char-
acteristics of DWE-related lexical semantic change
that differ from non-DWE community-based se-
mantic change, which would enable their detection
and differentiation in large corpora. Part of this
agenda, could be a systematic comparison DWEs
and other words with regard to their community di-
vergence of semantic change in order to determine
the extent that community divergence is a feature of
special importance for words functioning as DWEs
compared with words in general.

Limitations

Our work applies to the Swedish political and me-
dia context. We believe that it should also apply
to other languages, national political contexts, and
media, but this will have to be tested by other work.

It is impossible to develop a sample of relevant
DWEs that allow for a hypothesis to be tested
over DWEs themselves as a general category, since
DWEs emerge and disappear based on politically
relevant current affairs. Consequently, our work
demonstrates our hypothesis for the dogwhistles
we present, but we cannot generalize to all dog-
whistles everywhere. Nevertheless, showing that
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the effects are possible and strong is a contribution
that makes the case for larger scale testing over
newly emerging dogwhistles in different national
contexts.

There are also significant differences in the fre-
quencies and distributions of the tested expressions
in the two communities of interest. Furthermore,
we rely on the rectification approach to deal with
the fact that we have a low frequency threshold for
including a DWE in the analysis.

Ethics Statement

There is always a problem of dual use when creat-
ing a system to detect potentially negative social
phenomena. Malicious actors can use the same
technique to evaluate, e.g., their own attempts at
manipulating political discourse. Nevertheless, we
believe that such actors are motivated to do this
anyway and that the public research should not be
fully “disarmed” and have tools available for de-
tecting these phenomena. Furthermore, this work
is a part of the groundwork that will contribute
to understanding this phenomenon, and not a full
detector in itself.

The community corpus data used in this project
was collected from a national repository charged
with archiving Swedish political and cultural dis-
course. The DWE selection was motivated by pub-
lished experiments conducted by other researchers
under the supervision of an ethics review board.
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word frequency at the first year of transitions (only
Flashback data).

B Jensen-Shannon distance (JSD)

For two probability distributions P and Q, Jensen-
Shannon distance (JSD) is defined as follows:

JSD(P ∥ Q) =

√
DKL(P ∥ P+Q

2 ) +DKL(Q ∥ P+Q
2 )

2

where DKL can be defined as follows:

DKL =
∑

x∈X
P (x) log(

P (x)

Q(x)
)

where X is the sample space (the labels in the
present case).

C Kolmogorov–Smirnov test (KS-test)

Let Fn(x) and Gm(x) be the the empirical cumula-
tive distribution function (ECDF) of two samples
X and Y, then:

DKS
n,m = supx |Fn(x)−Gm(x)|

where sup is the supremum function, which for
present purposes can be approximated by the max
function (Viehmann, 2021). The null hypothesis
(X = Y) is rejected at level α, if DKS

n,m > DKS
n,m,α ,

where:

DKS
n,m,α = c(α)

√
n+m

n ·m
Here c(α) is the inverse of the Kolmogorov distri-

bution at α. For α = 0.05, c(α) ≈ 1.358 (Wikipedia
contributors, 2023).

The Mann-Whitney/Wilcoxon rank-sum test
(MWW test) is another common non-parametric
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SGNS SBERT-PRT SBERT-CLT
DWE Naive Rect. Naive Rect. JSD
berika 0.043 0.014 0.278 -0.048 0.386
globalist -0.767*** -0.11 -0.615** 0.647** -0.037
hjälpa på plats -0.253 -0.571* -0.692** 0.253 -0.275
kulturberika 0.579* 0.524* -0.844*** 0.103 -0.215
kulturberikare 0.279 0.372 -0.16 0.496* -0.293
återvandra 0.532* 0.257 -0.796*** 0.279 -0.386
återvandring 0.05 0.207 -0.638** 0.253 -0.571*

Table 4: Correlation (Spearman’s rho) between semantic change (naive, rectified and JSD) and log-transformed
fpm (at first year of transition) in the Flashback data. Statistical significance is denoted by *p<0.05, **p<0.01,
***p<0.001.

.

tests, which like the KS test, tests the null hypothe-
sis that the underlying distributions of the two sam-
ples are equal. However, the MWW test detects
a difference between the medians of the samples,
while KS test considers the distribution functions
collectively not restricted to differences in the cen-
tral values of the samples (Dodge, 2008).
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